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English Abstract

Machine-to-Machine (M2M) communications have emerged as a new communication
paradigm to support Internet of Things (IoT) applications. To deliver data to and from
machines, the network performs Location Management to track machine locations (i.e.,
Location Area Identity; LAI). Yet this process incurs large signaling traffic to the Mo-
bile Communication Networks (MCN), which is composed of millions to trillions of
machines. To address such large-scale M2M mobile networking, this paper investigates
the grouping characteristics of machine movement identified in the 3GPP Machine Type
Communications (MTC). We first define the “correlated mobility” on the signaling trans-
missions of moving machines when performing location update. Based on the definition,
we propose a Group Location Management (GLM) mechanism to mitigate the signaling
congestion problem. In GLM, we group machines based on the similarity of their mo-
bility patterns. Through our performance study, we show how the GLM mechanism can
reduce registration signaling from machines and increase the feasibility to deploy M2M
communications at a large scale M2M environment.

Keywords: Correlated mobility, Location management, Machine-to-Machine communi-

cations, Machine-type communications, Signaling congestion
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Chapter 1

Introduction

Machine-to-Machine (M2M) communications emerge as new communication paradigms
towards the Internet of Things (10T). With little or even no human intervention, the inter-
connection among machines enables more autonomous and intelligent applications, such
as smart metering, healthcare monitoring, fleet management and tracking, environmental
monitoring and industrial automation. In the near future, it can be expected that there will
be a widespread increase in the amount of machines interconnecting through the cellular

infrastructure.

The M2M communications have been realized by the 3GPP working group, namely
Machine-Type Communications (MTC) [2, 3]. As defined in 3GPP, there are several
unique features for M2M communications, including low mobility, infrequent transmis-
sion, and small data transmission [2]. These M2M features are verified through the mea-
surement and characterization of real traffic trace [13], showing that the M2M features

are different from human-to-human (H2H) communications. In addition, 3GPP defines
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the group configuration for M2M communications, i.e., the machines can be grouped
together for control and management as long as they share one or more M2M features,
and are temporally and/or spatially correlated with each other. Here we illustrate two ap-
plication scenarios. The first one is the package tracking system, in which the tracking
machines for the packages in the same vehicle are highly correlated in terms of time and
space. The second one is the intelligent robotic system, swarm-bot [14]. A swarm-bot
is a self-assembling and self-organizing artifact, composed of a swarm of mobile robots
with the ability to connect to each other. A swarm of mobile robots are required to work
as a “team’” to finish cooperative tasks, e.g., terrain exploration/inspection. It is with high

possibility that the robots are temporally or spatially correlated.

In MCN:s, the service area is populated with Base Stations (BSs) [11]. The radio
coverage of a BS (or a sector of the BS) is called a cell. The cells in the MCN are grouped
into Location Areas (LAs), and each LA is assigned with a unique LA ID (LAI). The LAs
are used for location management, which consists of “registration” and “call termination”.
Let Machine Station (MS) denote the machine that is receiving transmission service from

the MCN. Details of registration and call termination can be found in [1].

If two or more MSs share the same mobility behavior (i.e., the MSs visit and leave LAs
at the same time), we identify that these MSs have “correlated mobility”. As mentioned
previously, correlated mobility is one of the unique features in M2M communications in
3GPP. Definitional details for “correlated mobility” will be elaborated later. MSs with
correlated mobility perform registration simultaneously. In the existing location manage-

ment designed mainly for H2H communications, many MSs have correlated mobility and



perform registration at the same time, which results in a congested RACH. As a result, no
MS can obtain a dedicated control channel to perform registration, even when there are

still available dedicated control channels.

The RACH congestion delays MS location update, so the MS’ LA record in the LDB
becomes outdated, increasing the risks of undeliverable incoming sessions. The RACH
congestion also blocks the originated data sessions (e.g., a new call connection establish-
ment) because the congested RACH cannot deliver the requests to originate a data session.
This phenomenon is named as signaling congestion, and it aggravates as MSs with cor-
related mobility becomes more densely-populated. To summarize, to support large-scale
M2M mobile networking, we need a careful design for efficient location management.
Using one of the key features of M2M communications, group-based feature, this paper

aims to apply group-based control to reduce signaling congestion of MSs.

Previous works [7, 8, 9, 10] proposed different mechanisms to address the signal-
ing congestion problem. In [7], MSs are grouped together, and a group head is chosen
in each group to perform the registration on behalf of other members in the same group,
thus reducing signaling traffic. However, the group management operations (i.e., creating,
joining and leaving operations) are performed through MS’ secondary ad-hoc wireless in-
terface (e.g., WiFi interface), causing extra power consumption for each MS. As pointed
out in [12], for WiFi communication, 60 percent of energy is consumed in idle listening
even though IEEE 802.11 power-saving mode (PSM) is enabled. Considering each MS’
limited energy, the mechanism in [7] cannot be fully applied to M2M communications.

In [8], a buffering method is proposed to aggregate registrations on the BS when dedicated
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control channels are exhausted. The buffering method reduces registration failure proba-
bility (i.e., the probability that a registration is rejected), but does not solve the signaling
congestion problem caused by the RACH. In [9], based on the GSM architecture, an ag-
gregating scheme is proposed for one-dimensional network (e.g., transportation systems),
in which individual registrations from the same LA are aggregated at a virtual interme-
diate network node, called virtual visitor location register. This mechanism relies on the
individual transmissions from MSs to this virtual visitor location register. So, the RACH
congestion issue remains in this mechanism. In [10], a Tracking Area (TA) configura-
tion approach is designed to solve the signaling congestion problem for the LTE system
by assigning MSs with different and overlapping TA lists based on MS moving patterns.
However, this approach relies on measured data on MS moving patterns obtained from
network operators. Once the MS moving behavior changes, it introduces large overhead

to reconfigure the TA lists, resulting in poor system performance.

In this paper, we propose a Group Location Management (GLM) mechanism and
focus on the simulation results of the GLM. The intuition of the GLM mechanism is to
group MSs based on the similarity of their mobility patterns, which are reflected in the
temporal and spatial correlations among MSs at the LDB. The simulation experiment is
based on the discrete event-driven approach, which is widely used in wireless network
studies (e.g., [16, 11]). For further study on the influence of different correlations, we use
three mobility models called “random walk model”, “bio-inspired mobility model”, and
“transportation mobility model”, which represent the low, medium and high correlation..

The simulation results show that the GLM has better performance than original solution.



Therefore, we consider the GLM as a more feasible solution to deploy large-scale M2M

communications.

The rest of this paper is organized as follows. In Chapter 2, we first present the details
of the GLM mechanism. In Chapter 3, we use the event-driven approach to conduct
the simulation experiments to investigate the performance of GLM by considering three

different M2M mobility models. Chapter 4 concludes our work.



Chapter 2

Group-based Mechanism for Location

Management

In Chapter 2.1, we first define the “correlated mobility” for MSs. In Chapter 2.2, based

on the Chapter 2.1, we propose the Group Location Management (GLM) mechanism.

2.1 Correlated Mobility

Suppose that the service area of a CN is partitioned into M LAs, LA, LAs, ..., LA);, and
there are N MSs, m1, mao, ..., my, in the CN. Let LA; N LA; denote a movement from
LA, to LA; at the time ¢,,. Consider the time period [t, ¢ + T'|. Without loss of generality,
during [¢,t 4+ T'], we suppose that an MS m; moves from LA; to LA, at time ¢, and then

try—1

following by that m; has a movement across K; LAs: LA, ; b, LA, Ly LA;3-- —

LA, k,, where t < t; <ty < t3 < .. <tlg,—1 <t~+T. During [t,t+ T}, another MS
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’ ’ the

m; has a movement across Ky LAs: LA, 4, LA, f, LAz - hEiry LA, ,, where

t<t) <ty <ty <.. <ty <t+T. The correlated mobility between m; and m;

during [¢,t 4 T exists if the following three conditions hold:

C1: Kl = KQ.

C2: for1l < k < Kl’ LzAs].c’Z = LAkJ‘.

C3: forl <k < K,—1,|t, —t)| <e

Note that the threshold e is used to determine the similarity between m;’s and m;’s mo-

bility in terms of time. In our study, we set e = 120 seconds.

In the standard location management [4], an MS updates its location (i.e., the LAI) in

the LDB when one of the following two events occurs:

e The MS moves from one LLA to another (i.e., the time when the MS detects that the

stored LAI is different from that received from a cell);

e The periodic location update timer 7 pys 1s expired.

2.2 GLM: Group Location Management

In this Chapter, we propose the GLM mechanism. In GLM, to predict the correlated
mobility for MSs, the LDB maintains the historical moving path for each MS. Based on
that, the similarity between any two moving paths can be calculated to identify the MSs’

correlated mobility for grouping. The details of the GLM mechanism are given as follows.
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Let p;(K) denote the moving path for the MS m; that contains the K most recently
visited LAs of m;, where K > 1. The moving path p;(K) is maintained in the LDB by

using an order list with size K (e.g., the array data structure), and can be expressed by

pl(K) =< pi,lapz}?a“'?pi,K >, (21)

where p; ; is a 2-tuple (a; ;,t; ;) that a, ; denotes the last jth LA visited by m;, and ¢, ;
denotes the time when m; moves into a; ;. For example, suppose that m; has the move-
ment LA; -2 LA; -2 LA; 25 LA, —%5 LAg —25 LA,. If we setup K = 3, we have

pi(3) =< (LAg, t5), (LAg, ), (LA4, t3) >.

Fori # j,let S; ;(K) denote the similarity between the moving paths of the MSs m;,

and my, i.e., p;(K) and p; (). We define

Si;(K) =TT B(pi: i) 2.2)
where

1, if Qi = Qj oy, ’ti,v - t]}vl <6,
B(piwv,pjw) = (&3)

0, otherwise.

Note that as mentioned previously, the threshold ¢ is used to determine the similarity
between m;’s and m;’s mobility in terms of time. From (2.2) and (2.3), it is clear that
Si ;(K) is a binary function with the output value 1 or 0, and S; ;(K) = 1 means that the
moving path p;(K) is similar to p;(K) for the K most recently visited LAs in terms of
time and space. In GLM, as 5; ;(K) = 1, we determine that m, and m; have correlated

mobility.

The GLM mechanism consists of the MS and LDB parts:
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| (1) G < 0, Choose K > 0, Ztpres > 0 |

(2) Wait for a registration

(3) Receive a registration containing m; and LA,
(4) Query the LA record LA, for m;

(5) Update m;’s LA record to LA,

(6) Look up m;’s group G

(8) A1 + A1 Ug, e, L(Gy)

(9) B1 + {mg|Six(K) =1,Vmy € A1}

Yes

(11) Select s # k,VGy, € G
(12) Create Gs <+ {m;} with L(Gs) < m;

(15) C1 « argmax,,, B, Si,k(K)

(16) Select G that L(G) € Cy with smallest |G|
(17) Gn <+ Gn —{Gs}, G+ G — {Gs}

(18) Gs + Gs U{m;}

!

(20) G]‘ < G]’ — {777,7}
(1) G« G U{G,}

[ 196, 6.0{G.}. 6 6U{G) [—

¥
L =B A
No Yes
Yes No

No

(23) Update LA records to LA, for
al membersin G

[ Yes

(24 G, + G, — {G;}
(25) Gy, + G U{G;}

Yes

¥
Yes
(27) Az « A3 Ug, e, L(Gk)

(28) Ag + Ag — {mz}
(29) Ba < {my]|S; r(K) =1,Vmy, € A2}

|

(30) By = 07

No

4| (14) Response m; with the value of D I

Figure 2.1: Flowchart of the LDB part

(31) C2 «— argmax,,, e B, Sk (K)

(32) Sdlect G that L(G) € Co with smallest |G|
(33) Gn + Gn —{Gs}, G+ G — {Gs}

(34) Gs < Gs UG

(35) Gn < Gn U{Gs}, G+ GU{Gs}
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MS part: Each MS maintains the 7py; timer and the D variable, whose usages are as

follows.

e The Tpry timer: Tpry 1s used to determine the timing for periodic location
registration (location update). When T'p;; expires, the MS performs a regis-

tration to report its residing LA.

e The D variable: D is used to identify MS’s status (i.e., the MS is the leader or
a member of a group), where D is a binary variable with the value “1” or “0”

to denote that the MS is the leader or a member of a group, respectively.

When an MS is initially powered on, it performs a registration to report its resid-
ing LA to the LDB. After the initial registration, the MS is assigned to a newly
created or existing group. The values of T»;; and D will be obtained from the

acknowledgement message (e.g., the TA Update Accept message).

If D =1 (i.e., the MS is a group leader), the MS is responsible for performing the
registration in the following two cases: periodic registration (i.e., on expiration of
Tpry) and LA change. Otherwise (i.e., D = 0), the MS only performs the periodic
registration. Note that the Tpr;; and D values are decided by the LDB after each

registration.

LDB part: In GLM, the LDB in the network is responsible for the group maintenance
and location management for MSs, including determining the 77y and S values
for each MS. Figure 2.1 illustrates the flow chart for the LDB part. The notations are
introduced as follows. The group 7 is denoted by the set (&; that contains an amount

of MSs, and the group leader of G; is denoted by L(G;), where L(G;) € G;. For
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example, L(G1) = m4 means that the leader of the group G is the MS my,. Let G
denote the group set that contains all groups in the network. Let the subset G; C G
denote the set containing the groups in LA;, Vi € {1,2,3,..., M}. It s clear that

G =G UGs...UGyy.

Initially, we set G < () and choose the values of K and Z;,.s (Steps 1 and 2),
where K is the length of MS’ moving path maintained in the LDB, and Z;,..; is the
group size threshold to determine whether a group should be merged into another
one. In GLM, a group can be merged with another group if the two groups of
MSs have correlated mobility, and more registrations can be reduced. After the

parameter initialization, the LDB waits to receive a location registration (Step 3).

When the LDB receives a location registration containing m; and LA,, (where m;
is the MS identification and LA, is the LAI to be registered), it queries the existing
LA record for m;, denoted by LA, and updates the LLA record of m,; to LA,,. Then
the LDB looks up the group information for m; (Steps 4 to 7). Suppose that m;

belongs to the group ;. We consider the following three cases.

CaseI: G; = (). In this case, the LDB does not have any group records for the
MS m;, which implies that m; has just powered on and performs an initial
registration. As shown in Steps 8 to 10, the LDB searches the G,, set. Based

on the search results, the LDB executes one of the following two operations:

Group creation: The LDB can not find any group in G,, whose leader’s mov-
ing path is similar to the m;’s moving path (i.e., no group leader has cor-

related mobility with m;). The LDB creates a group G for m; and sets
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L(Gs) <= m; (Steps 11 and 12).
Group assignment: The LDB finds a group G in G,, whose leader’s moving

path is similar to the m;’s moving path. The LDB assigns m; to the

selected group G (Steps 15 to 18).

Case II: G, # () and L(G;) # m;. In this case, m; is a member of the group G;.
The LDB removes m,; from G (Steps 20 and 21). Then the LDB searches the
G,, set and performs one of the two operations mentioned in Case I for m;,

i.e., group creation or assignment.

CaseIIl: G; # 0 and L(G;) = m;. In this case, m; is the leader of the group
Gj. As LA, # LA, (i.e., the registration is triggered due to LA change), the
LDB updates the LA records for the entire group members in G (Step 23),
and updates the corresponding G, and G,, sets (Steps 24 and 25). Then, the
LDB checks whether the group size |G| is smaller than Z,,,., to determine
whether the group G; should be merged (Step 26). If |G| < Zipyes, the LDB

performs the following merge operation:

Group merge: The LDB searches the ,, set to find a proper group to merge
with (except its own group (). The selected group G satisfies two con-
straints: the moving path of L(G) is similar to the moving path of m;
(Step 29), and the group size of G is the smallest (Step 32). Then the
merge is performed (Step 34). After group merge, m; is no longer the

leader of GG; and becomes a member of G.

After each operation, the LDB updates the group G to the G,, and G sets (Step 13).
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Based on the status of m; (i.e., leader or member), the LDB responses m; with the

value of D through the acknowledgement message (Step 14).

2.3 Discussion

As mentioned in Chapter 1, to route an incoming session to an MS, the CN queries the
LDB to obtain the LAI for the MS and instructs all cells in the LA to page the MS. If the
MS does not reside in the LA, the CN can not receive the response from the MS in a given
time period. Therefore, the CN can not locate the MS to route the incoming session. This

phenomenon is called “page miss”.

With the GLM mechanism, we can reduce significantly the registration signaling over-
head and mitigate the signaling congestion problem. However, the GLM mechanism may
result in higher page miss probability. Consider four MSs m, ma, ..., my4 in the LA, and
the four MSs belong to the same group with the leader m;. Assume that the leader m;
moves to LA at time ¢;, the members my and ms move together with m, at ¢;, and the
member m4 moves to LAy at t5, where t; < t5. At ¢, a registration due to LA change is
executed by m4 to update the LA record from LA; to LA in the LDB. Therefore, at ¢,
the LA records for my, ma, ..., m4 are updated to LA,. Yet the member my still resides in
LA, until ¢5. Therefore, during the time period [t1, 5], the m,’s LA record in the LDB is
not correct, and the pages to the member m, are missed. During [t1, ts], if m4 performs
the periodic registration (i.e., on the expiration of the 7p timer), the m4’s LA record in

the LDB will be corrected, and the LDB will divide m, from the group.



Chapter 3

Performance Evaluation

In this chapter, we develop simulation experiments to investigate the performance of the
GLM mechanism. In Chapter 3.1, we define two performance metrics, the signaling
reduction ratio R and page miss ratio P. In Chapter 3.2, we propose three mobility
models for M2M communications to reflect different temporal and/or spatial correlations
among MSs. In Chapter 3.3, we introduce our simulation models and parameter setups.

Finally, Chapter 3.4 presents the performance evaluation for the GLM mechanism.

3.1 Performance Metrics

Observing the N MSs for a given time period 7', we evaluate the GLM mechanism based
on the two performance metrics, the signaling reduction ratio R and page miss ratio P,

with the following definitions.

Signaling reduction ratio 7R: During the observation period 7', let NV, ¢y denote the

14



3.2. MOBILITY MODELS 15

number of the total registrations executed by the N MSs for the GLM mechanism.
Let N, denote the number of the total registrations executed by the N MSs for
the standard location management mechanism (as mentioned in Chapter 2), where

N;.crv < N,. The signaling reduction ratio R can be expressed as

E[N,] — E[N,crum|

RETTTENG

where 0 <R < 1. A larger R ratio implies larger reduction of registration signal-

ing overhead.

Page miss ratio P: During 7, let /V,, denote the number of pages issued by the CN for
the N MSs, and N, ,,;ss denote the number of page misses in N, pages, where

Npmiss < Np. The page miss ratio P is defined as

E[Np,miss]

P= "Ny )

where 0 < P < 1. A higher P ratio implies that the CN has higher possibility to

have a page miss, resulting in a higher risk of undeliverable incoming sessions.

3.2 Mobility Models

In this paper, we use three MS mobility models to reflect different levels of temporal
and/or spatial correlation among the MSs. We consider the N MSs moving around in the
M LAs. Without loss of generality, we assume the mesh LA structure and M = w?. In

the mesh LA structure, the size of an LA is square shaped. An LA is indexed by (z,y),
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(L, D(1,2)|(1,3)(1,4)

(2,1)1((2,2)[(2,3)|(2,4)

(3,1)[(3,2)((3,3)|(3,4)

(4,1)|(4,2)((4,3)|(4,4)

Figure 3.1: The 4 x 4 mesh LA network structure

where z,y € {1,2,3,...,w}. The LA (z,y) has ¢ neighboring LAs, where

, if (2 y) € {(1,1), (1, w), (w, 1), (w, w)},
3, if (z,y) € {(z,y)|lr =1land2 <y < w—1,
r=wand2 Sy <w-—- 1,28z <w—1

andy =l,or2<z <w-—1landy = w},

4, otherwise.
\

Figure 3.1 illustrates the mesh LA network structure with 16 LAs. In our mobility models,
the size of LAs are indirectly reflected by the LA residence time. If the LA size is large,

the mean LA residence time is relatively long, and vice versa.

Initially, the locations of the N MSs are uniformly distributed to M LAs. To sim-
ulate different levels of correlation in terms of time and space, we consider three kinds
of mobility models for M2M communications, including the random walk, bio-inspired
mobility and transportation mobility models. The three mobility models are described as

follows:



3.2. MOBILITY MODELS 17

Random walk: An MS decides its own moving direction and LA residence time inde-
pendently and randomly. Specifically, suppose that the MS resides in the LA (z, y)
for a time period and the MS moves to one of (x,y)’s neighboring LAs with the
equal probability. In this mobility model, there is no temporal and spatial correla-

tion among MSs.

Bio-inspired mobility: This mobility model is designed based on the concept of the bird-

flocking behavior [15], which is described as follows:

The MSs distributed to the same LA form a “cluster”!, and then we have M clusters
in the network. There is a cluster head in each cluster. Consider an arbitrary cluster
that contains X MSs. In the beginning, the cluster head and the other X — 1 MSs
are in the same LA, supposing they reside in (z, y) at time ¢. Each MS has its own
LA residence time for (x,y). Assume that the cluster head resides in (z, y) for the
period t.,, and the other X —1 MSs reside in (z, y) for the periods ¢1, to, t3, ..., tx_1,
respectively. At t + ¢, the cluster head moves to one of (x, y)’s neighboring LAs
with the equal probability. Consider one of the X — 1 MSs leaving (z,y) at t +
t;, where i = 1,2,3,...,X — 1. If t; < tu (i.e., the MS leaves (z,y) earlier
than the cluster head), the MS “disperses” its cluster and moves to one of (x,y)’s
neighboring LAs with the equal probability. Otherwise (i.e., t; > t.), the MS

“follows” the moving direction of the cluster head.

'Note that the term “cluster” is different from the term “group”. The term cluster is used to describe
the MS mobility behavior (i.e., the MSs in the same cluster have correlated mobility), and the term group is

used in the GLM mechanism for location management as mentioned in Chapter 2.
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For the MS dispersed from its cluster (i.e., the MS moves to an LA different from
the LA in which the cluster head resides), it moves toward the head’s residing LA
(i.e., the MS “returns” to the cluster head’s LA), and the moving path is calculated
by using the shortest path algorithm. Note that if there exist multiple shortest paths,

we randomly choose one.

In this mobility model, the MSs have certain levels of temporal and spatial correla-

tions.

Transportation mobility: This mobility model simulates the scenario where the MSs are
in the same vehicle. Similar to the bio-inspired mobility model, the MSs distributed
to the same LA form a cluster and we have M clusters in the network. In each
cluster, there is a cluster head, and the cluster head decides the moving direction
and LA residence time for the other MSs in the same cluster. The moving direction
is decided randomly. In this mobility model, there exists very high correlation

among MSs in terms of time and space.

3.3 Simulation Models

We develop the simulation experiments for the GLM mechanism based on the discrete
event-driven approach. In the simulation experiments, we consider a 4 x 4 LA mesh
structure (i.e., M = 16 as shown in Figure 3.1). We observe the N = 640 MSs moving
around in the 4 x 4 LA mesh structure for a time period 7" = 3000 minutes. We assume

that the page arrivals to an MS form the Possion process with rate A,, and the mean
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inter-page arrival time 1/, is set to 100 minutes. In our simulation experiments, the LA
residence time ¢, is exponentially distributed. The three proposed mobility models (as

mentioned in Chapter 3.2) are implemented in this chapter.

We first define four types of events listed as follows:

The CLUSTERCROSSBOUND event represents that a cluster crosses boundary

of LA. It is used only in transportation mobility model.

The CROSSBOUND event represents that an MS crosses boundary of LA.

The PAGING event represents that a paging arrival of an MS.

The PLU event represents that an MS performs periodic location update, i.e., the

periodic location update timer of the MS is expired.

The following counters are used in our simulation to calculate the output measures ‘R and

P

N counts the total number of CROSSBOUND events.

e Ny counts the total number of CROSSBOUND events which performed by

group leaders.

Np counts the total number of PAGING events.

Np)s counts the total number of page miss.

Npr counts the total number of PLU events.
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We repeat the simulation runs until ¢, exceeds the time period 7', which is a predefined
positive number, to ensure the stability of the simulation results. Two output measures are
investigated in our models, including the signaling reduction ratio ‘R and the page miss

ratio P (as mentioned in Chapter 3.1).

3.3.1 Random Walk Model

Figure 3.4 illustrates the flowchart of random walk mobility simulation model. Step 1
sets up the input parameters (including N, K, A¢, Ay, Zipres,and Tprrr). In addition, the
counters (e.g., Nrv, Nrrv, Np, Npar, and Npry are set to zero, and the event queue is
set to empty. Step 2 sets a initial GTable which has the functionality of GLM. Step 3
generates CROSSBOUND, PAGING, and PLU events for each MS. The timestamp of
each event is set to zero. Step 4 removes the next event e from the event queue, and set

the value of ¢ to e.timestamp. Step 5 checks the type of event e.

If event e is a CROSSBOUND event at Step 5, Step 6 increases Ny by one. Step
7 randomly selects a nLA which is the neighbor LA of the current LA of the MS. Step 8
sets e.LA to nLA. Step 9 stores the nLA to the moving path of MS. Step 10 checks the
state D of MS. If MS.D equals to 1 that means the MS is a leader of group, the Step 11
increases the Ny by one. Step 12 updates the moving path of the MS to GTable and
execute the GLM. The progress of GLM has shown in Fig. 2.1. Step 13 checks the return
value D of GLM. If the D equals to 1, Step 14 sets the MS.D to 1. Otherwise, step 15 sets
the MS.D to 0. Step 16 generates the next CROSSBOUND event of the MS and inserts

it to the event queue. This simulation goes to Step 17.
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If event e is a PAGING event at Step 5, Step 18 increases [V, by one. Step 19 sets cLA
to the current LA which the GTable stored of the MS. Step 20 checks whether the cLA
equals to nLA. If not (e.g., paging miss), Step 21 increases Np,; by one. Step 22 generate
the next PAGING event of the MS and inserts it to the event queue.This simulation goes

back to Step 17.

If event e is a PLU event at Step 5, Step 23 increases Npy by one. Step 24 updates
the moving path of the MS to GTable and executes the GLM. Step 25 checks whether the
return value D of GLM is equals to 1. If so, Step 26 sets MS.D to 1. Otherwise, Step 27
sets the MS.D to 0. Step 28 generates the next PLU event of the MS and inserts it to the

event queue. This simulation goes back to Step 17.

If the timestamp ¢ 1s less than 3,000 at Step 17, the simulation goes back to the Step
4. Otherwise, the simulation will be terminated and calculate the output measures P and

‘R at Steps 29 and 30.

3.3.2 Bio-inspired Mobility Model

Figure 3.3 illustrates the flowchart of bio-inspired mobility simulation model. Step 1
sets up the input parameters (including N, K, Ac, Ay, Zipres,and Tprrr). In addition, the
counters (e.g., Nrv, Nrru, Np, Npyr, and Npry are set to zero, and the event queue is
set to empty. Step 2 sets a initial GTable which has the functionality of GLM. Step 3
initializes N, clusters and randomly distributes them into M network. Step 4 initializes
N MSs and randomly distributes them into N, clusters. Step 5 randomly selects a MS to

be the head of cluster for each cluster. Step 6 generates CROSSBOUND, PAGING, and
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Figure 3.2: Flowchart of random walk mobility simulation model.
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PLU events for each MS and inserts them into the event queue.The timestamp of each
event is set to zero. Step 7 removes the next event e from the event queue, and set the

value of ¢, to e.timestamp. Step 8 checks the type of event e.

If event e is a CROSSBOUND event at Step 8, Step 9 increases Ny by one. Step
10 checks whether the MS is a head of cluster. If so, Step 11 randomly selects a nLA.
Otherwise, Step 12 selects a nLA which is near to head’s residing LA. Step 13 sets e.LA
to the selected nLA. Step 14 stores the nLLA to the moving path of the MS. Step 15 checks
if the state D of the MS is equals to 1. If so, Step 16 increases Ny by one. Step 17
updates the moving path of the MS to GTable and executes the GLM. The progress of
GLM has shown in Fig. 2.1. Step 18 checks the return value D of GLM is equals to 1. If
so, Step 19 the sets MS.D to 1. Otherwise, Step 20 sets MS.D to 0. Step 21 generates the
next CROSSBOUND event of the MS and inserts it to the event queue. This simulation

goes to Step 22.

If event e is a PAGING event at Step 8, Step 23 increases NV, by one. Step 24 sets cLA
to the current LA which the GTable stored of the MS. Step 25 checks whether the cLA
equals to nLA. If not (e.g., paging miss), Step 26 increases Np,; by one. Step 27 generate
the next PAGING event of the MS and inserts it to the event queue. This simulation goes

back to Step 22.

If event e is a PLU event at Step 8, Step 28 increases Npy by one. Step 29 updates
the moving path of the MS to GTable and executes the GLM. Step 30 checks whether the
return value D of GLM is equals to 1. If so, Step 31 sets MS.D to 1. Otherwise, Step 32

sets the MS.D to 0. Step 33 generates the next PLU event of the MS and inserts it to the
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event queue. This simulation goes back to Step 22.

If the timestamp ¢ is less than 3,000 at Step 22, the simulation goes back to the Step
7. Otherwise, the simulation will be terminated and calculate the output measures P and

‘R at Steps 34 and 35.

3.3.3 Transportation Mobility Model

Figure 3.2 illustrates the flowchart of bio-inspired mobility simulation model. Step 1 sets
up the input parameters (including N, K, A;, A\, Zipres,and T'pryr). In addition, the coun-
ters (e.g., Nru, Norv, Ny, Npay,and Npryr are set to zero, and the event queue is set to
empty. Step 2 sets a initial GTable which has the functionality of GLM. Step 3 initializes
N, clusters and randomly distributes them into M network. Step 4 initializes N MSs
and randomly distributes them into /N, clusters. Step 5 generates CLUSTERCROSS-
BOUND events for each cluster and inserts them into the event queue. Step 6 generates
CROSSBOUND, PAGING, and PLU events for each MS and inserts them into the event
queue.The timestamp of each event is set to zero. Step 7 removes the next event e from

the event queue, and set the value of ¢, to e.timestamp. Step 8 checks the type of event e.

If event e is a CLUSTERCROSSBOUND event at Step 8, Step 9 randomly selects a
nLA. Step 10 sets the e.LA to nLA. Step 11 generates the next CROSSBOUND events of
the MSs which belong to this cluster and inserts them into event queue. The timestamp of
the CROSSBOUND events is set to t;. Step 12 generates the next CLUSTERCROSS-
BOUND event of the cluster and inserts it into the event queue. This simulation goes to

Step 13.
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Figure 3.3: Flowchart of bio-inspired mobility simulation model.
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If event e is a CROSSBOUND event at Step 8, Step 14 increase the N;; by one. Step
15 sets nLA to e.LA. Step 16 stores teh nLLA to the moving path of the MS. Step 17 checks
if the MS.D is equals to 1. If so, Step 18 increases the N,y by one. Step 19 updates the
moving path of the MS to GTable and execute the GLM. The progress of GLM has shown
in Fig. 2.1. Step 20 checks the return value D of GLM. If the D equals to 1, Step 21 sets
the MS.D to 1. Otherwise, step 22 sets the MS.D to 0. This simulation goes back to Step

13.

If event e is a PAGING event at Step 8, Step 23 increases N, by one. Step 24 sets cLA
to the current LA which the GTable stored of the MS. Step 25 checks whether the cLA
equals to nLA. If not (e.g., paging miss), Step 26 increases Npy, by one. Step 27 generate
the next PAGING event of the MS and inserts it to the event queue. This simulation goes

back to Step 13.

If event e 1s a PLU event at Step 8, Step 28 increases Npry by one. Step 29 updates
the moving path of the MS to GTable and executes the GLM. Step 30 checks whether the
return value D of GLM is equals to 1. If so, Step 31 sets MS.D to 1. Otherwise, Step 32
sets the MS.D to 0. Step 33 generates the next PLU event of the MS and inserts it to the

event queue. This simulation goes back to Step 13.

If the timestamp ¢, is less than 3,000 at Step 13, the simulation goes back to the Step
7. Otherwise, the simulation will be terminated and calculate the output measures P and

‘R at Steps 34 and 35.
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Figure 3.4: Flowchart of transportation mobility simulation model.



28 CHAPTER 3. PERFORMANCE EVALUATION

3.4 Simulation Results

In this Chapter, we investigate the performance of GLM by studying the effects of the

parameters K, Tpry and E[t.] on R and P. The details are given as follows.

3.4.1 Effects of K

In Figure 3.5, we investigate the effects of K (i.e., the length of the MS’ moving path
maintained in the LDB) on R and P, where we set Zip..s = 10, ¢ = 2 minutes, E[t,] =

10 minutes, 1/ Ap = 100 minutes, and Tpry; = 60 minutes.

As shown in Figure 3.5(a), as K increases, itis less likely for the GLM mechanism to
form groups for MSs, so less registration signaling overhead can be reduced. We observe
that the R performance decreases as K increases. On the other hand, in Figure 3.5(b), as
K increases, the MSs with correlated mobility are more likely to be grouped by the GLM
mechanism. Thus, better P performance is observe when K increases. It is also worth
to noticing that as K > 5, the GLM mechanism can not reduce the registration signaling

(i.e., the 'R performance is zero) for the random walk and bio-inspired mobility models.

In Figure 3.5, we also investigate the R and P performance for the three mobility
models. The GLM mechanism has very good R and P performance for the transportation
mobility model due to the high correlation among MSs. In Figure 3.5(a), as K > 5, we
observe that R for the bio-inspired mobility is higher than ‘R for the random walk (i.e.,
more registration signaling can be saved in the bio-inspired mobility). On the other hand,

in Figure 3.5(b), as K > 5, P for the bio-inspired mobility is only higher than P for the
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random walk slightly.

To summarize, when the temporal and spatial correlation among MSs becomes higher
(i.e., the MSs have higher chance to have correlated mobility behaviors), the GLM mech-

anism can reduce larger registration signaling overhead.

3.4.2 Effects of Periodic Location Update Timer 7’py;;

In Figure 3.6, we investigate the effects of T,y on R and P, where we set Z;p,,..s = 10,

¢ = 2 minutes, K = 2, E[t,] = 10 minutes, and 1/), = 100 minutes.

As mentioned in Chapter 2.1, the registration is triggered by LA change or Tpry
expiration. In the GLM mechanism, the registrations due to the expiration of 7’p;; can
not be reduced. It turns out that as 7T’»;;; increases, the number of the total registrations
executed by an MS decreases, which magnifies the ratio for the reduced registrations due

to LA change. Thus, we observe that the R performance increases as I'’pz;; increases.

On the other hand, as mentioned in Chapter 2.3, the expiration of the T’p;; timer can
help GLM correct the wrong LA record in the LDB (that results in page miss). Therefore,
in Figure 3.6(b), as T’pyy increases (i.e., it takes longer time for an MS to correct the

wrong LA record), the P performance increases (i.e., higher page miss probability).

To summarize, only when the MSs have correlated mobility (see the transportation
mobility model in Figure 3.6) do we prefer to use a larger 77y timer. When the MSs do
not have strong correlation between them (see the random walk or bio-inspired mobility

models in Figure 3.6), to avoid high page miss probability, a small T’»;;; is suggested.
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3.4.3 Effects of LA Residence Time FE|t,]

In Figure 3.7, we investigate the effects of E[t,] (i.e., the mean LA residence time) on
R and P, where we set Zy,..s = 10, € = 2 minutes, K = 2, 1/\, = 100 minutes, and

TPLU = 60 minutes.

As shown in Figure 3.7(a), as E[t,| increases (i.e., an MS stays in an LA longer), the
MS has less LA boundary crossings during 7', so fewer registrations due to LA change can
be reduced. Therefore, we observe that the R performance decreases as E|t,] increases.
On the other hand, in Figure 3.7(a), as E[t,] increases, the P performance decreases

because it is less likely that the LA record is not correct in the LDB.

3.4.4 Effects of Inter-Page Arrival Time 1/,

In Figure 3.8, we investigate the effects of 1/, (i.e., the mean inter-page arrival time) on
R and P, where we set Zij.es = 10, ¢ = 2 minutes, K = 2, E[t,] = 10 minutes, and

Tpry = 60 minutes.

In Figure 3.8(a) and Figure 3.8(b), we observe that both R and P performance are

insensitive to the mean inter-page arrival time for the three kinds of mobility models.
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Figure 3.5: Effects of K on R and P for three mobility models, where Z;p;.s 10,

¢ = 2 minutes, Et,] = 10 minutes, 1/\, = 100 minutes, 7p.y = 60 minutes.
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Figure 3.6: Effects of Ty on R and P for three mobility models, where Z;j,..s = 10,

¢ = 2 minutes, K = 2, E[t,| = 10 minutes, 1/}, = 100 minutes.
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Figure 3.7: Effects of E[t,] on R and P for three mobility models, where Z,.., = 10,

€ = 2 minutes, K = 2, 1/\, = 100 minutes, Tp;y = 60 minutes.
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Chapter 4

Conclusion

In this paper, for large-scale M2M environment, we studied the signaling congestion prob-
lem caused by simultaneous registrations from the MSs with correlated mobility. To re-
duce the registration signaling overhead, we proposed the Group Location Management
(GLM) mechanism. Based on the temporal and spatial correlations among MSs at the
LDB, GLM divides MSs into different groups for “per-group” location management. In
each group, the registration aggregation is done by selecting an MS to be the group leader
and to perform the registration on behalf of the other members in the group. In GLM,
the group management is performed by the LDB in the CN without involving the MSs.
There is no extra energy consumption and protocol modification for the MSs. However,
the GLM mechanism may cause higher page miss probability, resulting in higher risk of
undeliverable incoming session. To study the signaling reduction and page miss ratios,
we conducted simulation experiments and considered three kinds of mobility models for

M2M communications, including random walk, bio-inspired mobility and transportation

33
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mobility. Our study shows that the GLM mechanism can significantly reduce the regis-

tration signaling overhead for MSs with correlated mobility.
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