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摘摘摘要要要

社群網站上的個人資料是重要的課題，因為一旦社群網站的個人帳號被盜用，所

有在上面的個人資料都會被第三者取得，不論帳號擁有者做過任何隱私權設定。

因此，本篇論文以統計方法並使用Support Vector Machine (SVM)，進行臉書的盜

用行為偵測。經由分析使用者在線上的瀏覽紀錄，可以發現正常的使用者在社群

網站的行為比較主動，盜用帳號者偏好閱讀私人訊息。

關關關鍵鍵鍵字字字：臉書、盜用帳號、統計方法、Support Vector Machine (SVM)、分類、

交叉驗證



Abstract

Privacy of personal information on social networking websites has become an important

issue, because when a social networking website account is used by a person other than

the owner, all personal data stored on the website can be retrieved, no matter how the

owner sets the privacy options. Therefore, this paper proposes a statistical approach with

the use of Support Vector Machine (SVM) to detect whether the Facebook account user

is the actual owner. By analyzing online browsing behavior features, it is found that the

normal user tends to be more active and that the stealthy user prefers to read personal

messages.

Keywords: Facebook, account misuse, statistical approach, Support Vector Machine

(SVM), classification, cross validation.
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Chapter 1

Introduction

There is an increasing popularity on social networking websites, and people are spending

more time interacting with each other via online social networks. In order to reach and

to be reached by their friends, people tend to disclose some of their personal information

publicly, but ”Despite concerns raised about the disclosure of personal information on

social network sites, research has demonstrated that users continue to disclose personal

information.” [36] Since people nowadays rely more on online social networking, the

privacy issue has become more important.

1.1 Personal Information Online

Personal information is the data related to a specific person. In the past, personal infor-

mation generally included name, gender, contact number, date of birth, employment, and

other information that could be found in one’s name card or identification card. Since the

Internet became more widely used, more types of personal information have appeared in

real life, such as online browsing behaviors and social networks profiles. Most kinds of

personal information should not be disclosed without the owner’s approval, but acciden-

tal leakage of personal information can still happen due to private information inference

from public data [24, 13]. What is worse, if an account on a social network site has been
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used by someone other than the owner, all data stored on the account are collected by the

stealthy user. Fortunately, the browsing habits on social networks can reveal an account’s

identity – whether the user is the true owner or not. Since users demonstrate different

behavior patterns when logging in their own and others’ accounts, the stealthy usage can

be detected.

1.2 The Problem of Online Social Networks

Because the online mechanism of the social network server approves a user’s login as long

as the account name and password are correct, people other than the account owner can

use or even steal the account. However, there are still some methods to tell the differences

between stealthy users and actual account owners. Take Facebook for example. The

device, web browser, IP address, and the Operating System used by the user are recorded

on the server [10]. When the user logs in with a different IP or place, the server may

ask him/her to identify some pictures of his/her friends [6]. If some friends are tagged

on cartoon characters or even objects, it will be more difficult for the real account owner

to pass the test. On the other hand, if one logs in his/her friend’s account, it is very

probable that he/she has many mutual friends with the account owner, and acquaintances

have an advantage to pass the verification. Besides, modern Web browsers can remember

users’ passwords and keep logged-in sessions, and when users access the same online

social network again, the login step is automatically bypassed. This is a big security

threat especially for mobile devices because it is cumbersome to input passwords [16],

and most people do not use PINs to protect their smart phones [25]. As a result, existing

solutions cannot tell whether the user using the same web browser and device is actually

”the same” or not.
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1.3 Our Contribution

In the present paper, we propose an approach using statistical behavior observation to dis-

tinguish between the account owner and others using the same account. It is assumed that

a social network website user has consistent usage behavior when he/she uses the same

website. Various types of user behaviors as variables can tell whether the current account

is used stealthily if the hypothesis holds. In our experiment, two pairs of acquaintances

are recruited to login their Facebook accounts for three consecutive rounds, 30 minutes

each. Afterwards, the subjects are instructed to use each other’s Facebook account, and

every subject has the chance to use his/her own, the partner’s, and a stranger’s account,

while all statistical behaviors are recorded by a plugged-in program set beside the browser.

Our observation reveals that if one is using his/her own account, he/she is more active in

commenting and clicking on ”like,” and he/she views less personal messages or private

clubs.

To the best of our knowledge, currently there is no other detection scheme for the

usage stealing problem in Online Social Networks (OSNs). Thus we compared various

statistical approaches to the model, and proved account misuse detection on social net-

working websites to be feasible. The approaches include 2-class SVM (Support Vector

Machine), 2-class SVM with p-value variable selection, weight adjustment, 3-class SVM,

and oversampling by using a sample dataset with ratio 1:2 between accounts used by self

and others. Given leave-one-out cross validation, 3-class SVM and oversampling achieve

more than 95% accuracy. For separate training and testing sets, 3-class SVM performs

the best with 75% accuracy. Therefore, if a person uses someone else’s Facebook ac-

count, it is very likely that the stealthy use will be caught. After a stealthy use of account

is detected, the online social network server can issue a warning to the account owner

via email or mobile phone to enhance his/her privacy awareness of personal information

online.
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Chapter 2

Related Work

Since there is a growing demand of information privacy, prior work has been done in the

information security of OSNs. The research papers listed in Section 2.1 discuss the attack

and defense from users, but the server should also detect account misuse to be respon-

sible for the privacy leakage of users. There are two kinds of authentication: static and

continuous. Static authentication is about requiring the user to enter an account and the

corresponding password when he/she logs in; as a result, if someone gains access to the

password, the server will wrongly believe he/she is the actual user. On the other hand,

continuous authentication monitors the whole user login session, so the server protects

the user’s account from login to logout [14]. However, continuous authentication should

not interrupt the user unless the server begins to doubt the person’s identity, or the mea-

sure will annoy most normal users [9]. Continuous authentication will be discussed in

Section 2.2, and this leads to the importance of statistical behavior analysis of OSNs.

2.1 Security and Privacy for Online Social Networks

Some works center their attention on Facebook attack methods such as frequent account

deactivation [17]. This kind of research fails to consider the possibility that the account

is being attacked by itself instead of other accounts. Others, concentrate on the inference
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from public to private information [24, 13, 38]. This field is important, but when an

attacker logs into a certain account, he/she can get all private information of the user.

Still others focus on the monitoring of distributing personal information [33, 11]. This

is mainly about third parties who have a desire to get personal data through software

applications, but the personal privacy rights manager still cannot prevent the misused

account from access of its own information.

2.2 Continuous Authentication

Continuous authentication has been discussed by many researchers for more than 10

years. In 1995, Shepherd proposed a method by analyzing keyboard typing character-

istics, but this requires the user to type the word ”PASSWORD” five times, which is a

severe interruption to the user [21]. Mobile devices like portable computers and smart

phones are widely used in modern times, and Yazji came up with an implicit user re-

authentication method based on electricity consumption due to filesystem activity and

network access [35]. However, the action of an account in an OSN generally includes

expanding page and commenting, no matter normal use or stealthy use, so Yazji’s scheme

is not suitable for OSNs. Continuous authentication with biometrics is currently a popular

issue, but each biometric has its own strengths and weaknesses, and using more features

for detection is more expensive on the user side [34, 19, 20, 23].

2.3 The Importance of Statistical Behavior Analysis

However, currently existing methods for stealthy account usage detection are not directly

related to the statistical behavior of true account owners and accounts used by other peo-

ple. It is shown that statistical behavior of users assumed to be account owners can be

observed. ”Interaction activity on Facebook is significantly skewed towards a small por-

tion of each user’s social links.” and ”Users’ online time spending can be modeled with
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Weibull distributions; soon after subscribing, a fraction of users tend to lose interest sur-

prisingly fast; and the duration of OSN (Online Social Network) users’ online sessions

shows power law distribution characteristics.” are the examples of user behavior statistical

models [32, 12]. Therefore, a statistical approach can be an efficient way to distinguish

between accounts used normally or stealthily because self-using accounts generally have

similar behavioral patterns.
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Chapter 3

Problem Description

The target of this research is to derive a statistical model for Facebook account misuse

detection, in order to protect personal information. There are two major causes for ac-

counts being used by people other than the owner. The first one is that the password has

been stolen by a third party through online transmission interception. The second reason

is that people generally allow the browser to remember their passwords for convenience,

and that they leave the OSN logged on when they are temporarily away. In these cases,

most access control mechanisms that require the correct password will not be functioning.

3.1 Assumptions

In this paper, a behavior analysis method is proposed, and a few assumptions are made:

1. Human beings generate consistent behavior when using the same OSN.

2. Accounts that have been used normally and those which have been used stealthily

have significant differences in behavior.

3. The selected features, such as giving a ”like” and commenting on a post, can effec-

tively reflect the user’s behavior.

15



4. The selected features can be observed and recorded by intercepting HTTP/HTTPS

traffics.

5. The selected features are ubiquitous in most OSNs; that is, they are not limited to

the characteristics of Facebook.

3.2 Limitations

The privacy issues about social networks can be discussed in various aspects, so we would

like to exclusively focus on account misuse detection. Therefore, the listed topics below

are out of the scope for this research project:

1. Behavioral differences related to age and gender in OSNs.

2. Privacy settings such as which should (not) be set visible to the public.

3. Relationship network analysis and how misused friends’ accounts affect the user.

4. Encryption, decryption, and interception through the transmission channel.

3.3 Goals

The results are expected to be feasible and should satisfy the following conditions:

1. It can be applied to most OSNs; i.e. the results are general enough.

2. The OSN server catches accounts not used by their owners as many as possible,

and sends false alarms to account owners as less frequently as possible. The latter

is more important because false alarms annoy the users a lot.

3. After an adequate period of training the model, the accuracy of testing unseen data

should be acceptable, to ensure the success of account misuse detection.
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Chapter 4

Data Collection and Processing

It is extremely difficult to acquire stealthily-used Facebook accounts in real life, because

asking users to login others’ account in real life is almost impossible. Therefore, ”Face-

book User Behavior” experiments to actively collect stealthily-used account data were

conducted, and account users were classified into three groups: self, acquaintance, and

stranger; this is shown in Fig. 4.1.

We posted the recruitment on the largest online bulletin board system in Taiwan

(PTT.cc), and 15 experiments were successfully conducted from May to August 2012. A

total of 60 subjects (38 males and 22 females, average 23.5 years old), and we completed

172 successful rounds in total. Females are generally more concerned about privacy [24],

so they may be less willing to allow others to use their Facebook accounts.

4.1 Experiment Conduction

In each experiment, two pairs of acquaintances are recruited, and subjects between pairs

should be mutual strangers. ”Acquaintance” means that two people know each other in

real life, and that they may be colleagues, friends, classmates, and family members. If

we arrange different accounts to different subjects, each subject may browse his/her own

account, an acquaintance’s, or a stranger’s. Moreover, to avoid the effect of light users,
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Figure 4.1: An account can be used by its owner, an acquaintance, or a stranger

all subjects attending the experiment should have more than 50 friends and spend at least

four hours per week on Facebook.

There are four seats for the experiment, and each seat is equipped with one Win-

dows 7 computer with a Google Chrome browser. The four subjects were assigned to a

corresponding seat and instructed to login their Facebook accounts. They are required

to browse their friend list page first because we need to crawl information about every

subject’s friends.

The experiment consists of three rounds, and each rounds lasts for 30 minutes. Af-

ter a round ends, we shuffle the seat for every subject, and keep all accounts logged in.

The experimental setup is shown in Fig. 4.2. All subjects are instructed to use the ac-

count directly on the computer, and every subject has the chance to use his/her own, an

acquaintance’s, and a stranger’s account.

The subjects are allowed to do anything on Facebook except for playing online games

and sabotage activities like changing the account password. In order to keep the subjects

focused on the experiment, they are allowed to follow external links but for less than 1

minute, and they will be reminded by a browser warning message when browsing the

18



Figure 4.2: Experimental setup for three rounds
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external webpage. After the experiment ends, each subject is required to fill a basic ques-

tionnaire about his/her gender, age, address, and relationship with his/her acquaintance.

A gift certificate of 300 NTD is given to each subject who completes the experiment.

4.2 Data Recording

To record the statistical behaviors of the user, we used Fiddler [26], a free Web debugging

proxy, to monitor all the HTTP/HTTPS GET/POST requests by a browser. By parsing

HTTP/HTTPS request logs, we were able to capture every action performed by a user on

Facebook. We also developed a Google Chrome extension to record all new tab actions,

in order to find parallel browsing during the experiment. We even customized the Google

Chrome extension to detect the url of the current tab; if a subject watches a non-Facebook

website, a warning message will show on the screen.

After recording every request of experiment computers, we parsed logs and derived

different types of browsing. From the experiment logs, we found more than 20 request

patterns corresponding to specific browsing actions, and they are classified into four

groups:

1. Page group: Any action directing to a new page or refreshing a page, such as a

message page and the news feed page of the account.

2. Action group: Actions about user-generated content, such as giving or canceling a

”like” to a post and making comments on a photo, and following the link on a post.

3. Viewing group: Actions like viewing a hover card of an entity and watching a

photo.

4. Expand group: Actions which do not result in changing a page, including expand-

ing newsfeed page or comments of a post.

20



We also derived a browsing action log of each subject in every round. Each browsing

action log contains six columns of every action record, including timestamp, action, object

owner (e.g. the author of a post), object ID (e.g. the Facebook ID of a post), object

description, and the tab number in the browser.

4.3 Data Processing

To maintain validity, all data should be cleaned up before doing analysis. Invalid traces

should be removed, and there are 172 successful rounds in total. The datapoints showing

the user was idle more than five minutes are rejected, since these imply the subject may

be doing something other than using Facebook, and there are 163 rounds left.

The valid traces were processed into feature variables, classifying into four types:

1. Ratio/Rate: It is defined as the total actions divided by the total time span (min-

utes). For example, the feature ratio.expand page indicates the average time a user

spends on expanding pages. In the beginning, the feature type was set to ”ratio,”

and the type name was changed to ”rate” afterwards.

2. Binary: If a feature value is nonzero, its binary value is 1; otherwise, the binary

value is 0. For example, the feature b.expand page represents whether a user ex-

pands a page.

3. Number: Number is the total number of observed actions within the time span.

For example, the feature n.act.page.feed captures how many browsing actions a

user does in the allotted time.

4. Time span: It is defined as the time spent for a single action, and it can be expanded

to the sum, mean, standard deviation, maximum, and minimum values in a group of

actions. Note that this category does not apply to all behaviors, and we only record
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the time span for actions that take more than a second to perform, such as reading a

certain page.

22



Chapter 5

Models for Data Analysis

Support Vector Machine (SVM) is one of the most suitable classification algorithms for

this experiment for two reasons. First, it works well with small-scale data [5, 8], and

we only have 163 samples. Second, in another cybercrime detection model based on

Facebook data, Deylami showed that SVM is better than AdaBoostM1 [2] and Naive

Bayes [7]. Therefore, we selected SVM as our main account misuse detection scheme.

SVM was adopted for classification of account users, and it was implemented on R

version 2.12.1 with an x86 64-bit Unix computer. The primary methods include discover-

ing new features, using the basic 2-class SVM, and using SVM with p-value variable se-

lection. The secondary methods involve more statistical knowledge, consisting of weight

adjustment, oversampling, and 3-class SVM. Finally, cross validation was done to verify

the effectiveness of the results. The results comprise a confusion matrix and three values:

accuracy, false positive rate (FPR), and false negative rate (FNR).

5.1 Support Vector Machine

”Support Vector Machines are among the most robust and success classification algo-

rithms. They are based upon the idea of maximizing the margin i.e. maximizing the

minimum distance from the separating hyperplane to the nearest example.” [4] The clas-
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Figure 5.1: The separating hyperplane and margin of SVM

sification of positive and negative data is shown in Fig. 5.1.

Given a training dataset D = {(x1,y1),(x2,y2), . . . ,(xn,yn)} with size n, where xi ∈ Rd

is the training instance and yi ∈ {1,−1} is the corresponding label. For an account

not used by its owner, yi = 1; otherwise, yi = −1. Since our goal is to distinguish ac-

counts used by non-owners from account normally used, the labels ”acquaintance” and

”stranger” are combined into a single label ”other.” The SVM can be formulated as the

following quadratic programming problem:

min
(w,b,ξ )∈Rd+1+n

1

2
‖w‖2

2 +C
n

∑
i=1

ξi (5.1)

For C-classification, the constraint is

yi(w�xi +b)≥ 1−ξi, for ξi ≥ 0, and i = 1,2, . . . ,n (5.2)

For nu-classification, the 1 on the right side of inequality is replaced with 0.
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Note that ‖w‖2 is also written as w�w in matrix notations; 〈w,w〉 in terms of vectors.

The idea is to find a separating hyperplane, w�xi + b = 0 which can separate the

positive and negative instances. Maximizing the margin 2
‖w‖2

is equivalent to minimizing

1
2 ‖w‖2. The variables w,b are subject to the constraint equation (5.2), which aims to clas-

sify every data correctly if possible. For every misclassified data point xi, a penalty ξi ≥ 0

is added to the corresponding equation. In this way, the objective function maximizes the

margin and minimizes the sum of penalties simultaneously.

For the hyperplane w�xi +b = 0, the inner product 〈w,x〉 can be defined as a kernel

function. Set w = ∑n
i=1 αiyixi, and 〈w,x〉= ∑n

j=1 ∑n
i=1 αiα jyiy j〈xi,xj〉. There are various

kernel functions, and the radial basis function allows us to replace 〈xi,xj〉 with kernel

K(xi,xj)= e−γ‖xi−xj‖2

2 . ”The radial basis function (RBF) is by far the most popular choice

of kernel types used in Support Vector Machines. This is mainly because of their localized

and finite responses across the entire range of the real x-axis.” [22]

In the experiment, the options of SVM are set to nu-classification and RBF kernel.

Other parameters are automatically tuned by the R software.

5.2 Cross Validation

After generating a statistical model, we implemented cross validation to avoid overfitting.

Cross validation is the technique where a sample is randomly divided into at least two

subsets, and test results are validated by comparing across sub-samples. The goal of this

method is to verify if the result is replicable when the model tests some unseen datapoints

[37]. One round of cross validation involves testing one subset and training the model

with the remaining ones. To reduce variability, multiple rounds of cross validation are

performed by allowing the subsets to ”take turns” being the testing set [28]. Finally,

every sample has been tested by the model, and we can analyze the results of the whole

dataset.
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Two commonly used techniques are 10-fold cross validation and leave-one-out cross

validation. The two techniques both separate data into a training set and a testing set, and

are introduced as follows:

1. 10-fold cross validation: Randomly separate the data into 10 parts of the same

size; one part is for testing, and the others are for training. Repeat the training and

testing process for 10 times, so each part has the chance to be tested by the model

generated by other parts.

2. Leave-one-out cross validation: This method is also known as n-fold cross vali-

dation, which is similar to the 10-fold one, but the data is separated until every part

contains only one sample. The training and testing process is repeated until every

sample has already been tested.

Since the dataset contains only 163 samples, we used leave-one-out cross validation to

check the accuracy of the model. ”This procedure is especially useful when the dispersion

of the distribution is wide or extreme scores are present in the data set.” [37] Details of

model validation will be discussed in the next chapter.

5.3 Structure of Data Results

The data results are listed in a confusion matrix, and an example is shown in Table 5.1.

When a sample is ”positive,” it means that the corresponding account is actually used

by a non-owner, and a ”negative” sample implies the account is used by the owner him-

self/herself.

Taking the testing results into consideration, each sample falls in one of the four types

listed below [18]:

1. True Positive (TP): An account sample is used by a person other than its owner and

there is account misuse detected by the system.
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Table 5.1: The confusion matrix

Prediction

Truth Positive Negative

Positive True Positive (TP) False Negative (FN)

Negative False Positive (FP) True Negative (TN)

2. True Negative (TN): An account sample is used by its owner and no misuse is

detected by the system.

3. False Positive (FP): An account sample is used by its owner, but the system mistak-

enly detects it to be used by others.

4. False Negative (FN): An account sample is used by a person other than its owner,

but the system wrongly regards it as a normal user.

Moreover, the three statistical indices are used to describe the data results:

1. Accuracy = T P+T N
T P+T N+FP+FN

Accuracy is the overall performance of the model, considering all positive and neg-

ative instances.

2. False Positive Rate (FPR) = FP
T N+FP

False positive rate is the likelihood of misclassifying a negative sample, i.e. an

account used by its owner, into a positive one. When this rate is too high, the users

receiving false alarms all the time will be annoyed.

3. False Negative Rate (FNR) = FN
T P+FN

False negative rate is the likelihood of misclassifying a positive sample, i.e. an

account used by a non-owner, into a negative one. When this rate is too high, the

system cannot catch most of the misused accounts.
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Figure 5.2: Top 30 significant features

5.4 Primary Methods and Results

In the beginning, we were curious about which few variables are more dominant in the

whole dataset, but there seems to be no such group. Each feature contributes to the result

(an account being classified as used by self or other) with a small percentage, and from

the pie chart of top 30 significant features in Fig. 5.2 (omitting the remaining features),

none of them accounts for more than 25% of the decision value. For the definition of

the features, please refer to Appendix C. ”Significance” is defined as the absolute value

of the coefficient to the feature variable with scaling. Therefore, instead of seeking for

single feature explanation, we decided to concentrate on discovering new features and

improving the accuracy of model validation results.

In this research, SVM is adopted for classification, with parameters set to nu-classification

and RBF kernel. Leave-one-out cross validation is used for accuracy and false posi-

tive/negative rate measurements.
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5.4.1 Discovering New Features

Since the account behavior can be explained in various ways, there always exist new

features outside the feature set. A good feature should not only have nonzero values

in most of the data, but also have significantly different CDF (Cumulative Distribution

Function) curves when the account is used by the owner or others. In this subsection, two

new features are introduced based on nonlinear calculation of existing features.

1. rate.excluding.page.expand = the number of actions other than page expansions
ts.span.minutes

Page expansion is performed by almost every Facebook account, no matter which

webpage the account is browsing. In fact, requesting a new page from the server and

expanding a page simply imply that the user is interested in the particular content. In

both actions, the user just clicks on the button designed by the server, so they are not

directly related to user behavior. Therefore, the feature rate.excluding.page.expand

is defined to be the number of actions per minute other than page expansions for the

user. The denominator ts.span.minutes is the time span (minutes) of each round,

which is set to 30 in this experiment. The CDF is shown in Fig. 5.3(a).

2. rate.act.ratio.self = rate.act.self
rate.act.self+rate.act.friend+rate.act.nonfriend

Most Facebook users perform actions mostly on other people’s accounts, such as

liking a friend’s status, commenting on a status, sending message to another person.

However, people who do not use their own account tend to get acquainted with it,

so they do more actions on the account itself. Due to the previous observations,

the feature rate.act.ratio.self is defined to be the time-spending ratio of performing

actions on the account’s personal page. To avoid division by zero, the denominator

is set to the rate of all actions, including actions on self, friends, and non-friends.

The CDF of the feature is shown in Fig. 5.3(b).
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Figure 5.3: The CDF of the two new features

Table 5.2: Basic 2-class SVM results

Prediction

Truth Other Self Total

Other 103 (63.2%) 4 (2.5%) 107 (65.7%)

Self 21 (12.9%) 35 (21.4%) 56 (34.3%)

Total 124 (76.1%) 39 (23.9%) 163 (100%)

5.4.2 Basic 2-class SVM

The data classification results of using the basic 2-class SVM are summarized in Table 5.2

and the following three indicators.

• Accuracy = 85%

• False positve rate = 38%

• False negative rate = 4%

5.4.3 SVM with P-value Variable Selection

The result in the previous subsection is not satisfying due to the high false positive rate,

and one of the most likely reasons is the curse of dimensionality in Machine Learning [27]

— some features may be unrelated to the classification. There are 129 features in total
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with 86 non-binary ones, and which variables to remove are decided via p-value calcula-

tion.

It is observed that different features make different contributions to the decision value,

so if a feature shows the same CDF pattern in self-using accounts and other-using ones,

the feature should be eliminated. The Wilcoxon Rank-Sum test (a.k.a. Mann-Whitney

U test) was performed to test if the feature value of accounts used by self and others are

not equally distributed, so we applied this method to calculate the p-value. Note that

Wilcoxon signed-rank test is a paired difference test, and K-S (Kolmogorv-Smirnov) test

cannot compute duplicate values in the samples, so both of them are not suitable for the

data analysis of this experiment.

The null hypothesis H0 and the alternative hypothesis H1 are defined as follows:

• H0: The distributions of both groups of feature values are equal.

• H1: The probability of an observation from one population exceeding an observa-

tion from the second population is not equal to 50% [29].

If H1 actually holds, the corresponding feature is very likely to have different behavior

distributions in self-used and other-used accounts. ”In statistical significance testing, the

p-value is the probability of obtaining a test statistic at least as extreme as the one that

was actually observed, assuming that the null hypothesis is true.” [30]

For each feature, if the corresponding p-value is less than a certain threshold, the null

hypothesis H0 is rejected and the alternative hypothesis H1 is accepted. It is inferred that

the feature shows different patterns in accounts used by its owner or other people. Due to

the small sample size, keeping more features is desirable in order to avoid overfitting in

future datasets. Therefore, the upper limit of p-values was set to 12% instead of 10% or

5%. Although there may be more features staying in the dataset, only 36 of the 86 non-

binary features had p-values below the threshold. In fact, some features have p-values

as high as 80%, so they are obviously not related to the account misuse detection. A
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low p-value does not imply that the two groups come from the same distribution, but

a high p-value is a good indicator for the feature to be unrelated to the account misuse

classification. For the features with extremely high p-values, we can rest assured when

removing them.

Table 5.3 lists these useful features in ascending order of p-values, and the definitions

are listed in Appendix A. It is observed that if people are using their own accounts,

they are more active in clicking on ”like” or commenting, and they view less personal

messages or private clubs. Note that the extra features added in Section 5.4.3 both have

low p-values, implying great statistical significance.

By using SVM with p-value variable selection, the accuracy was improved from 85%

to 90%, and the false positive rate was reduced from 38% to 23%. The results are shown

in Table 5.4 and the following three indicators. This 79-variable set consisting of 36 non-

binary variables will be used in the all the succeeding sections. For the remaining 43

binary variables, the definitions are listed in Appendix B.

• Accuracy = 90%

• False Positive Rate = 23%

• False Negative Rate = 3%

5.5 Secondary Methods and Results

The 23% false positive rate is not satisfying, because this implies one out of five on

average Facebook account owners receive a stealthy use notice from the server, while

nothing serious has happened. Accordingly, secondary methods are needed. The variable

set with 36 non-binary features is preserved, but more statistical knowledge is involved in

this stage. Weight adjustment, oversampling, and 3-class SVM were implemented on the

original dataset. Oversampling and 3-class SVM both perform very well in accuracy with

leave-one-out cross validation.
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Table 5.3: The 36 non-binary features with p-values less than 12%

(in ascending order of p-values)

Number Feature Name Number Feature Name

1 rate.act like 19 rate.view likes

2 rate.friend.act like 20 ts.page.msg

3 rate.nonfriend.act like 21 rate.act.ratio.self
4 rate.act add comment 22 n.person

5 rate.acts.excluding.page.expand 23 rate.act.non.expand.page.public

6 rate.act.non.expand.page.feed 24 rate.act.page.public

7 rate.expand comments 25 rate.self.page wall

8 rate.friend.expand comments 26 rate.act.nonfriend

9 rate.page group 27 ts.page.feed

10 rate.acts 28 rate.act.self

11 rate.page message 29 rate.page feed

12 rate.act.page.feed 30 rate.self.page friends

13 rate.act.non.expand.page.msg 31 rate.expand page

14 rate.nonfriend.expand comments 32 rate.self.act like

15 n.person.act.more.than.one 33 ts.page.self

16 rate.act.page.msg 34 ts.page.public

17 rate.friend.view likes 35 rate.act.non.expand.page.self

18 rate.act.friend 36 rate.act.page.self

Table 5.4: SVM with p-value variable selection results

Prediction

Truth Other Self Total

Other 104 (63.8%) 3 (1.9%) 107 (65.7%)

Self 13 (7.9%) 43 (26.4%) 56 (34.3%)

Total 117 (71.7%) 46 (28.3%) 163 (100%)
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5.5.1 Weight Adjustment

”For SVM that minimizes the objective function 1
2 ‖w‖2

2 +C1 ∑l1
ξi:yi=−1

ξi +C2 ∑l2
ξi:yi=1

ξi,

you can choose constants C1 and C2 inversely proportional to the class sizes l1 and l2.” [3].

Since we have 56 self-used and 107 other-used account samples, the class size proportion

is approximately 1:2, so the corresponding constants should be set to 2:1. However, the

results are exactly the same as the one in Table 5.4, so weight adjustment does not make

any contribution to the classification.

5.5.2 Oversampling

Oversampling is to balance the ratio of positive and negative data by duplicating sam-

ples of the smaller class. There are 56 self-use and 107 other-use account samples in

the dataset, and the ratio of account samples used by its owner and others is 1:2. As

a result, the penalty of misclassifying a positive (other) sample is twice as misclassify-

ing a negative (self) one, so the false positive rate is high due to the unbalanced dataset.

By duplicating negative instances, we can avoid aliasing and reduce the false positive

rate. By randomly picking 5 self-use samples and duplicating the remaining 51, we get

51×2+5 = 107 samples, the same number as the other-use ones.

The average results for 5 times are summarized as follows and in Table 5.5. This is

much better than the production of SVM with p-value variable selection in Table 5.4.

• Accuracy = 97%

• False Positive Rate = 2%

• False Negative Rate = 4%

5.5.3 3-class SVM

The basic 2-class SVM can be extended to 3-class SVM by using the kernlab package

and the function ksvm (k-class SVM) in R. The account usage can be classified into self
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Table 5.5: SVM with oversampling results

Prediction

Truth Other Self Total

Other 103 (48.1%) 4 (1.8%) 107 (50%)

Self 2 (1.0%) 105 (49.1%) 107 (50%)

Total 105 (49.1%) 109 (50.9%) 163 (100%)

and other, and the ”other” category can also be divided into acquaintance and stranger

usages. Acquaintance usage of an account means that the account was used by the owner’s

acquaintance in real life, such as a family member or a friend. Since we actually collected

traces in these three categories as described in Fig 4.1, it is not difficult to implement

3-class SVM on the dataset.

SVM can be written in a kernel-based algorithmic form: [15]

f (x) = w�Φ(x) for some weight vector w ∈ F (5.3)

K(x,y) = 〈Φ(x),Φ(y)〉; therefore f (x) =
n

∑
i=1

αiK(xi,x) (5.4)

For the 2-norm soft margin classification, the optimization problem is:

Minimize

t(w,ξ ) =
1

2
‖w‖2

2 +
C
m

m

∑
i=1

ξi (5.5)

Subject to

yi(〈xi,w〉+b)≥ 1−ξi, where ξi ≥ 0,∀i = 1, . . . ,m (5.6)

The function ksvm includes Sequential Minimization Optimization (SMO), which

solves the smallest possible optimization problem involving two elements of αi because

they must obey one linear equality constraint. Then SMO jointly optimizes two αis at

a time, updating the values for SVM, to avoid numerical Quadratic Problem (QP) opti-

mization. For multi-class classification, this method constructs
(k

2

)
classifiers where each
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one is trained on data from two classes, and prediction is done by the max wins voting

strategy.

The k-class classification solves a single optimization problem including data from all

classes, and the k-class SVM equation form is as follows:

Suppose SVM is trained on the model yi = f (xi)+δi,

where δi is the independent and identically distributed random noise.

Minimize

t(wn,ξ ) =
1

2
‖w‖2

2 +
C
m

m

∑
i=1

ξi (5.7)

Subject to

〈xi,wyi〉−〈xi,wyi〉 ≥ bn
i −ξi, where bn

i = 1−δyi,n (5.8)

The decision function is argmaxm=1,...,k〈xi,wn〉.
Finally, the results of 3-class SVM are shown in terms of accuracy, false positive/negative

rate, and a confusion matrix in Table 5.6. Both the acquaintance and stranger categories

are regarded as ”other” (positive) when calculating the three different rates. Note that if

an acquaintance-used account sample is classified as being used by a stranger, it is still

considered to be a true negative, and vice versa.

• Accuracy = 95%

• False Positive Rate = 0%

• False Negative Rate = 7%

Compared with oversampling, 3-class SVM also gives satisfying results, especially

the zero false positive rate for the dataset. The account samples used by self, an ac-

quaintance, or a stranger are almost of the same quantity, so there is no need to adjust the

weights. Note that the false negative rate is higher than the one obtained by oversampling,

and it is inferred that the account owner and his/her acquaintance have relatively similar

behavior on Facebook because they usually have mutual friends.
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Table 5.6: 3-class SVM results

Prediction

Truth Self Acquaintance Stranger Total

Self 56 (34.3%) 0 (0.0%) 0 (0.0%) 56 (34.3%)

Acquaintance 5 (3.1%) 42 (25.8%) 1 (0.6%) 48 (29.5%)

Stranger 3 (1.9%) 1 (0.6%) 55 (33.7%) 59 (36.2%)

Total 64 (39.3%) 43 (26.4%) 56 (34.3%) 163 (100%)
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Chapter 6

Model Validation and Discussion

Model validation is to verify that the statistical model can be applied to unseen data, so

the given dataset should be separated into two parts: training and testing. In Section 5.2,

we used leave-one-out cross validation because it is an all-purpose statistical tool [37],

especially when the dataset is not large. However, since our dataset consists of 163 sam-

ples, it is not too small to separate into training and testing parts, which is the fundamental

validation method. The proportion of class sizes for training and testing is 2:1. We used

the stratified sampling strategy when splitting the dataset, so the ratio of self-used and

other-used account samples is 1:2, the same as the original one.

6.1 Separate Training and Testing Dataset Results

The results of separate training and testing datasets are presented in Table 6.1.

1. The weight adjustment method predicted almost the whole testing set to be accounts

used by others.

2. The oversampling method dealt with an enlarged dataset with the same number of

self-used and other-used account samples. It predicted all the positive data correctly,

but there is 50% likelihood for a self-used account to be wrongly identified.
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Table 6.1: Cross validation results: separate training and testing datatsets

Weight adjustment Oversampling 3-class SVM
Accuracy 62% 79% 75%

False Positive Rate 100% 43% 11%
False Negative Rate 3% 0% 32%

3. For 3-class SVM, the calculation of the three statistical indices is described in Sec-

tion 5.5.3. This method produced a relatively good result.

6.2 Method Selection

In fact, 3-class SVM performs the best because the false positive rate is more important

than the false negative rate. False positive means that an ordinary user logs in his/her own

account but receives an account misuse notification from the server, and this can be very

annoying. False negative is the case of not catching a stealthy use account. It seems like a

false negative is a more serious error, but false positives should be emphasized on more. If

the server does nothing in classification, the false negative rate will be 100%. Therefore,

any decreased false negative rate makes a contribution to the security. However, when it

comes to availability, it is more important to reduce the false positive rate. Although there

is a probability of 32% for 3-class SVM to allow a stealthy use account, only one of ten

users on average receive a false alarm. This is much better than the weight adjustment

and oversampling schemes.

6.3 Explanation of Results

The 3-class SVM is a more appropriate scheme than the 2-class SVM in our experiment

for some reasons. To begin with, since there are usually many mutual friends between

acquaintances and the account owner, so what they are concerned about can be very sim-

ilar in Facebook. To avoid ambiguity, acquaintances using the account should be set to a
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single label. Moreover, the privacy settings of Facebook consist of four types: only me,

friends, public, and custom [1]. This implies Facebook initially sets users to self, friends,

and strangers. Although the type ”friends of friends” is included in the type ”custom,”

many friends of friends can be strangers to the account owner, and this can be inferred by

the Six Degrees of Separation [31]. In this way, it is more appropriate to divide the users

into three groups: self, acquaintances, and strangers, instead of two or four groups.

6.4 Security Analysis

Our detection scheme for stealthy account users can be applied to the online social net-

work server, and it is independent of any cryptographic technology or specific detection

model. The scheme is completely based on user behavior, and it can all be performed on

the server’s side. In this way, the attackers cannot evade our detection scheme without

hacking into the server to modify the model. The model can be trained with known ac-

count user samples beforehand, and then the server can use the model to classify online

accounts. When there is any account misuse suspected, the server can perform secondary

security measures such as notifying the owner via email or mobile phone and advising

him/her to change the password.

6.5 Limitations to this Research

Although the research has reached its aims, there are several limitations that may affect the

account misuse detection results. First, subjects all knew they were doing an experiment,

so they may behave differently from using Facebook in daily life. Second, the rules we

set to the subjects may also affect their behavior. To avoid legal issues, we instructed

the subjects not to make personal attacks when using a stranger’s account. Third, we

concentrate on the selection of non-binary features, so the whole binary feature set is kept

unchanged, and it may contain unrelated features. Finally, for convenience, the terms

40



”acquaintance” and ”friends” are used alternately, and it is assumed that two subjects

acquainted with each other are Facebook friends. In real life, however, acquaintances

may not be friends on Facebook, and some people add strangers as Facebook friends to

play online games. To some extent, the world in an online social network is different from

the real society.
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Chapter 7

Conclusion

In the thesis, we have proved Support Vector Machine (SVM) to be a feasible solution for

account misuse detection on Facebook; that is, an account is used by a person other than

its owner. We tested several methods and found that 3-class SVM performs the best, clas-

sifying account users into its owner, acquaintances, and strangers. The selection criteria

comprise false positive rate, false negative rate, and accuracy based on cross validation.

There is not a dominating behavior feature for account misuse detection, but we discov-

ered that accounts being used stealthily tend to be ”quieter,” i.e. they click on ”like” and

comment less frequently, but they view more personal messages and private clubs. Due to

the popularity of online social networks, there are promising and related topics for future

work, such as early account misuse detection for just one minute and the development of

personalized owner behavior model, to name a few.
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Appendix A

The Most Important 36 Features

This is the variable set consisting of 36 non-binary features with p-values less than 12%,

in ascending order of p-values. This variable set is used over and over again in the paper,

starting from Section 5.4.3.

1. rate.act like: How many likes per minute the user gives; that is, the number of

”likes” given by the user divided by the total time span (minutes).

2. rate.friend.act like: Similar to rate.act like, but only likes to friends’ status or

pages are calculated.

3. rate.nonfriend.act like: Also similar to rate.act like, but only likes to non-friends’

status or pages are calculated.

4. rate.act add comment: How many comments per minute the user makes; that is,

the number of comments given by the user divided by the total time span (minutes).

5. rate.acts.excluding.page.expand: How many actions other than expanding pages

per minute the user does; that is, the number of actions other than expanding pages

given by the user divided by the total time span (minutes).
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6. rate.act.non.expand.page.feed: How many actions done by the user per minute

and not related to page expand. If a user expands a page and then comments on the

expanded part, this will not be calculated in this.

7. rate.expand comments: How many times the user expands to read the whole com-

ments per minute.

8. rate.friend.expand comments: Similar to rate.expand comments, but only when

the user expands friends’ comments is the rate calculated.

9. rate.page group: How many times the user goes into a group or club on Facebook

per minute, requesting a new page from the server.

10. rate.acts: The total actions the user does per minute.

11. rate.page message: The total message pages read by the user per minute.

12. rate.act.page.feed: The total pages of news feed read by the user per minute. Each

time a user comes to the news feed from another page, 1 is added to act.page.feed.

13. rate.act.non.expand.page.msg: How many actions not related to expanding page

messages per minute the user does. If a user expands a message page and then

comments on the expanded part, this will not be calculated in this.

14. rate.nonfriend.expand comments: How many times the user expand comments

in a non-friend page per minute.

15. n.person.act.more.than.one: The number of target people the user interacts with

during the session, and this feature only considers the case of more than one person.

16. rate.act.page.msg: How many times per minute the user requests a message page

from the server.
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17. rate.friend.view likes: How many times per minute the user views who likes a

particular status on a friend’s page.

18. rate.act.friend: How many times per minute the user performs an action on a

friend, including giving likes and commenting.

19. rate.view likes: How many times per minute the user views who likes a particular

status on any page.

20. ts.page.msg: The time span of the user’s staying on the message page.

21. rate.act.ratio.self: The percentage that actions to the user himself/herself accounts

for all actions.

22. n.person: The number of target person(s) the user interacts with during the session,

including one to one interaction.

23. rate.act.non.expand.page.public: How many times per minute the user performs

an action on a public page without expanding it.

24. rate.act.page.public: How many times per minute the user performs any action on

a public page.

25. rate.self.page wall: How many times per minute the user goes to his/her own page

wall.

26. rate.act.nonfriend: Similar to rate.act.friend, but only actions on non-friends are

calculated.

27. ts.page.feed: The time span of the user’s staying on the news feed page.

28. rate.act.self: Similar to rate.act.friend, but only actions toward the user himself/herself

is counted.

29. rate.page feed: How many times per minute the user requests for the news feed.
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30. rate.self.page friends: How many times per minute the user reads his/her own

friends list.

31. rate.expand page: How many times per minute the user expands a page.

32. rate.self.act like: How many times per minute the user gives a ”like” on his/her

personal page.

33. ts.page.self: The time span of the user’s staying on his/her personal page.

34. ts.page.public: The time span of the user’s staying on a public page.

35. rate.act.non.expand.page.self: How many times per minute the user performs an

action on himself/herself but not related to expanding pages.

36. rate.act.page.self: How many times per minute the user performs actions request-

ing a new page on his/her personal page.
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Appendix B

All 43 Binary Features

There are 43 binary features in total, and their names start with ”b.” They are used to

record whether the user performs a certain action in the measured time span. When the

user does, the value is 1; otherwise, the value is 0. According to the target of the actions,

these features can be divided into four categories: general, self, friend, and non-friend.

I. General

All listed actions, no matter who the target is, are counted in this kind of features.

1. b.act add comments: Whether the user adds a comment

2. b.act delete comment: Whether the user deleted a comment

3. b.act follow link: Whether the user follows an external link

4. b.act like: Whether the user gives a ”like”

5. b.expand comments: Whether the user expands a comment

6. b.expand page: Whether the user expands a page

7. b.page fbpage: Whether the user reads a personal page on Facebook

8. b.page feed: Whether the user reads the news feed

9. b.page friends: Whether the user reads his/her friends’ personal pages
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10. b.page group: Whether the user reads a page in a group or club

11. b.page message: Whether the user reads a message page

12. b.page notes: Whether the user reads a note page, which is like a blog article

13. b.page photos: Whether the user reads the photo list page

14. b.page wall: Whether the user goes to his/her personal page (wall)

15. b.view likes: Whether the user views who gave ”likes” to a certain page or status

16. b.view message: Whether the user views a message through a hovering entity

17. b.view photo: Whether the user views a photo by zooming in

II. Self

Only actions whose target is the user himself/herself are counted.

1. b.self.act like: Whether the user gives a ”like” to the content generated by him-

self/herself

2. b.self.expand comments: Whether the user expands a comment regarding to

his/her posts

3. b.self.page friends: Whether the user reads his/her friends list

4. b.self.page notes: Whether the user reads his/her own notes

5. b.self.page photos: Whether the user reads the photo list page

6. b.self.page wall: Whether the user goes to his/her personal page (wall)

7. b.self.view card: Whether the user views a hover card related to himself/herself

8. b.self.view likes: Whether the user views who gave ”likes” to his/her own status

9. b.self.view photo: Whether the user views his/her own photo by zooming in

III. Friend

Only actions whose target is the user’s friends are counted in this type of features.
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We did not set a feature of reading friends’ notes because users may read friends’

blog articles more often than notes. Moreover, some people tag their friends on

the notes to force the friends read their notes, and this may affect our experimental

results.

1. b.friend.act like: Whether the user gives a ”like” to a friend

2. b.friend.expand comments: Whether the user expands a comment regarding to

a friend’s post

3. b.friend.page friends: Whether the user reads his/her friend’s friend list

4. b.friend.page wall: Whether the user goes to his/her friend’s personal page

(wall)

5. b.friend.view card: Whether the user views a hover card related to a friend

6. b.friend.view likes: Whether the user views who gave ”likes” to his/her friend’s

status

7. b.friend.view message: Whether the user views a message from a friend

8. b.friend.view photo: Whether the user views a friend’s photo by zooming in

IV. Nonfriend

In this category, the target of actions should not be the user himself/herself or his/her

friends. Users may or may not know the ”non-friend.”

1. b.nonfriend.act like: Whether the user gives a ”like” to a non-friend

2. b.nonfriend.expand comments: Whether the user expands a comment regard-

ing to a non-friend’s post

3. b.nonfriend.page friends: Whether the user reads a non-friend’s friend list

4. b.nonfriend.page notes: Whether the user reads a non-friend’s notes

5. b.nonfriend.page wall: Whether the user goes to a non-friend’s personal page

(wall)
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6. b.nonfriend.view card: Whether the user views a hover card related to a non-

friend

7. b.nonfriend.view likes: Whether the user who gave ”likes” to a non-friend’s

status

8. b.nonfriend.view message: Whether the user views a message from a non-

friend

9. b.nonfriend.view photo: Whether the user views a non-friend’s photo by zoom-

ing in
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Appendix C

Initial Top 30 Features

This is the initial result of our experiment on Facebook account misuse detection. Please

refer to Fig. 5.2 for the top 30 features discovered at the beginning. The following is the

meaning of the selected features:

1. ratio.self.page wall: How many times per minute the user posts something on

his/her own page wall.

2. ratio.act like: How many likes per minute the user gives.

3. ratio.friend.view photo: How many times per minute the user views a friend’s

photo by zooming in.

4. ts.page.msg: The time span of the user’s staying on the message page.

5. ratio.expand page: How many times per minute the user expands a page.

6. ratio.page feed: How many times per minute the user requests for the news feed.

7. ratio.nonfriend.view message: How many times per minute the user views a mes-

sage from a non-friend.

8. n.act.person.sd: The standard deviation of the number of target person(s) who the

user interacts with during the session, including one to one interaction.
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9. b.expand page: Whether the user expands a page.

10. n.act.page.feed: The number of times when the user requests a new page from the

server.

11. ratio.act.add comment: How many comments per minute the user makes; that is,

the number of comments given by the user divided by the total time span (minutes).

12. ratio.nonfriend.view photo: How many times per minute the user views a non-

friend’s photo by zooming in.

13. n.act.page.self: The number of times when the user performs actions requesting a

new page on his/her personal page.

14. ratio.view likes: How many times per minute the user views who gave ”likes” to a

certain page or status.

15. ratio.act.friend: How many times per minute the user performs an action on a

friend, including giving ”likes” and commenting.

16. ts.page.friend: The time span of the user reads a friends list page.

17. ratio.self.view photo: How many times per minute the user views his/her own

photo by zooming in.

18. n.act.page.msg: The number of times when the user goes to the message page.

19. ratio.page group: How many times the user goes into a group or club on Facebook

per minute, requesting a new page from the server.

20. b.view likes: Whether the user view who gave ”likes” to a certain page or status.

21. b.page feed: Whether the user reads the news feed.
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22. n.person: The number of target person(s) the user interacts with during the session,

including one to one interaction.

23. b.page message: Whether the user reads a message page.

24. b.act add comment: Whether the user adds a comment.

25. b.view message: Whether the user views a message through a hovering entity.

26. ratio.friend.page wall: How many times per minute the user goes to his/her friend’s

page wall.

27. ratio.nonfriend.page wall: How many times per minute the user goes to a non-

friend’s page wall.

28. n.act.page.friend: The number of times when the user reads a friends list page.

29. ratio.act.self: How many times per minute the user performs an action to him-

self/herself.

30. ration.act.follow link: How many times per minute the user follows an external

link.
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