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Thesis Abstract

Effective resource allocation strategies to assure service 

continuity considering malicious attacks and natural disasters

Name: Chia Ling, Lee

Advisor: Frank Yeong-Sung Lin, Ph.D.

Companies or governments rely on Internet to provide all kinds of service to 

customers and use Internet to propagate them in order to attract more customers to 

create more profits. Not only external customers, within the company, they also build 

their own intranet to handle daily operations. Once companies’ network being broken, 

they cannot provide regular service to user and also cannot run the daily process which 

may cause serious problem. Therefore, according to some research, cyber-attacks still is 

the most significant risk that business worried about since cyber-attacks will cause 

serious damage to company. 

In addition, in recent decades, damage caused by natural disaster becomes more and 

more serious and happened more frequently than before. The number of disaster events 

reported globally increased from 1,690 to 3,886 and the economic losses also increase

dramatically. Hence, in our thesis we want to add natural disaster this environment 

variable to our scenario. Companies need to start to pay attention on it when they are 

II 
 

rrrreeeee sssseeeeeerrrrrrvvvvvviiiicccceeeeee 



building their system. We discuss earthquake, secondary disaster-fire and fire in our 

scenario.

In order to provide business continuity, we also adopt redundancy this defense 

strategy to increase survivability. It is an effective method to prevent service 

interruption. When nodes damage or temporary shutdown, they can activate redundancy 

immediately which can prevent service interrupted. There are also other defense 

strategies to help defender maximize their system survivability such as virtualization, 

deploying honeypot, and cloud security  

Our purpose is to help defender find out effective defense strategy and resource 

allocation. Our problem is a bi-level problem and we use mathematical programming 

combined Monte Carlo Stimulation to help us solve this complex problem since there 

are various of attack and defense strategies and full of uncertainty. Furthermore, we will 

do both commander and defender enhancement process in order to find out better 

solution. 

Keywords: Collaborative Attack, Network Survivability, Natural Disaster, 

Secondary Disaster, Redundancy, Resource Allocation, Optimization, 

Mathematical Programming, Stimulation   
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Chapter 1 Introduction

1.1Background 

Internet has become one of the most significant technologies in this generation. We 

all need and use Internet every day. We use Internet to search information, receive 

e-mails, buy things, chat with friends, etc. Companies or governments also rely on 

Internet to provide all kinds of service to customers and also use Internet to propagate 

themselves in order to attract more customers to create more profits. Not only external 

customers, within the company, they also build their own intranet to handle daily 

operations. Once companies’ network broken, they cannot provide regular service to 

user and also cannot run the internal process or might be inefficient which will cause 

serious loss.    

In the worldwide, there will be a lot of hackers or criminal crimes want to attack to 

gain some profits or even for fun. According to the Symantec “2011 State of Security 

Survey” report [1], the top sources of security threats is hackers and the following are 

well-meaning insiders and targeted attacks as we can see at Figure 1-1. Business top 

worried event is cyber-attacks and the following are IT incidents caused by 

well-meaning insiders, internally generated IT-related threats, traditional criminal 

activity, brand-related events, natural disasters and terrorism as you can see at Figure
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1-2. 1 means the most significant to business and 7 means least significant to business.

Cyber-attacks still is the most significant risk that business worried about. 

Figure 1-1: The sources of security threats’ ranking [1] 

Figure 1-2: The business risk rank to business [1] 
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Cyber-attacks cause serious damage to company. According to Ponemon Institute

“2012 Cost of Cyber Crime Study: United Kingdom” report [2]they divide into two 

parts: cost for external consequence and cost by internal activity center as shown in 

Figure 1-3 and Figure 1-4. Cyber-attacks may cause business operation disruption 

which may not only let legitimate users cannot use service but also internal operation 

cannot work, either. That will indirectly let companies’ revenue decrease. Attacker’s

goal sometimes is to steal confidential information, if success it will cause serious 

problem. For example, Sony admitted 77 million PlayStation Network and Qriocity 

online service customers that their credit-card data, billing addresses and other personal 

information may have been stolen by a hacker [3. It caused Sony’s stock price dropped 

dramatically and Sony’s reputation severely damaged.  

Figure 1-3: Percentage cost for external consequence [2] 

Within the company, they also need spend lots of budget to recover their network 
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after cyber-attacks and need to keep detecting abnormal behavior in order to decrease 

the probability of cyber-attacks happened. 

Figure 1-4: Percentage cost by internal activity center [2] 

Worst of all, according to [1] review 3,300 businesses, ranging from five to more 

than 5,000 employees. About 41 percent think cyber security is more important today 

than before. In the Report of McAfee [4], there are many new malware being founded 

and updated into their database as showed in Figure 1-5. The total malware samples in 

the database are showed in Figure 1-6. Web application vulnerabilities also show as a 

rising trend as we can see in Figure 1-7 the report of IBM [5].  
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Figure 1-5: Numbers of New Malware [4] 

Figure 1-6: Total Malware samples in the database [4] 
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Figure1-7: Vulnerability Disclosures Growth by Year [5] 

The following Figure 1-8 shows the top attacking type in 2012. “Unreported” 

category is because insufficeint logging or publid disclosure resistance. We still can see 

the following rank order is SQL injection, Denial of servvice, banking Trojan and so on.  

Since cyber-attacks caused serious damage every year, companies spend lots of 

money to secure their network in order to provide safe network to decrease the loss. 

More than 10% companies spend 18.6% of their IT budget on security, 16.5% 

companies spend 16.5% of their IT budget on security and rest of the data is showed at 

Figure 1-9. 
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Figure 1-8: Top attacking type distribution in 2012 [6] 

Figure 1-9: Percentage of IT budget spent on security [7] 
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Another issue is natural disaster. Even though natural disaster is the sixth 

significant business risk as we mentioned before in Figure 1-2, but recent decades,

natural disaster brings damage become more and more serious and happened more 

frequently than before. As you can see in Figure 1-10 and Figure 1-11, the number of 

disaster events reported globally increased from 1,690 to 3,886 and the economic losses 

also increase a lot [8]. Based on the reported losses of all types of disasters in the 

EM-DAT database, the modelled economic exposure of Asia-Pacific sub regions 

indicates that estimated economic losses associated with all disasters continue to grow 

every year with the increasing exposure [9].

Figure 1-10: Reported disasters, by global region, 1980-2009 [8] 
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Figure 1-11: Economic losses due to disasters in Asia and Pacific [9] 

1.2Motivation

As technology make progress, advanced attack tools and strategies are developed in 

these days just like we mentioned like Figure 1-5. Anti-virus can find new virus every 

day and also have more virus which are not found, yet. Also, there is a new attack 

method called collaborative attack which might represent the next generation cyber- 

attacks [10]. Collaborative attack becomes popular and being used frequently recently. 

Using collaborative attack which is more than two attackers attack together can enhance 

success probability and can spend relatively fewer budgets to compromise the target 

which is good news to attackers; attackers can use budget efficiently and have more 

chance to win the competition. Hence, companies need to considered all kinds of 

attacking strategy, tools and method in order to come up with a better defense strategy 

to against cyber-attacks,  

On the other hands, since natural disaster happened more frequently in recent 
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decades and cause huge damage no matter in casualty or economic loss as we 

mentioned before in Figure 1-10 and Figure 1-11. Also, many huge natural disasters 

happened in recent years, such as Japan 311 tsunami, Sichuan Province earthquake, 

Hurricane Katrina and so on which often let us losses heavily. Many companies’ engine 

room or the whole plant are destroy by natural disaster which may cause company’s 

operation shut down and cannot provide service to their clients. Therefore, in this paper 

we want to add natural disaster this environment variable to our scenario in order to let 

defender can add this factor to their future planning phase to prevent in advance.

Companies need to start considering this part of damage and take some counterplans to 

deal with it.

Our purpose is to help companies to find an efficiency way to deal with varieties of 

threats. In nowadays, there also have all kinds of dense strategy and method to increase

their defense intensity. In [11], their main purpose is to find the most appropriate 

defense strategy under different attacking conditions based on game theory and 

contrariwise. We also want to find out which defense methods are much useful. The 

common defense methods are firewall, anti-virus software, anti-spyware software, etc. 

In addition to those common defense mechanisms, we add other defense technology 

called reactive defense like honeypot, virtualization, cloud security service, etc. Besides, 

since companies need to face natural disaster’s wreck, we use a common mechanism to
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help them can continue providing service. Redundancy is an effective way to make sure 

service won’t be interrupted. Especially face natural disaster easily causes large-scale 

destruction and the same area usually will be destroyed, too. Remote backup can take 

over and keep providing service to users.  

When choosing defense strategies, defender only can use limited budget to protect 

their network. Our goal is to use limited budget to protect the network, so defender need 

to well-arranged resource allocation between proactive defense resource and reactive 

defense resource and find out most effective way to deal with different kinds of 

attacking strategy and natural disaster under the assumption that attackers can 

maximized service compromise probability.   

1.3Literature Survey

1.3.1 Survivability

In our thesis, we use survivability as the metric to evaluate system or network 

performance. We are not using “activate” or “failure” only two statuses to display 

system’s status. Survivability can show more than just two statuses. We adopt [12] clear 

definition of survivability as below: “We define survivability as the capability of a

system to fulfill its mission, in a timely manner, in the presence of attacks, failures, or 

accidents. We use the term system in the broadest possible sense, including networks 
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and large-scale systems of systems.”  Therefore, in our scenario is defender needs to 

face malicious attack , natural disaster or other threats still can provide good enough 

service to legitimate users in a timely manner. There are more definitions of 

survivability in Table 1-1. 

Table 1-1: Summary of Definitions of Survivability

NO Definition Researcher(s) Year Origin

1 We define survivability as the capability 

of a system to fulfill its mission, in a 

timely manner, in the presence of attacks, 

failures, or accidents. We use the term 

system in the broadest possible sense, 

including networks and large-scale 

systems of systems

R.J. Ellison, D.A. 

Fisher, R.C. 

Linger, H.F. 

Lipson, T. 

Longstaff, and 

N.R. Mead

1997 [12] 

2 Survivability is the capacity of a system 

to provide essential services even after

successful intrusion and compromise, and 

to recover full services in a timely

manner.

H.F. Lipson, N.R. 

Mead, and R.C. 

Linger

1998 [13] 

3 The capability of a network system to

complete its mission in a timely manner, 

even if significant portions are 

incapacitated by attack or accident.

N.R. Mead 1999 [14] 

4 In this work, we address survivability to D. Medhi and D.  2000 [15] 
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provide network design and management 

procedures towards minimizing the 

impact of failures on multi-networks. 

Tipper 

5 A survivable system is one that satisfies 

It’s survivability specification of essential

services and adverse environments. 

A.P. Moore and  

R.C. Linger

2001 [16] 

6 Survivability is the ability of a given 

system with a given intended usage to  

provide a pre-specified minimum level of

service in the event of one or more 

pre-specified threats.

V.R. Westmark 2004 [17] 

7 In this research, survivability is 

considered from two perspectives: (1) 

lost capacity over time, and (2) how often 

an outage impact threshold is exceeded.

A. Snow, G.  

Weckman, and  

P. Rastogi 

2005 [18] 

8 In the design of secure and survivable 

wireless sensor networks, survivability 

implies that networks should have the 

capability to operate under node failures 

and attacks.

D. Tipper, K. 

Lu, and Y. Qian 

2007 [19] 

9 Survivability can conceptually be 

considered as a system's capability to 

endure catastrophic failures, such as a 

network system under malicious 

intrusions, but still preserve mission 

A.W. Krings  

and Z. Ma 

2008 [20] 
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critical functionalities.

10 Survivability is the system’s ability to 

continuously deliver services in 

compliance with the given requirements 

in the presence of failures and other 

undesired events. 

P.E. Heegaard,  

and K.S. Trivedi

2009 [21] 

11 Survivability is viewed as the capability 

of the system to deliver certain degree of 

services in the advent of failure.

J. Huang,  

J. Jiang, 

and L. Zhang

2010 [22] 

1.3.2 Collaborative Attack

Traditionally, hackers often attack alone which is known as individual cyber-attacks. 

Beside the individual attack, there are more and more collaborative attacks have been 

disclosed. Recently, collaborative attack becomes more popular. Collaborative attacks 

might represent the next generation cyber-attacks [10]. Collaborative attacks are 

launched by multiple attackers which gives them some advantages. By adopting 

collaborative attack, attackers in the attacking group can share their information, 

resource, allocate the tasks and synchronize to do the cooperation before or during the 

attack. There are some advantages of collaborative attack shows in [23]. First, 

coordinated attacks could be designed to avoid detection. Second, it is difficult to 

differentiate between decoy and actual attacks. Third, there is a large variety of 

14 
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coordinated attacks.  

There is another special effect when adopt collaborative attack called “synergy”.

Synergy is a phenomenon that “1+1>2” which is means the sum of two attackers’ works 

is less than they work together. We will introduce in detail in chapter 2.  

Based on the above advantages, if attackers want to attack critical components, they 

can adopt collaborative attack which is more powerful than single attackers and it will 

have higher success probability.   

1.3.3 Natural disaster

As we mentioned before, since natural disaster happened more frequently in recent 

decades and will cause serious damage (Figure 1-10 and Figure 1-11), so we want to 

add natural disaster this factor into discuss.  

Earthquake: 

There are all kinds of natural disaster, but most harmful might be earthquake. The 

[8] report also show the top 10 disaster types and their impact in Asia and Pacific in 

1980 to 2009 as Table 1-2. Although flood and storm rank first and second, it is partly 

because these two natural disasters happened more frequently. Once big earthquake 

happened, it will cost serious damage no matter in casualties or economic loss. As you 

can see at Table 1-1, only 444 earthquakes caused 570,800 people dead which is four 

times larger than floods and loss 264,530,000,000 dollars which is greater than storms. 

15 
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The top 10 natural disasters by economic damages are showed in Table 1-2 [24] and two 

of the top three are the earthquake. The damage caused by Japan 311 earthquake is the 

total loss of two-third. It shows that earthquake really causes large-scale and huge 

damage once it happened. Also because earthquake is un-predictable and both defender 

and attacker cannot prepare to its coming, so we choose earthquake this natural disaster 

to discuss.  

Table 1-2: Top 10 disaster types and their impact, 1980-2009 [8]

Table 1-3: Top 10 natural disasters by economic damages [24] 
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Besides, sometimes secondary disasters may bring more serious damage than 

primary disaster [25] such as fir following earthquake is an example. Earthquake 

accompanied by strong shaking easily causes gas systems and electrical systems 

damage which is the top reason that brings fire. In addition, outside of the building, 

pipelines and electric transmission lines are easily cause ignitions which resulting in a 

large-scale fire [26]. For example, the Osaka-Kobe earthquake in 1995 brings 285 

ignitions and more than 1 billion meter squares being burned after the earthquake [27].

The California Earthquake of April 18, 1906 also cause more than 50 ignitions and the 

fire keep burning about 3 days [28]. Therefore, we not only need to watch out primary 

disaster but also pay attention to secondary disaster and even though we cannot predict 

it’s coming but we can take some measure in advance in order to decrease to losses as 

many as possible.  

Fire: 

Even though fire isn’t a grave natural disaster compare to other natural disasters, we 

still want to add this factor to our thesis. Because fire also influences large range, its fit 

natural disaster’s characteristic. Fire often spread to neighboring area and cause the 

whole area being destroyed totally. In the fire range, almost nothings can still work after 

the fire including those providing service’s machine. Fire happened frequency is 300 

times than flood as we can see in Table 1-4. In every year, fire also causes damage and 
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loose also a big number it is part of because the probability happened fire is much 

higher than other natural disaster. According to the research from U.S Fire 

Administration there are 447,000 fires happened in America, cause2,635 people died in 

fire and loss 9,047,600,000 dollars in 2010 [29].  

Table 1-4: Numbers of fire and damage, 2006-2010 [29] 

Year Fires Deaths Dollar Loss 

2006 491,600 2,565 $9,724,100,000

2007 493,300 2,855 $10,542,900,000

2008 475,300 2,750 $11,620,400,000

2009 445,400 2,570 $10,183,500,000

2010 447,000 2,645 $9,047,600,000

1.3.4 Redundancy  

Redundancy is an effective method to prevent service interruption and provide 

business continuity which is common using in industries [30]. When nodes damage or 

temporary shutdown, then they can activate redundancy in real time which can prevent

service interrupted. Natural disasters often cause large-scale destruction and the degree 

of impairment is heavy and need more time to recover. In the meantime, defender can 

activate redundancy which can keep providing service during recovery. It can help 
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companies to maintain business continuity. 

Redundancy is a design principle of having one or more backup systems in case of 

failure of the main system [30]. Although the use of redundant components can improve 

the system reliability but it will also increases the system cost. Therefore, it is important 

to determine the optimal number of redundant components for each subsystem [31]. 

Hence, companies need to evaluate their budget and system’s importance to determine 

the numbers of redundancy node and the level of redundancy, especially when budget 

has constraint. In chapter 2, we will introduce different kinds of redundancy which 

defender can choose based on their budget and need.   

1.4Thesis Organization

The remainder of this thesis is organized as followed. In Chapter 2, we will 

introduce in detail the problem which we want to solve, give an attack-defense scenario 

to make it clearer and our mathematical formulation. In Chapter 3, we will introduce our 

solution approach and Chapter 4 we will shows the environment and the final result of 

simulations. Finally, we will introduce conclusion and future work in Chapter 5.   
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Chapter 2 Problem Formulation

2.1 Problem Description

In this paper, we want to solve resource allocation problem. Attacker and defender 

only have limited budget. They need to use their resource effectively to attain their goal. 

Both of them need to evaluation their capability, resource and use appropriate strategy 

dealing with all kinds of situation. Besides, defender not only needs to worried about 

malicious attack also natural disasters’ impact which may cause huge damage 

sometimes even more serious than malicious attack. Especially in nowadays, natural

disaster frequently happened so defender must need to distribute some budget to prevent 

natural disaster and think about how to deal with it. Next, we will introduce attack 

strategy, defense method and natural disaster that we consider in detail.

2.1.1 Natural disaster

The following we list two natural disasters that we consider and each disasters has 

different characteristic.

Earthquake:

Each earthquake has different energy, intensity level, degree of damage and impact 

range. Gutenberg–Richter law [16] expresses the relationship between the magnitudes 
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and total number of earthquakes in any given region and time period of at least that 

magnitude [32]. Hence, we adopt the Gutenberg–Richter law to determine earthquake’s

intensity level by using the following formulations which can compute each intensity 

level’s probability of occurrence.  

=
Where:

m is the number of events having a magnitude M.

a and b are constants value and different location has different value. 

Following the basic formulation, they extend a new equation by considering both lower 

threshold magnitude and the maximum magnitude, the mean annual rate of exceedance 

of an earthquake of magnitude [33]. 

m = v ( ) ( )1 ( )
Where: 

v = ( ),
= 2.303a, = 2.303b

The result is a rate that each magnitude occurrence’s probability. Therefore, we use this 

formulation to determine each earthquake will be what magnitude. 

After determine earthquake intensity, we still need to decide its impact range and 

damage ratio. We use following formulation provide by Central Weather Bureau, 
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Taiwan[45] to compute the peak ground celebration Y.  

Y = 0.0253 . ( + 0.3155 . ) .
Where:

Y: Y is peak ground acceleration

M: M is earthquake magnitude 

R: R is the distance between node and epicenter 

We can use magnitude that previous computing into this formulation and we can get 

the peak ground acceleration Y. We adopt data providing by Central Weather Bureau, 

Taiwan as Figure 2-1 transferring peak ground acceleration into damage ratio. As you 

can see, different peak ground acceleration will cause different building destruction and 

people’s feel; we will refer this data and generate damage ratio. Therefore, each node 

will compute its own peak ground acceleration based on different distance between 

epicenter and will has different damage ratio and based on this ratio will determine 

whether this node will be destroy or not. 
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Figure 2-1: peak ground acceleration and damage comparison table [45] 

Fire

U.S Fire Administration classify the cause of fires: exposure, intentional , 

investigation with arson module, playing with heat source, natural, other heat, smoking, 

heating, cooking, appliance, electrical malfunction, other equipment, open flame, other 

unintentional careless, equipment misoperation and unknown as Table 2-1. 

The frequency sequence of the cause of fire is: cooking, heating and electrical 

malfunction [29]. Even though natural disaster is unpredictable, but still has some rules 

to follow. Like heating may cause by machine doesn’t has cold function or the 

machine’s loading is overwhelming plus in company engine room there are full of 

machines which is more likely to heating and cause fire. Engine room also often cause 

fire because there are many circuit lines twining together which may makes lines 
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becoming fragile and leads fire happened. Providing significant service’s server may has 

heavy loading to deal with, so the probability of getting fire is relatively higher. 

Therefore, we decide to classify fire as three types: heating, electrical malfunction and 

others.  

Table 2-1: Fire source category [29] 

Different types of fire also have different probability of occurrence. We adopt real 

data to determine their probability. We use data released by U.S Fire Administration as 
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Table 2-2 which provides each types of fire’s probability of occurrence [34]. For 

example, type heating, its probability of occurrence is (0.111 + 0.184 0.136) =
0.136 . So, there is 13.6 percentages that this time will happened fire by heating. 

The fire influence range we reference real data released by National Fire Protection 

Association as we can see in Table 2-3 [35]. We use five years’ data to compute the 

average fire influence range and using other attribute to create fire influence range 

distribution curve following by normal distribution. By this distribution to determine 

every fire influence range.

Table 2-2: Each category’s probability of occurrence [34] 

Table 2-3: Estimates of 2011 Fires, Civilian Deaths, Civilian Injuries and Property 

Loss in the United States [35] 
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2.1.2 Commander Perspective

In this paper, we consider noncollaborative attack (one attacker attack one target) 

and collaborative attack (two or more attackers attack one target). Because large-scale 

systems often have strong protection and facing that situation, commander can choose 

using collaborative attack which can use less resource and reach more harmful damage. 

Therefore, if commander want to attack critical point, they can adopt collaborative 

attack and remaining time can user noncollaborative attack. Using which attack type is 

made by commander. Commander can direct attackers belong to commander and make 

all kinds of attacker event. As we mentioned before, commander can choose to attack 

many target one time and using different attack type (noncollaborative or collaborative). 

Next, we will introduce commander and attacker’s attributes in order to understand 

attack operation.

Goal:

We need to know the goal and then we can follow the goal to plan how to attack. 
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There are two goals which commander wants to attain.

(1) Service Disruption: 

This goal is let defender cannot satisfy legitimate user’ QoS. Attacker can attack 

core nodes which provide services and let core node cannot provide service to users. Or 

they can attack the whole network such as interrupting connection path or blocking 

traffic which can also let defender cannot provide good enough service in such way they 

can achieve the goal.

(2) Steal Confidential Information:

Some nodes in network contain confidential information like each core nodes’ 

location, allocating how much defense resource, etc. If attacker obtains those 

confidential information, it may give attacker advantage to compromised the network 

and defender become more dangerous to deal with it.

Attack group

Each attack group is composed of some attackers and lead by a commander. Each 

attacker group has different number of attackers which follows normal distribution. 

Commander can direct attacks to do noncollaborative attack or commander can separate 

attackers to some sets and launch each set to do collaborative attack. The member 

number of set will decide the attack power. There will be more powerful if there has 
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more attackers in the set. It is because synergy as we mentioned at chapter 1.

If there is multiple attackers attack, there will have synergy effect. In our thesis, we 

adopt Cobb-Douglas function to evaluate synergy effect. Cobb-Douglas function is 

developed and verifies by Charles Cobb and Paul Douglas and is used to show the 

relationship with output and two inputs. The function is showed as below [36]: Y = A
Where:

Y = total production (the monetary value of all goods produced in a year)

L = labor input (total number of person-hours in a year)

K = capital input (the monetary worth of all machines, equipment, buildings, etc) 

A = total factor productivity 

 and  are the output effects of labor and capital. 

If +  = 1, then the production function is directly proportional to scale; in 

other word, if investing double capital K and labor L will return double output Y.  

If +  < 1, it represents investing equal capital and labor won’t return sum 

output; the condition of decreasing returns to scale of production 

If +  > 1, it represents investing more capital and labor will return more output.

We apply Cobb-Douglas function and combined to evaluate the synergy value as 

follow: 

28 
 

aptptptptpteeeeer 111111.

ttttt... InInnnnIn ooooururururur tthehehehehesisiss s,s,s,s,s, wwwwwe eee ee

ouglaaaaasssss fufufufufuncncncncnctititititiononononon iiis 



Attack Effect = A ×
where =
N: N is the number of attackers

: is the synergy effect of attack i. 

: is the budget which attacker i spend 

A: A is a constant variable

m: m is contest intensity

We also consider negative synergy. The entire attack set’s detection probability by 

defender is decide by the worst member of the set. In other word, it’s a worst case; the 

other members will be dragged by the weakest member. This is the negative synergy 

caused by collaborative attack.

Budget

Commander’s budget adopts normal distribution to distribute. Commander needs to 

user limited resource to achieve their goal. 

The whole attack process can divide into preparing phase and attacking phase. In 

the preparing phase, the most important thing is getting attack tools and they needs to 

spend part of budget on it. There are three methods to get attack tool: by buying 
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off-the-shelf tools, reorganizing the tools based on the existing tool and building brand 

new one by themselves. In the attacking phase, they use remaining budget to 

compromise nodes. Commander needs to use resource effectively. The probability of 

success is higher if commander invests more resource to attack. But when attack’s time 

up or budget used up, in that time if commander doesn’t achieve the goal then that 

means they are failed. So how to allocation resource effectively and pick up next victim 

node are very important decision variables. 

Aggressiveness: 

Commander will evaluate each nodes and to choose the next victim nodes. They 

will use traffic throughput, resource invested by defender and attacker and failure time 

that attacker used to attack to evaluate each node’s degree of importance. In other words, 

it is means how much commander wants to compromise that node. Aggressiveness 

values will decide the compromised success rate and if commander thinks that node is 

important then aggressiveness usually will much higher. That means if commander 

wants to compromises the critical node, wants to have higher success rate then they 

needs to invest more resource to attack the node.  

Attacker:

Every attacker has their own attributes like different capability or energy and it will 
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influence the attack process. 

(1) Capability:

Every attacker has different capability which will influence attacker using attacking 

tools. That is means even though using the same attacking tool; different attackers have 

different capabilities which will makes executing result differently. Attacker who has 

better capability will be able to maximize the effectiveness of the attacking tool and 

cause maximum destruction. Each attacker’s capability use normal distribution to 

distribute their capability.

(2) Energy:

Every attacker has their own energy which we can see as physical power. Every 

attack event will consume some energy and if attacker keeps attacking then energy will 

keep diminishing. Energy level high or low will affect attacking result. If attacker has 

more energy, then compromised probability will much higher compare to lower one. So, 

commander cannot let attacker keeps attacking which may make their energy level 

become too low and on the contrary will let attacking ineffective. Attackers need to take 

a break to make energy recovery and to do so will make compromised probability rises. 

Time:

Attacker has limited time to attack. The time constraint contains two parts. First, 

there is a total attacking time’s constraint. From the beginning to the end of attack, the 
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total attacking time cannot exceed the total time limit (given). If exceeds this time 

constraint, even though attacker compromises the system, it still counts fails in this time. 

Second, attacking each node also has time constraint. If exceeds this time, all attack 

event should stop and regarded as fail. Commander needs to restart attacking that node 

or reselect other victim node.

2.1.3 Defender Perspective 

Defender needs to use limited resource to defend malicious attack brings damage 

and in the meantime they also needs to adopt some measures to prevent damage caused 

by natural disaster. Defender’s goal is using limited budget against attacker and still can 

maintain their service level which cannot lower than user’s QoS request. Defender can 

only adopt passive defense and cannot active adopt attack event.  

When the end of the attacking time and still cannot compromise the system or 

commander runs out of budget, then defender achieves their goals, defense successfully. 

In the following, we will introduce some defense strategies that defender can adopt in 

detail. It can divide into two parts: proactive defense and reactive defense.

2.1.3.1 Proactive defense  

Before attacker started attack, defender can adopt some mechanism such as 

deploying firewall, Intrusion Detection System (IDS), Intrusion Protection System (IPS), 
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anti-virus software, etc. Those mechanisms can enhance node’s defense intensity which 

may let attacker needs to spend more time and budget to compromise it or even let 

attacker cannot compromise the node. Or by using these mechanisms, defender may 

detect abnormal traffic, attack or source and try to eliminate in advance.

2.1.3.2 Reactive defense

When attacker starts attacking, defender can adopt other defense strategies called 

reactive defense. Reactive defense is when some event happened then defender will 

make some reaction to enhance their defense or make some recovery. There are three 

reactive defenses that defender can adopt.

Redundancy:  

Redundancy is an effective method to prevent service interruption and common 

using in industries. When nodes damage or temporary shutdown, then they can activate 

redundancy in real time which can prevent service interrupted. Natural disasters often 

cause large-scale destruction and the degree of impairment is more serious and need 

more time to recover. In the meantime, defender can start remote redundancy and 

provide service during recovery.  

Redundancy can divide into several categories. According to the distance, it can be 

divided into local redundancy and geographical redundancy or geo-redundancy [37]. 
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Companies can put critical system’s backup in a geographically separate location. The 

advantage is if natural disaster or man-made force majeure (disaster) events which result 

in site destruction, unavailability or inaccessibility, in that time geo-redundancy can take 

over to ensure business continuity and security [37]. In this case, if companies adopt 

local redundancy then it is high probability that local redundancy will also be destroyed

because systems are in the same region. If facing malicious attack, local redundancy 

still can work because attacker still needs to invest budget to attack redundancy node.  

According to the switch time, it can divide into hot standby redundancy and cold 

standby redundancy. Hot-standby units always power on and are ready for takeover in 

any time. When a fault is detected, then redundancy can take over immediately and

automatically. Cold-standby redundancy will need some time to take over. Cold-standby 

redundancy remains unpowered in the usual and it will turn on until on-line unit fails 

[31] [38]. Defender can base on their limited budget to choose proper redundancy.  

If the system need several servers can maintain their system, at this time defender 

will better also install many redundancies in order to handle legitimate users’ request. If 

today two servers destroyed by natural disaster, only one redundancy can activate, it 

may not satisfy every legitimate users and let QoS decrease. Defender can base on their 

budget and each service’s importance to decide which type they should adopt and how 

many redundancy they should install.
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Virtual machine monitor 

Virtualization can create many independent virtual machines (VMs) and each of 

them can have their own operation system, memory, service, etc. Virtual Machines will 

share the same underlying physical hardware resource, but upper operation is 

independent to each other. Virtual Machine Monitor (VMM) is used to control the 

underlying virtual machines. VMM is between physical layer (hardware) and virtual 

machines. Each VM wants to access physical’s resource need to go through VMM

which means VMM is the only access entrance and VMM can control VMs by this. 

Hence, we can set Intrusion Prevention System (IPS) in VMM to detect abnormal 

behavior then the underlying VMs will all be protected. When an attack or intrusion 

being detected, VMM will activate local defense to enhance defense intensity.  But 

using local defense has some drawback, VMM-IPS will enhance filtering threshold in 

order to strengthen protection and that may let legitimate user’s flow also being block 

and cause QoS decrease brings negative effect. Also, VMM-IPS cannot filter the 

malicious event 100%; defender still has a chance being attack by attackers.

Because all of underlying VMs is control by VMM, every VM has any situation 

VMM will know. If VM is being compromised, VMM can attain this attacking 

information which may help in the following attacking event. However, if VMM is 
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being compromised, then underlying VMs will fail in the same time.

Honeypot 

Honeypot’s main function is to induce and confuse the attackers. There are two 

kinds of honeypot that defender can adopt.

(1) False target:

False target’s main purpose is to confuse attacker and let attacker think false target 

is the genuine node, so when commander pick victim node and they might choose false 

target to attack. Thus, false target can consume commander’s budget, time and decrease 

the probability that real node being attack. Furthermore, false target can add some error 

information to confuse attacker. 

But attacker has a certain probability which can discover false target. Because false 

target cannot quite perfect and has no difference with core node and base on false 

target’s level will have different being detected rate. Higher level false target can 

stimulate more service type and being detected rate is much lower. Defender needs to 

evaluate their budget and decide to deploy cheaper one or expensive one. 

(2) Fake traffic:

When defender found the situation is critical that attacker almost find out core 

node’s location, in that time defender can activate fake traffic honeypot to send fake 
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traffic in order to mislead attacker. Fake traffic honeypot will send flow which contains

imitative information and when attacker read that information, they might be misleading 

to “core node’s location” which is not real. Fake traffic honeypot’s purpose is to change 

attacker’s original direction to far away from core node. Fake traffic honeypot also has 

different level. High level fake traffic honeypot which is more expensive can stimulate 

higher throughput.  

There is another kind of honeypot: dual function. Dual function honeypot has both 

fake traffic and false target’s function and it’s cheaper than deploy one fake traffic 

honeypot and one false target honeypot.  

Cloud Security Service: 

In this thesis, we detect nodes by using traffic inspection and deploy the cloud

security service agents on the node. During the attack defender can redirect the traffic 

to the cloud security service via the agents when detecting the uncommon data traffic. 

The cloud security service is provided by cloud service provider and it can filter the 

malicious traffic and return the neat traffic. Moreover, the cloud security service has 

different security which provided different ability of filtering the traffic. Because of the 

budget and QoS consideration, defender can choose the different level cloud security 

service to deploy on the nodes. In sum, under the consideration of budget and QoS, 
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defender should find the optimal strategy on deploy the cloud security service on the 

nodes. 

Risk level

We use risk level to as an index to decide whether activate some reactive defense or 

not. Risk level is like degree of danger, when risk level is too high then defender will 

need to do something to prevent core node being compromised. We use three factors 

which are the node which is detected suffering attack to core node’s distance, core 

node’s link degree and defense resource provisioning on the shortest path from attacked 

node (which is being detected) to core node. We use these three factors to evaluate risk 

level. The computing formulation is as follow:

= × min { }max  + × min { }max+ × max max
k is the node which is detected being attacked and is the nearest node to core node 

min { } means the number of hops from node k to core node l.  

max  means the maximum number of hops from attack terminal 

node to core node. 

min { } means total defense resource provisioning on 

shortest path from node k to core node. 
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max means the maximal defense resource deploying to one 

path form attacker’s position to core node. 

max means maximal link degrees of all core nodes 

minus core node l’s link degree. 

,   are weights.

We will use to see if core node l needs to activate some reactive defense or 

not. For example, as we mentioned before, when risk level is too high then we will 

activate fake traffic to lead commander attacking wrong direction.

2.2 Attack-defense Scenarios 

In this section, we will use an example to introduce our attack-defense scenarios 

and its operation in detail. 

2.2.1 Contest Success Function:

In our thesis, we adopt [40] proposed economic theory “contest Success Function 

(CSF “to evaluate the attack success or not. Contest success function provides every 

player has a chance to win the competition and the result of the competition will 

evaluate by all player’s effort. If you pay more effort, resource, it will more likely to 

win the competition but not absolutely. It can use in different applications of contest 

note just in economy. In [41] [42] research, they use contest success function to model 
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defender’s vulnerability (destruction probability). In our attack-defense scenario we also 

use CSF to measure the winning probability of defender and attacker. In [43] research, 

they use underlying formula to model contest success function between attacker and 

defender. 

m

m m

Tv
T t

T and t are the effort that attacker and defender invest in the node and m is a parameter 

that describes the intensity of the contest. Different m’s value will influence the result 

dramatically. It can divide into several intervals to discuss [41]. 

1. When m=0, T and t won’t influence the result. The vulnerability of the element is 

50%. 

2. When 0 < m < 1, T and t have a little influence to the result. But investment and 

return is disproportionate. Return rate is lower than the investing rate.

3. When m=1, the investment and return have proportional impact on the result.  

4. When m>1, investment and return is disproportionate, too. But this time, invest 

more resource will obtain greater result and it will show as exponential growth.  

5. When m , who invest one more unit resource will win the competition. 

In the entire attack-defense process we will use contest success function to compute 

the winning probability. Also, we will use different m value to see the result, every

attributes’ variation.   
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2.2.2 Attack-defense Scenario

In the following, we will use a scenario to show the whole attack and defense 

process to make it more easily to understand. Table 2-4 is some assumptions that we set.

Table 2-4: Problem Assumption

Assumption:

1. There is more than one core node providing service in the network. 

2. Each core node only provides one kind of service. 

3. Only nodes equipped with VMM-IPS can activate local defense function.

4. The fake traffic honeypot must be equipped with fake traffic generating function.

5. Every attacker subordinates in only one attack group and each attack group 

launches one attack

6. All attack events are atomic operations.

7. Evaluate whether the attack is success or not is determined by the Contest Success 

Function (CSF).

8. If earthquake’s level above 5, then it will definitely trigger secondary disaster-fire. 

9. Epicenter must happen in the seismic zone. 

10. Each fire may have different intensity which will decide influence range.

11. The same kind of natural disaster can only happened once in the same time. But 

different types of natural disaster can happened in the same time.
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12. Only disasters happened at the physical location of VMM has influences on all 

VMs. 

Figure 2-2 is the icon to represent all kinds of component such as node, defense 

strategy, natural disaster, etc. 

 

Figure 2-2: Explanation of Components 
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Figure 2-3: Initial Network Topology

Figure 2-3 is a network topology which defender construct. There are three kinds of 

services: web service, FTP service and mail service. G and W provide web service and 

have a full-copy redundancy with hot standby which is not been activated and just looks 

like normal node. T provides FTP service and has two different level of redundancy 

node K and U. R provides mail service and has toe different level of redundancy node Q 

and Y. There is a VMMs and has four VMs which is A, B, C and T. Z is cloud security

provider and I, M and P deploy cloud agents which can use this service. D, E, N and S 

are honeypots which have different function. The yellow area contains Q, R and S is 

seismic zone which epicenter may happen in this area. Commander leads the attack 
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group which is composed by five attackers and starting to attack. 

Figure 2-4: start to attack

Attacker side starts to attack. Since A and B are the terminal node which attacker 

can see and start attacking from, commander decides to send two attackers to attack 

node A and other two attackers to attack node B (Figure 2-4).

44 
 

rtiiiiingngngnng ttttoooo atatatattatatataaackckckckcc . 



  

Figure 2-5: Local Defense

After attacking for a while, Figure 2-5 shows the result. Two attackers 

compromised A successfully and commander decide to keep attack node C. Because A, 

B, C and T are in the same virtualization environment, when A being compromised 

VMM can know that. Therefore, VMM-IPS turns on local defense to protect the system.

Node B, C and T all increase their defense intensity. Attackers keep attacking node B 

and C. 
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Figure 2-6: Recovery

In Figure 2-6, attacker compromised node B and decide to go forward attacking 

node D. Since C still cannot be compromised, commander sends one more attacker to 

help attacking node C. In the meantime, after compromised node B, an attacker went 

out of energy and need to recover for a while, so commander direct the attacker to take a 

break until energy’s level come back. Because node B being compromised, node C and 

T increase their defense intensity again.
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Figure 2-7: Fake traffic

When attackers keep attacking, core node G finds the situation is a little dangerous 

(risk level is reach a certain level), only two more hops attackers will reach it. Hence, 

core node G selects dual function honeypot S which can send fake traffic to guide 

attackers to the wrong direction in that way, core node G might not being attacked. Just 

like Figure 2-7, S sends fake traffic which contains some imitational information in 

order to make it like real traffic and induct attackers to change attacking direction 

toward S. 
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Figure 2-8: Fake traffic successfully attracts attackers

Three attackers attack node C finally compromised node C. Commander needs to 

decide next victim node. Commander sees many flows are from node L, so commander 

guesses there must has important service from that direction. Hence, commander orders 

attacker to attack node L like Figure 2-8. As we mention before, if attackers energy level 

is too low, commander will let attackers take a break for a while. Since node C being 

compromised, node T increases its defense intensity again. Attackers keep attacking 

node D and node L. 
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Figure 2-9: Fire

In the meantime, near node I’s area happened fire (Figure 2-9). It spread to node H, 

I, J and K. All of nodes and link in fire range were destroyed. Both legitimate users and 

attackers cannot connect to those links and nodes.  
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Figure 2-10: False target

After attacking for a while, attackers compromised false target D which contain 

some fake information and commander will read the content after compromised false 

target which will have a chance to believe false target node D is the core node they want 

and stop attacking (Figure 2-10). But since false target isn’t perfect will have the 

probability being detected by commander, this time commander detected that node D is 

a false target and keep going forward attacking node F. After a while, attackers have 

been compromised node F and chooses node G as next victim node as you can see in 

Figure 2-11. After couple hours, attackers compromised node L and based on the flow’s

source decided to target node N as next victim node (Figure 2-12).
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Figure 2-11: Node F being compromised 

Figure 2-12: Node L being compromised 
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Figure 2-13: Earthquake 

When attackers still attack the network, suddenly the earthquake happened and the 

epicenter is near node R just like Figure 2-13. Each earthquake has different intensity 

and we adopt Richter scale to evaluate the earthquake’s strength. Different level has 

different energy, impact range and damage degree to the node. We will dependent on 

earthquake’s intensity level, its energy and each node to epicenter’s distance to decide 

node will be destroyed or not. In this case, node R and S were destroyed by earthquake 

and all of connecting link will be destroyed, too. Because node S being destroyed, the 

fake traffic honeypot stopped sending flows. Node Q is mail service redundancy with 

52 
 



hot standby function which will automatically switch over when the core node failed in 

order to maintain service continuity.  

Figure 2-14: node N and core node G being compromised 

Attackers successfully compromised node N (Figure 2-14) and because there is no 

fake traffic’s interference, commander decides to attack node P next time. In that time, 

attackers compromised core node G and node O detected core node failed, so node O 

immediately take over and keep providing web service. 
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Figure 2-15: Secondary disaster – fire

After earthquake happened, there has a big chance to occur secondary disaster such 

as fire in our scenario and sometime damage caused by secondary disaster might be 

bigger than primary disaster. In Figure 2-15, after earthquake happened for a while 

which trigger secondary disaster fire happened in near node S area and the fire spread to 

node X caused node X and its link all broken. 

Defender detected node P might be attacked. Since node P has deployed cloud 

security agent on it, defender decides to redirect the traffic to cloud security provider 

(Figure 2-16). Could security provider then eliminates the malicious traffic and sends 

the clean traffic back. Attackers still try to compromised node P and E, but commander 
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is out of budget which means defender successfully guard the network this time using 

limit budget and face natural disaster and malicious attack still providing good quality 

of service to legitimate users.    

Figure 2-16: Cloud security service 

Table 2-5 is our paper’s problem description. 

Table 2-5: Problem Description

Objective:

To minimize maximized service compromise probability 

Given: 

All possible defense configurations, including defense resource allocations 
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and defense strategies

All possible attacker categories, including compromising commander 

attributes, attacker attributes and attack strategies.

QoS threshold 

Subject to: 

Defender’s and commander’s total budget 

Maximize attacking time to compromise the netwrok 

To be determined: 

Attack and defense strategy

Resource allocation in every defense strategy

  

2.3 Mathematical Formulation

In this section, we’ll introduce our mathematical formulation including given 

parameters, decision variable, verbal variable (in Table 2-6, Table 2-7 and Table 2-7) , 

objective function and its constraints. 

Table 2-6: Given parameters:

Given parameters
Notation Description

N The index set of all nodes 
C The index set of all core nodes 
L The index set of all links 
M The index set of all level of virtual machine monitors (VMMs)
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S The index set of all kinds of services 
H The index set of all types of honeypots 

P 
The index set of candidate nodes equipped with false target 
function 

Q 
The index set of candidate nodes equipped with fake traffic 
generating function

R 
The  index  set  of  candidate  nodes  equipped  with 
false  target  and  fake 
traffic generating function

U The index set of all level of cloud security services

V 
The index set of all candidate nodes equipped with cloud security 
agent
The index set of all kinds of nature disasters considered
The index set of all types of redundant systems 

B The defender’s total budget 
w The cost of constructing one intermediate node 
o The cost of constructing one core node 
p The cost of each virtual machine (VM)
c The cost of setting a cloud security agent to one node 

E 
All possible defense configurations, including defense resources 
and defending strategies

Z 
All  possible  attacker  categories,  including  attacker 
attributes, 
corresponding strategies and transition rules

iF The total attacking times on thi service for all attackers, where 
i S

i The weight of thi service, where i S

pK The maximum number of virtual machines on VMM level p, 
where P M

d
The ratio of defense strengthen on VMs and VMM when local 
defense is activated

qr
The ratio of defense strengthen using cloud security services level 
q, where q U

iju
The number of attackers subordinates in the attack group 

launching j attack, where i S , 1 ij F
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thresholdW The predefined threshold about QoS 

ipriority
kS

The  priority  of  service i provided  by  core  node  k 
divided by the maximum service priority among core nodes in the 
topology, where i S , k C

threshold
k The risk threshold of core node k, where k C

failt Maximum time threshold to compromise network

The price of redundant system with level , where 

The intensity of nature disaster occurred, where 

( )
The probability of nature disaster with intensity 

occurred, where 

( )
The lower bound of range regarding disaster with intensity 

occurred, where 
The upper bound of range regarding disaster with intensity 

 occurred, where 

( ( ), )
The actual range of disaster with intensity occurred, 

where 

Table 2-7: Decision Variables

Decision Variables
Notation Description

ks
1 if node k is equipped with redundant system level regarding 
service s, 0 otherwise, where k , s S  and 

iD
A defense configuration, including defense resource allocation 
and defending strategies on thi service, where i S

ij ijA u A instance of attack configuration, including attacker’s 
attributes, commander’s  strategies  and  transition rules  of 
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the  commander ules  of  the  commander thj attack on 

thi service, where i S , 1 ij F

,ij i ij ijT D A u
1 if the commander achieve his goal successfully, and 0 

otherwise, where i S , 1 ij F

k
failt Maximum time threshold to compromise node k, where k N

kn The non-deception based defense resource allocated to node k, 
where k N

e The total number of intermediate nodes 

pl The number of VMs level p VMM purchases, where p M

( )pv l The cost of VMM level p with pl VMs, where p M

kx 1 if node k is equipped with false target function, and 0 
otherwise, k N

ky 1 if node k is equipped with fake traffic function, and 0 
otherwise, k N

kz 1 if node k is equipped with cloud security agent, 0 otherwise, 
where k N

klq The capability of direct link between node k and l , where 
k N , l N

( )hlg q
The  cost  of  constructing a link from node k to node l

with capability klq , where k N , l N

nodelinkB The budget spent on constructing nodes and links. 

generalB The budget spent on allocating general defense resource 

virtualizationB The budget spent on virtualization 

cloudagentB The budget spent on deploying cloud agents 

specailB The budget spent on deploying special defense resource 
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honeypotB The budget of honeypots 

redundancyB The budget spent on constructing redundant systems 

o
The number of services that honeypot o can simulate, where 
o H

o
The interactive capability of false target honeypot o , where 
o P

o
The maximum  throughput  of fake traffic that fake traffic 
generator honeypot o can achieve, where o Q

( , )o oh
The cost of constructing a false target honeypot with the number 
of simulating services and the interactive capability, where 
o P

( , )o of
The cost  of constructing a fake traffic  generator honeypot 
with  the number  of  simulating  services  and  the 
maximum achievable throughput of fake traffic, where o Q

( , , )o o ot

The cost of constructing a honeypot equipped with false target 
and fake traffic generating functions with the number of 
simulating services,  the  interactive  capability  and  the 
maximum achievable throughput of fake traffic, where o R

Table 2-8: Verbal Notation

Verbal Notation 
Notation Description

Y The total compromise events

kcoreG Loading of each core node k , where k C

mlinkU Link utilization of each link m , where m L

effectK Negative effect caused by applying fake traffic adjustment

effectI Negative effect caused by fallacious diagnosis of cloud security 
service

effectJ Negative effect caused by false positive while applying local 
defense

60 
 

msmsmsmm  

imuuuuulalalalalatetetetete,,,, whwhwhwhhhererererreeee



tocoreO The number of hops legitimate users experienced from one 
boundary node to core nodes

finalW The QoS level at the end of attack

( )W
The value of QoS determined by 

kcoreG ,
mlinkU , effectK , effectI

and tocoreO , where k C , m L

deg ree
k

The link degree of core node k divided by the maximum link 
degree among all nodes in the topology, where k C

deg ree
k

The defense resource of the shortest path from detected attacked 
nodes to core node k divided by total defense resource, where 
k C

hops
k

The minimum number of hops from detected attacked nodes to 
core node k divided by the maximum number of hops from 
attacker’s starting position to one core node, where k C

( )k

The risk status of core node k which is the aggregation of 
deg ree
k , hops

k , deg ree
k  and ipriority

kS , where  k C

unsupplyD Unsupplied demand caused by partial redundant system 

Objective function:

1

,

, , , ( ), ( ( ), )
min max

i

i ij ij ij

F

i ij i ij ij fail q q q q q q
i S j

D A u v i i
i S

T D A u t

F

                (IP 1)

61 
 

nceeeed d d d d ffrffrfromomommomom oooooonnenennen  

, effectctctcttKKKKK ,,,, effeffeffffffectectectectectIIIII



Constraint:

iD E              i S (IP 1.1)

( )ij ijA u Z            ,1 ii S j F (IP 1.2)

0nodelinkB               (IP 1.3)

0generalB              (IP 1.4)

0specailB            (IP 1.5)

0klq             ,k l N (IP 1.6)

( ) 0hlg q            ,k l N (IP 1.7)

0w e (IP 1.8)

( )

2

kl
k N l N

nodelink

g q
w e o C B (IP 1.9)

0kn k N (IP 1.10) 

k general
k N

n B
        

(IP 1.11) 

0 1kx y             o H (IP 1.12) 

kx 0 or 1           k N (IP 1.13) 

ky 0 or 1           k N (IP 1.14) 

kz 0 or 1           k N (IP 1.15) 

k cloudagent
k N

z c B
            

(IP 1.16) 

( ) 0pv l p M (IP 1.17)

0 p pl k            p M (IP 1.18)
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( )p p virtualization
p M p M

v l p l B
         

(IP 1.19)

, , , ,i i i i j j i j i i j honeypot
i P j Q i N j N

x h y f x y t B (IP 1.20) 

ks redundancy
k N s S

B
     

(IP 1.21)

virtualization cloudagent honeypot redundancy specialB B B B B       (IP 1.22)

nodelink general specialB B B B           (IP 1.23)

k
fail fail

k N
t t

             
(IP 1.24)

0 0( , ) 0h            o P (IP 1.25)

, 0o of             o Q (IP 1.26)

( , , ) 0o o ot           o N (IP 1.27) 

Table 2-9: Verbal constraint: 

Verbal Constraints

unsupply1
[ ( , , , , , , )]

k m

Y

i core link effect effect effect tcorey
threshold

w G U K I J O D dy
W

Y
, where 

, ,i S k C m L

(IP 1.28) 

The performance reduction cause by compromised core nodes, local 

defense, cloud security or applying partial-copy redundancy should not 

make legitimate users’ QoS satisfaction violate (IP 1.28) 

(IP 1.29) 

At the end of attack, final QoS constraint must be satisfied. 

final thresholdW W

(IP 1.30) 
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All the defense strategies are adopted only if the risk levels are lower 

than a predefined threshold. ( , , , )
idefense hops degree priority thresholds  , 

where i S

(IP 1.31) 

Explanation of the objective function:

Objective function: Our problem is a bi-level MinMax problem like in (IP 1). 

Commander would adjust their attack strategies first in order to maximize the 

success probability. Second, defender then figure out their best corresponding 

defense strategy to minimum these maximum probability. 

(IP 1.1) and (IP 1.2): these two constraints show all possible solution of attacking 

and defending strategies.

(IP 1.3) ~ (IP 1.5): these three constraints are defender’s budget distribution 

constraints, all of them cannot be zero. 

(IP 1.6): the capacity of all links cannot lower than zero. 

(IP 1.7): the cost of constructing a link cannot lower than zero. 

(IP 1.8): the cost of deploying intermediate nodes cannot lower than zero. 

(IP 1.9): the sum of constructing core nodes, intermediate nodes and links cannot 

exceeds the constructing topology’s budget. 

(IP 1.10): the cost of deploying proactive defense resource on each node cannot 
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lower than zero. 

(IP 1.11): the total cost of proactive defense resource cannot exceed the budget 

distributing to proactive defense. 

(IP 1.12): honeypot should at least be equipped with one function. 

(IP 1.13) ~ (IP 1.15): these three constraints are binary restrictions on decision 

variables.

(IP 1.16): total cost of constructing cloud security agent cannot exceed its budget. 

(IP 1.17): cost of constructing all VMMs cannot less than zero.

(IP 1.18): the number of VM on VMM cannot greater than the maximum number 

of VMs in level p.   

(IP 1.19): the total cost of virtualization cannot exceed the budget of deploying 

virtualization.

(IP 1.20): the total cost of honeypot cannot exceed the budget of deploying 

honeypots. 

(IP 1.21): the total cost of constructing redundancy cannot exceed budget of 

deploying redundancy. 

(IP 1.22): the total budget of all kinds of reactive defense cannot exceed the budget 

of reactive defense resource. 

(IP 1.23): the budget of all purposes cannot exceed defender’s budget. 
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(IP 1.24): the sum of compromise time cannot greater than the time threshold that 

compromising the network.

(IP 1.25) ~ (IP 1.27): the cost each types of reactive defense cannot lower than 

zero.

(IP 1.28) ~ (IP 1.30): the average QoS cannot lower than threshold that legitimate

users request during the attack process.

(IP 1.31): defender can only activate reactive defense mechanism when the risk 

status is dangerous higher than expected value.  
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Chapter 3 Solution Approach

3.1 Mathematical Programming 

Mathematical programming is a popular method to solve the optimal problem. 

Mathematical programming is the selection of a best element (with regard to some 

criteria) from some set of available alternatives. Hence, it is very suitable to use 

mathematical programming to solve our problem because our problem is also want to 

select the best solution in all kinds of defense strategies in order to maximize system 

survivability.  

There are three ways to evaluate performance: best case, average case and worst 

case. Using best case to evaluate performance will be too optimistic since best case is 

seldom happened. If using best case to evaluate situation, it may cause decision-makers

make wrong decision facing the problem. Worst case is also an extreme processing 

method because it is seldom happened, too. If using worst case to solve the problem 

means attackers has complete information about the network topology which will help 

them easily compromised network and it is unusual in the real world. Therefore, we use 

average case to evaluate performance. Commander only has incomplete information 

about the network topology and they need to base on this information to make decision. 
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3.2 Monte Carlo Simulation 

Because we assume that commander only has incomplete information, it will lead 

defender needs to face all kinds of attack strategies with different attackers group. Worst 

of all, different commander will make different decision based on all kinds of attributes 

and various of situations which will make the problem more complicate. It is difficult to

only use simple mathematical model to handle average case. Hence, we need to 

combine another approach called Monte Carlo simulation to help us solve the problem 

[44].

Monte Carlo simulation can use in many domain; it use to deal with problem which 

is unfeasible or impossible to compute with a deterministic algorithm. Monte Carlo 

simulation can solve complex, non-linear, involving many uncertain’ s problem by 

repeating random sampling to compute the results and execute more experiments may 

have higher probability to get the result closing to real situation. Even though it needs 

more time to compute to get the final result since it needs to execute thousands of times, 

it still a good manner to solve those non-deterministic problem. Since our problem has a 

lot of uncertainty of both attack and defense strategies, we adopt Monte Carlo 

simulation to simulate attack-defense scenarios.
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3.3 Problem Evaluation Process

As we mentioned before, we combine mathematical programming and Monte Carlo 

Simulation to solve the problem and use Monte Carlo simulation to evaluate the 

network survivability. In the execute process, it will also collect some useful 

information which can help us find out the effective defense strategy and resource 

allocation dealing with different kinds of situation. The following we will introduce 

evaluation process. 

Evaluation Process: 

First, defender would determine a defense configuration randomly. Defender needs 

to decide topology configuration and all kinds of resource allocation. Second, we need 

to know the performance of the initial configuration afterward we can enhance to 

configuration. Therefore, we evaluation this initial configuration by running M times of 

simulations with different commanders. Monte Carlo Simulations needs to execute 

certain times which will make the result more close to the average case. We decide to 

rum M times experiment. We will also base on the relationship between success attack 

times and total evaluation times to adjust value M to find out the ideal number of total 

evaluation time. After running M times evaluations, we will use average service 

compromise probability as the standard to compare with the result after enhancement. 
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Third, we will adjust attack and defense configuration by enhancement process

which we will introduce in 3.4 and it will come up with a new configuration. Fourth, we 

then use this new defense configuration evaluate its performance again by running M 

times simulations. The third and fourth steps will repeat several times until reach the 

terminal condition. Defender who will choose an expected number of enhancement

times in advance. When reaching that times, it will end enhancement process. Another 

situation is that enhancement process cannot help quality getting better then after certain 

times we will terminate simulation. Fifth, we will get a result from enhancement process,

and then we can use it to compare with the initial one. We can see the whole evaluation 

process in Figure 3-1.  
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Figure 3-1: Flow Chart of Enhancement Process 
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3.4 Policy Enhancement

In this section, we will introduce the enhancement process that we mentioned 

before. Both commander and defender will enhance their strategies and resource

allocation in order to reach their goal. Commander would want to maximize their 

compromising success probability and defender would want to minimize the value in 

other word is want to maximize network’s survivability. We will introduce both 

commander and defender’s enhancement in the following. 

3.4.1 Commander Enhancement

There are three kinds of attacking strategies to compromise the node which are 

collaborative attack, non-collaborative attack and pretend to attack. The commander 

enhancement is to choose the best strategies in order to increase the chance of 

compromising the network. 

Collaborative attack is attacking by several attackers to compromise a node. 

Non-collaborative is attacking by single attacker to attack the victim node. Pretend to 

attack is like the literally means. Commander would send an attacker with low energy 

and capability to attack. Commander will score the victim node by considering traffic, 

proactive defense resource and the failure time of attacking this node and it will give

divide a score between 0-1. Commander will base on this score to decide which
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attacking strategy they want to use. This score is represent commander how badly wants 

to compromise this node. Hence, if this score is high represent commander wants to 

compromise this node badly and commander will adopt collaborative attack and the 

following are non-collaborative attack and pretend to attack. 

We will enhance the attacking strategies by adjust the score’s threshold of three 

attacking strategies. We will use exhaustive search to see all possibility and its related 

success probability to find out the best boundaries. The score’s threshold will adjust 0.1 

once a time.

3.4.2 Defender Enhancement

Initial defense configuration is according to heuristic method to evaluate. We will 

use hops from node to core node and node’s link degree to estimate each node’s

importance. Node which is close to core node (numbers of hop is lees) and link degree 

is higher is more important. After evaluation process, we will collect useful information 

from initial defense configuration. Defender then can use this information to adjust their 

configuration and resource allocation in order to enhance their survivability.  

In the following, we will introduce two defender enhancement approaches:

“Definition of Gradient” and “Local Information Estimation”.  

(1) Enhancement by local information estimate
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The whole idea of local information estimation is too decrease the unnecessary

expense and add more resource to useful defense strategies. Therefore, if one strategy or 

node is useless then we might consider removing it and if one defense strategy shows 

good effect we may consider adding more. We will base on previous information and 

some rules to make decisions. The process will relax budget constraint first; we can add 

more resource on defense strategies or nodes which we think effective. Second, since 

defender still only have limited budget, we need to remove some relative useless 

defense strategies or nodes by using expected value to evaluate.

In the enhancement process, first we will evaluate the topology status and see 

where should add some nodes or links and then evaluate the new topology’s

performance. Second, we then base on this new topology to increase each node’s

proactive defense resource; then use the new topology and new proactive defense 

resource allocation to evaluate the performance. Third, we will use the new 

configuration to increase reactive defense by node and then also evaluate the 

performance. In the whole increasing process, we will base on the information getting 

from evaluation process and heuristic rule.  

But we need to get primal feasible by dropping some resource that is relative 

useless since defender has limited budget we cannot just increase resource. We will use 

expected value to evaluate useless resource allocation and decrease until budget fit with 
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the constraint. Different defense strategies will use different formulation computing a 

expected value and choose the smallest one to decrease. Keep choosing and decrease 

until fit the budget constraint. Finally, we will get the final solution which is fitting the 

budget constraint and use this result to compare with the initial one to see the enhance 

result is better or not. The process is like Figure 3-2 as below. 

Figure 3-2: The process of enhancement by local information estimate
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In the following, we will introduce the first three steps in detail.

Adjust topology 

Adjusting topology can separate as two parts: remove nodes and then add new 

nodes. Not only we need to consider malicious attack but also need to keep an eye on 

natural disaster.   

To deal with natural disaster, we want to reduce the risk that nodes being destroy 

by natural disaster. Hence, we will estimate each node’s location and the frequency of 

being destroyed by natural disaster. If nodes are too close to the seismic zone or often

destroyed by natural disaster, removing those nodes maybe can increase system’s

survivability. In the same way, if we need to add new nodes, we also need to avoid 

installing nodes around the seismic zone. 

In addition, we examine other factors in order to deal with malicious attack. We 

want to draw those nodes that are both used less to users and attackers. We use link 

capacity and the number of being attacked as the indexes to estimate each node’s degree 

of importance and draw the useless nodes.  

The second part: adding new nodes. We want to increase the distance from edge 

node to core node. Therefore, we use hops to core node and being compromised rate as 

indexes to estimate whether adding new nodes or not. Attackers then need to spend 

more effort compromising the system. 
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Adjust proactive defense resource and reactive defense resource

Each defense resource will use different factors to compute scores and using two 

methods (defense front and minimum cut) to select nodes that need to increase defense 

resource with different resource types. First, we will introduce two methods: defense 

front and minimum cut. If the node is at the defense front or minimum cut, which means 

it is suitable to increase that kind of defense resource. We will add that kind of defense 

at the node. 

Defense front:

We want to put right defense at right place. We use defense front to help us achieve

this goal. We want to construct a castle like defense front. We can put more resource at 

the defense front. Different defense resource will have different rules to help us 

construct defense front. We will use grid topology and with 25 nodes to show how to 

construct defense front. 

Take false target as example. We want to cheat attackers whose attack goal is steal 

confidential information. Because only that kind of attacker will being cheated by false 

target and stop attacking. Hence, we use times of being targeted by attackers when their 

goal is stealing information as index to construct defense front. Figure 3-3 is each

node’s score distribution. The number is represented its score. We want to choose those 

nodes are frequent targeted by attackers.
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Figure 3-3: Score distribution

Therefore, these three nodes marked with red color is the top three of all 25 nodes as 

Figure 3-4. 

Figure 3-4: Score distribution (2) 

78 
 



We will use these three nodes as start point and end point. Each time choose 

two nodes as start point and end point to find out shortest path, but when finding 

shortest path we still considerate each node’s score. We will choose the one whose 

score is better than neighbors. The result shows as below Figure 3-5. This is 

defense front of false target. The nodes those at the defense front are suitable for 

installing false target. 

Figure 3-5: Defense front 

Minimum cut:

For many problems, it is hard to directly find out its solution. But sometimes by the 

mean time of solving another problem, it also finds out the primal problem’s solution. 

Maximum flow minimum cut is a good example. By solving minimum cut, it also 
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obtains maximum flow. Therefore, we want to use minimum cut to help us find out the 

right place to put defense resource. Dealing different defense resources can use different 

factors as the weight and find each defense resource’s minimum cut. By solving 

minimum cut problem, we may find out the weakest part or the strongest part. Then we 

can put suitable defense resource on those nodes that are at minimum cut. 

For example, we use the ratio of attacker’s remaining budget as the index to 

estimate where should put more proactive defense resource. If the node’s score is small

which is good means even though attacker reach that node it has high probability that 

attacker doesn’t have enough budget to compromise the node. We only need to put more 

money on those nodes and the compromised probability may decrease a lot. Each 

service will use this index to find out a minimum cut. We can select to put more 

proactive defense on those nodes to protect those core nodes that behind them.  

We use two methods to construct minimum cut. First one is construct a virtual start 

point and virtual end point. We link all edge nodes to virtual start point and all core 

nodes to virtual end point. We then use this graph to construct minimum cut. Every 

service will build a minimum cut. Figure 3-6 is an example of minimum cut. 

Second one is using every edge node as start point and construct minimum cut for 

each service. If use mini scale of topology, that would construct six minimum cuts (3 

terminal nodes * 2 service type). The final result would use union set of all minimum 
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cuts.  

Figure 3-6: Minimum cut of proactive defense resource 

The following table 3-1 shows the indicators adopted by each defense resource. We

will use these indicators as input parameters to construct each defense resource’s

defense front or minimum cut.  

Table 3-1: Indicators of each defense resource  

Proactive defense resource:

Ratio of attacker’s remaining budget.

Virtual machine monitor:

The number of failure attack on each node. 

The ratio of detected attacked times on each node.

Honeypot- fake traffic:
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Times of being visiting by users.

Honeypot- false target:

Times of being targeted by attackers when their goal is stealing 

information. 

Cloud security: 

Attacker’s remaining budget.

The ratio of detected attacked times on each node.

Distance from current node to terminal nodes. 

Redundancy: 

Total being attacked rate. 

Total being compromised rate.

The frequency of being destroyed by earthquake. 

Distance from current node to terminal nodes. 

After construct minimum cut or defense front, we still use some indicators to 

estimate each node at the defense front or minimum cut in order to make sure those 

nodes are suitable to increase more budget on them. Table 3-2 shows factors of each 

defense resource that we estimate. 
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Table 3-2: Indicators of each defense resource (2) 

Virtual machine monitor:

The same factors as Table 3-1. 

Honeypot- fake traffic

Hops to core node. 

Honeypot- false target

Node’s total being compromised rate. 

Cloud security 

Using compromised probability and proactive defense resource as indexes. 

Redundancy 

The same factors as Table 3-1. 

(2) Definition of Gradient 

The idea is similar with local information estimation. We want to find out useful 

defense strategies. We adopt mathematical method Gradient to evaluate configuration’s

performance. We also will relax the budget constraint first, then defender can increase 

more resource on every resource type. After that, we will use other rules to decrease  

resource in order to fit the budget constraint again. 

First, we will increase the same amount  on topology, proactive defense resource, 
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and each reactive defense resource. We also use defense front or minimum cut to help 

us find out which node should increase resource. We use the same indicators as we 

mentioned before.  

Next step, we will compute the derivative id of each resource types using the 

following formulate to estimate effect of each defense resource: 

i
Z Zd (Eq. 3.1) 

where

: is service being compromised probability after increasing  amount resource 

: Z is the origin configuration that being compromised probability  

We use to choose which defense resource is better and will actually put more 

resource on it. We use following formulation to compute the increase amount: 

= (1 + ) × (Eq. 3.2) 

Where 

k: k is which iteration 

In the increasing process, we also use defense front or minimum cut to help us find 

suitable nodes.  

After increasing process, we still need to decrease budget in order to fit the original 

budget constraint. We will use again to find the worst defense resource and remove 

some budget from it and repeat until fit the budget constraint.
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3.5 Initial Allocation Scheme 

In the following, we will introduce our initial allocation scheme such as topology 

generation and defense resource allocation method.  

3.5.1 Topology Generation 

There are three kinds of topology that can construct in our thesis which are grid, 

scale-free and random. Because the amount of nodes and links will affect other defense 

resource due to the total budget constraint, which may influence evaluation result, we 

will control the amount of nodes and links in different topology type to make it more 

similar. We use the algorithms mentioned in [46] and [47] to construct scale-free and 

random topology.  

3.5.2 Proactive Defense Resource Allocation 

We will deploy proactive defense resource on every node and use two major

factors which are hops to core node and link degrees to estimate the importance of node 

in order to determine the amount of proactive defense resource on every node.

If the node is close to core node, we need to avoid attacker getting through the node and 

reach to core node. Hence, we will put more proactive resource on the nodes that is 

close to core nodes. We also use node’s link degree as another indicator. Higher link 
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degree will have higher probability that attackers will reach to the node. Thus, the node 

will have higher probability being attacked and need more protection. There are also 

some other factors that we care. For instance, terminal nodes and core nodes will need 

more protection than others and we also will base on different reactive defense resource 

to do some adjustment.  

3.5.3 Reactive Defense Resource Allocation  

Reactive defense resource is another strong protection against to malicious attacker 

and natural disaster. We need to make sure reactive defense resource indeed exert its

function. The location and the amount of reactive resource will become very important.

For example, if attacker compromised false target, it has a chance can let attacker 

believe that he has successfully stolen the confidential information. Therefore, it is good 

choice to allocate false target on the way to core node. Fake traffic honeypot will need 

to have some distance with core node because it needs time to distract attackers heading 

to other direction. If it is too close to core node, it will lose its original effect. Different 

reactive defense gave different characteristic. We need to use these characteristics to 

well allocate our limited budget. At initial configuration, we will equally distribute 

budget on every reactive defense resource since we don’t know which defense resource 
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is better. The investing amount of reactive defense resource and each one’s location will 

have further adjustment by enhancement process.   
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Chapter 4 Computational Simulations 

4.1 Experiment Environment 

Our entire experiment is written in C language in Code::Blocks 10.05. The 

experiment is executed on our desktop with Intel Core i7-3770 CPU 3.40 GHz and with 

16 G main memory and the operating system is Microsoft Windows 7. The system 

parameters are showed at Table 4-1 as below.

Table 4-1: System Parameters

Parameter Value

CPU Intel Core i7-3770K e.40GHz 

Main Memory 16.0 GB 

Operating System Microsoft Windows 7

Programming Language C 

IDE Code::Blocks 10.05 

Compiler GNU GCC

Except three kinds of topology type: grid, random and scale-free, we also construct 

different topology scale. Each kind of topology type has five scales. Each scale has 

different number of nodes, core nodes, service type and total budget. The larger scale of 

topology, the more budget of defender has. The detail parameters are showed as below 

Table 4-2. 

88 
 

iiiooooonnnnnnssss



Table 4-2: Parameters of Defender

Parameters Value

Topology Type Grid, Random, Scale-free

Topology Scale Mini Tiny Small Medium Big

No. of Nodes 9 25 49 100 169

No. of Terminal 1 3 5 5 5

No. of Service 1 2 3 3 4

No. of Core Node (2) (2,2) (2,2,4) (2,4,7) (2,2,4,7) 

Weight of Each Service (1) (1,1) (1,1,2) (1,2,3) (1,1,2,3) 

Total Budget 500000 1,500,000 2,700,000 5,600,000 11,500,000

The parameters of commanders are showed as below Table 4-3. We use normal 

distribution to generate commanders’ budge, the number of attackers that he led and 

those attackers’ characteristic such as energy, capability and harmonization. 

Commander’s attack goal can divide into two parts: steal confidential information and 

disruption as his goal.  

Table 4-3: Parameters of Commander

Parameter Value

Commander’s total budget 2,000,000 – 4,000,000 

Goal Steal confidential information
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Service disruption 

No. of attackers per group 5-14 

Attacker’s energy 80-120 

Capability of attacker 0.7-1.3 

Harmonization of attacker 0-100 

Parameters of natural disaster are showed as below Table 4-4 and Table 4-5. We 

will generate several seismic zones by normal distribution. Different topology scale will 

contain different number of seismic zone. There are total eleven Richter scales. We only 

deal with from four to nine scales. Because from zero to three Richter scale barely 

impact building and ten Richter scales is rare happened. We adopt historical statistic 

data which is described each scale’s probability of occurrence as we mention before. 

The reason of cause fire can divide into three types: heating, electrical malfunction and 

others. We also adopt historical static data which is described each type’s probability of 

occurrence as we mentioned before.  

Table 4-4: Parameters of Earthquake

Parameter Value

Seismic zone Tiny:3 Mini:5 Medium:8 Big:12 Big:17

Richter scale Only deal with 4-9 

Probability of 

occurrence

4 5 6 7 8 9

0.6564 0.0864 0.0064 0.0004 0.0002 0.0001
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Table 4-5: Parameters of Fire

Parameter Value

The reason of cause fire heating, electrical malfunction and others

Probability of occurrence
Heating electrical malfunction Others

0.13 0.08 0.79

Impact range 2 scale

4.2 Simulation Result 

4.2.1 Convergence Evaluation Times 

It is important to find out a suitable evaluation times. If the evaluation time is too 

small not enough, we cannot get stable result. Hence, we need to find out evaluation 

times first. We decide a converge experiment. We use grid topology with 25 nodes to 

execute the experiment. We run plenty of times simulation and compute to cumulative 

compromised probability. Every 1000 times, we collect the result and compute average 

compromised probability as a unit and the average compromised probability is .

Every 1000 times, we will compare cumulative compromised probability until this time

with the cumulative compromised probability of previous (n-1) times’ result. Using 

mathematical express is comparing ( )/  and ( )/( 1). If the 

difference is less than 0.0001, we will count one time. It needs to accumulate to 50 
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times which is less than 0.0001. We will consider the result as convergence. The 

experiment result is showed as below in Figure 4-1. At the beginning, the compromised 

probability is still very unstable. By increasing the simulation times, probability 

becomes stable and reaches the stopped condition. We total run five times and adopt 

70,000 as our simulation times.  

 

Figure 4-1: The experiment result of convergence 

4.2.2 Robustness Experiment 

In this section, we show the result of robustness experiment with different topology 

type and scale as below Figure 4-2. As we can see, using same topology scale with 

different topology type still retain similar trend. Compromised probability is strongly 

affected by topology scale. It is difficult to compromise the system when the topology 

scale is bigger since attacker needs to compromise more nodes to achieve their goal and 
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also big topology scale can contain more variety of defense resource because it has

more nodes to put those defenses on it. The depth of topology will also influence 

performance of reactive defense resource. Similarly, since grid topology has higher 

average hops to core node, its compromised probability is lower than other two 

topologies with the same topology scale.  

Figure 4-2: Compromised probability of different kinds of topology and scale 

4.3 Enhancement Result 

We want to help defender increase their survivability by adjust their defense 

resource allocation and topology. We will use two enhancement methods: local 

information estimate and definition of gradient to estimate our enhance effect. We use 

grid topology with 25 nodes to simulation. We use the same commander, defenders, 

topology and disasters as input parameters to estimate each experiment.
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4.3.1 Enhancement by local information  

When evaluate which node should increase defense budget, we will use two 

different methods defense front and minimum cut as we mentioned before to do the 

experiment.

Defense front

First, we introduce the enhancement result using defense front. Compromised 

probability is decrease from 0.734277 to 0.41527. First we will discuss the change of 

topology. Figure 4-3 is the initial topology. We have two services corresponding to two 

core nodes and have three edge nodes. Figure 4-4 is the topology after enhancement. 

The skull sign is represented the seismic zone.  

Figure 4-3: Initial topology
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Figure 4-4: Topology after enhancement

We can see there are two nodes being removed and add four nodes at other place. 

The two nodes being removed are close to seismic zone. We also add new nodes on the 

path to core nodes. It can help defender deplete attacker’s budget and decrease 

compromised probability. 

Figure 4-5 is the initial configuration (without proactive defense resource) and 

Figure 4-6 is the configuration after enhancement.  
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Figure 4-5: Initial configuration 

Figure 4-6: Configuration after enhancement
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As you can see, those nodes that are close to edge nodes, we install false target 

trying to fool attacker to stop attacking. Many core nodes are install virtual machine and 

their group member are put close to edge node. As long as those nodes with virtual 

machine are not being compromised, those nodes which are in the same group can 

increase their defense intensity. Hence, core nodes can keep increasing intensity make 

them difficult to compromised. Virtual machine can collocate with cloud security. 

Because when activating cloud security, the node become hard to compromise and it as 

long as nodes not being compromised it can activate local defense and increase its 

defense strength. It also increases three redundancies and put those redundancies far 

away edge nodes. Figure 4-7 and Figure 4-8 show distribution of proactive defense 

resource and Table 4-6 shows some data about enhancement. The numbers means 

proactive defense resource on each node. 
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Figure 4-7: Initial proactive defense distribution

Figure 4-8: Proactive defense distribution after enhancement
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Table 4-6: Experimental Data  

Before enhance After enhance

Compromised probability 0.734277 0.41527

No of nodes 25 27

Budget of topology 450000 449000

Budget of proactive defense 415500 124500

Budget of reactive defense 214500 506500

As you can see, proactive defense resource decreases a lot. It is because cloud 

security and virtual machine already can provide enough protection. We don’t need to 

put too much budget on proactive defense resource.  

Minimum cut 

Now, we use the same topology, commanders, user and defender to run 

enhancement test. We use minimum cut to help us find which node should increase 

budget. Figure 4-9 shows the configuration after enhancement using minimum cut (with 

virtual start and end point) and Figure 4-10 show the configuration after enhancement 

also using minimum cut but without virtual start and end point directly using edge node 

as start point. The initial configuration is like Figure 4-5. Those circles represent nodes 

that are in the same virtual machine monitor group. Table 4-7 shows some experiment 

data.
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Figure 4-9: Configuration after enhancement (with virtual start and end point) 

Figure 4-10: Configuration after enhancement (without virtual start and end point) 
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Table 4-7: Experiment data

With virtual 

node 

Without virtual 

node 

Defense front

Compromised probability(before) 0.734530 0.738271 0.734277

Compromised probability(after) 0.454835 0.396389 0.41527

No of nodes 27 27 27

Budget of topology 455000 446000 449000

Budget of proactive defense 307500 245000 124500

Budget of reactive defense 317500 389000 506500

No of honeypot 5 0 8

No of virtual machine  2 16 (3,3,3,3,3,1) 6 (2,2,2) 

No of redundancy 4 (2,2)  4(1,3) 4 (2,2) 

No of cloud security agent 10 18 17

First, we see topology configuration. These two topologies are similar to previous 

one in Figure4-4. Still hold the principle of drawing the nodes that are close to seismic

zone and add new nodes on the path to core nodes in order to consume attacker’s budget 

and decrease the possibility of attacking core nodes.  

The configuration of minimum cut with virtual node is similar with defense front. 

Both of them put some budget on deploying false target to cheat attackers. But 

configuration of defense front put more budget on constructing virtual machine and 

cloud security, using these two defense strategies to keep increase nodes’ intensity. The 
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other one choose to put more budget on proactive defense resource. But since this 

method (with virtual node) each service only choose one terminal node which has better 

performance and one core node to find minimum cut, so some place might be ignore 

since those nodes don’t at the cut. It may be the reason why this configuration doesn’t

improve that much compares to defense front.  

The configuration of minimum cut without virtual node totally use cloud security, 

virtual machine and proactive defense to strength system’s intensity. Every core node 

belongs to one group and deploy virtual machine near edge node helping core node keep 

increase its intensity. It is also an efficient way to protect system.   

4.3.2 Enhancement by definition of gradient 

Now, we use the same commander, user, defender and topology to run the experiment of 

definition of gradient. We use grid topology with 25 nodes and use minimum cut 

without virtual node as the increasing method. Figure 4-10 shows the configuration after 

enhancement and Table 4-7 shows some experiment data. 
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Figure 4-11: Configuration after enhancement by definition of gradient (using minimum 

cut and without virtual node) 

Table 4-7: Experiment data (minimum cut without virtual node)

Definition by gradient Local information estimate

Compromised 

probability(before) 

0.733321 0.738271

Compromised 

probability(after) 

0.394301 0.396389

No of node 23 27

Budget of topology 412000 446000

Budget of proactive defense 479645 245000

Budget of reactive defense 185000 389000
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No of honeypot 10 0

No of virtual machine 15(3,3,3,3,3) 16 (3,3,3,3,3,1) 

No of redundancy 1 4(1,3) 

No of cloud security agent 2 18

There are a lot of differences between two methods. They both use many virtual 

machines to strength their intensity. But in definition of gradient chooses to put more 

resource on proactive defense instead of using cloud security to strengthen the defense 

and use honeypot to cheat attackers in order to let attacker stop attacking. From those 

experiments, we can see using different method end up with different configuration and 

all of them all help us improve system survivability. 

104 
 

,,,11)11)1) 



Chapter 5 Conclusion and Future Work 

When dealing with cyber-attack and natural disaster, defender needs to strengthen 

their defense in order to increase system’s survivability. In our scenario, we provide 

several defense strategies to help defender against to malicious attack and natural 

disaster. Our purpose is to help defender find out effective defense strategy and resource 

allocation to optimize survivability of network. This problem is a bi-level problem. 

Commander would try to maximize their compromised probability by adjusting their

attack strategies and defender will try to minimize compromised probability by finding 

out suitable resource combination. This complex problem, we use mathematical

programming combined Monte Carlo Stimulation to help us solve this problem since 

there are various of attack and defense strategies and full of uncertainty. Furthermore, 

we use two enhancement methods (Local Information Estimate and Definition by 

Gradient) to help us keep improving the result. In the enhancement process, we adopt 

two ideas to help us find out better solution which are Defense Front and Minimum Cut. 

From the experiments that we do can see it actually improves a lot. In addition, even 

though using different configuration as long as its allocation is appropriate and match 

properly, all of them can help defender well against attackers.

In future research, we will expand the defense mechanisms adopting new defense 
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strategies in our scenario. Besides, we will keep trying other enhancement methods or 

rules in order to find out the optimal solution.  
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