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Abstract

Due to the effect of IR-drop and Ldi/dt, power supply noise can cause yield loss
when testing VLSI chips. In this thesis, we propose a power-supply-noise-aware
dynamic timing analyzer, IDEA (IR-Drop-aware Efficient timing Analyzer). The
proposed analyzer provides reasonable accuracy at much faster speed than existing tools.
This technique is very scalable because it is based on linear functions, instead of solving
nonlinear functions. The experimental results show, for small circuits, the error is less
than 90% and the runtime is about 288,000 times shorter compared with HSPICE. For
large circuits, we achieved eight times speed up compared with NANOSIM with error
less than 50%. IDEA identifies 12366 timing-violation test patterns (out of 31K test
patterns) for a 1M gate benchmark circuit which are difficult to detect by traditional
techniques.

Key Words: power supply noise, IR-drop, Ldi/dt, charge, dynamic timing analyzer.
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Chapter 1 Introduction
1.1 Motivation

Power supply noise (PSN) becomes an important concern for VLSI system design
and test [Shepard 1996][Saxena 2003][Wang 2005][Tehranipoor 2010]. PSN reduces
the actual voltages supplied to logic gates, which also reduces signal integrity [Ma 2009].
Excessive PSN can degrade circuit performance by inducing extra gate delay, or even
lead to timing failure of logic gates [Chen 1997][Jiang 1999]. It is also a well-known
problem that excessive PSN during test can induce significant yield loss [Wang 2006][Li
2013]. Moreover, with technology scaling and power supply voltage lowering, path
delay becomes more sensitive to power supply voltage, as shown in Figure 1.1 [Okumura
2010]. X axis is PSN (AV) and Y axis is extra delay ratio, which is the ratio of extra
path delay to path delay (ADpatn/Dpatn). Figure 1.1 shows extra delay ratio at 45nm is

about five times bigger than at 180nm when AV=0.2V.

4 = 45nm (V,=1.1V)
--- 180nm (V4=1.8V)

Figure 1.1 Comparison of extra delay ratio between 180nm and 45nm [Okumura 2010]

1



PSN can be classified into (1) IR-drop due to the parasitic resistances of on-chip

interconnects, and (2) Ldi/dt due to package inductance. The first component (IR-drop)

is a high-frequency noise, which is generated by switching gates. Traditional IR-drop

analyzer shows the IR drop waveform or hot spot maps, but it is not clear how to translate

IR-drop waveform to timing. The second component (Ldi/dt) is a mid-frequency noise,

which is generated by off-chip inductance or package inductance [Ma 2011][Aparicio

2012]. Figure 1.2 compares IR-drop maps without package effects and with package

effects. In Figure 1.2(a), the worst-case IR-drop without package effects is 147.5mV.

In Figure 1.2(b), the worst-case IR-drop with package effects is 179.3mV. It can be

seen that the effects of package need to be considered since we may overestimate circuit

performance by ignoring package effects.

Plot
]
]
E
]
o]
o]

rk/1ib_ver e_ir,gif | Thu tov

Figure 1.2 IR-drop maps (a) without package effects and (b) with package effects

[Cadence 2009]
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PSN-aware timing analysis can be classified into two classes.  Static timing
analysis does not require input patterns whereas dynamic timing analysis does.  Static
timing analysis is computationally efficient but it has problems to determine the value of
PSN [Enami 2008]. Existing dynamic timing analysis tool is accurate but slow. For
example, a commercial tool takes about twenty days to simulate all 31K test patterns for
a million-gate benchmark circuit. Therefore, fast dynamic timing analysis for all test
patterns is much needed to ensure both good test quality and low yield loss.

1.2 Proposed Technique

Figure 1.3 shows the concept of our approach to implement PSN-aware timing
analysis.  Since a single clock period is long, average PSN estimation for a whole clock
period is not accurate enough.  Therefore, we divide a clock period into non-overlapping
equal-length windows. We sum up charges for every switching gate in this window,
which divided by window width equals average current. We solve G-V +C-V'=1
matrix to obtain average PSN in this window by KLU matrix solver [Davis 2010], where
the I vector is obtained from average current. Finally, we use function of charges to
translate average PSN to extra gate delay.

We model extra gate delay as a function of charges, which is stored in the output
capacitor.  Since the voltages supplied to logic gates determine the charges stored in the

capacitor, the charges are the linear function of average PSN. Therefore, the impact of

3



applying different current model is small.

) Window width

FPpetPpet

Charge model

Clock period

>Q
KLU matrix solver
Average PSN

l Linear function of charges

Extra gate delay

Figure 1.3 Concept of our approach

In this thesis, we propose a PSN-aware dynamic timing analyzer, IDEA (IR-Drop-
aware Efficient timing Analyzer). Figure 1.4 shows the overall flow of IDEA. After
performing timed logic simulation, the information of every switching gate is obtained.
In window partition, IDEA partitions a clock period into non-overlapping windows. In
every window, charge model for a switching gate is obtained from Synopsys library (.lib)
file and is used in average PSN estimation. IDEA performs extra gate delay estimation
for every switching gate in this window. If there is no more windows to process, IDEA
produces PSN-aware path delay by total path delay calculation, which is the summation
of all nominal gate delay and extra gate delay on the path. Finally, IDEA reports path

with maximum total path delay for every test pattern.
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Figure 1.4 Overall flow of our proposed technique

In our experiments, IDEA has been applied to two cases. One case only considers
the impact of IR-drop on path delay and the other considers both Ldi/dt and IR-drop.
The results indicate the need for considering both Ldi/dt and IR-drop during dynamic
timing analysis. Figure 1.5 shows path delay without PSN and with PSN (X axis) for
the benchmark circuit leon3mp (1M gates). Y axis shows the number of test patterns in
every interval. The histogram shows the importance of PSN since path delay increases

significantly due to PSN.
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Figure 1.5 Histogram of path delay without PSN and with PSN (leon3mp)

Our tool has three advantages over traditional techniques. 1) IDEA models gate
delay as linear equations, instead of nonlinear equations, so the runtime is very short. 2)
IDEA models gate delay as a function of charges, instead of voltage, so that gate delay
can be modeled accurately without database characterization. 3) IDEA considers both
Ldi/dt and IR-drop altogether. In spite of the above, our tool has a limitation: the
number of continuous clock cycles is limited by accumulated PSN error.  The reason is
that we use window width (about ninety times larger than a time step) as a time unit of
simulation.

1.3  Contributions
This thesis has the following contributions to the research of PSN-aware dynamic

timing analyzer.



e IDEA accurately estimates extra path delay, whose error is less than 1% compared
with a commercial circuit simulator, HSPICE.

e IDEA achieves eight times speed up compared with a commercial tool, NANOSIM.

e IDEA models extra gate delay as functions of charge, so there is no characterization
cost.

e IDEAdynamically analyzes PSN-induced extra delay by solving both Ldi/dt and IR-
drop altogether.

1.4 Organization
The rest of the thesis is organized as follows. Chapter 2 reviews previous work

about PSN estimation, extra gate delay calculation and PSN-aware timing analysis.

Chapter 3 describes the details of IDEA. Chapter 4 shows experimental results on

benchmark circuits. Chapter 5 is the discussion. Chapter 6 concludes this thesis.



Chapter 2 Background

It has been shown that PSN cannot be ignored during timing analysis [Liou 2003].
PSN-aware timing analysis consists of two steps: PSN estimation and extra gate delay
calculation [Wang 2006].  Section 2.1 summarizes past researches about PSN estimation.
Section 2.2 summarizes past researches about translation from PSN to extra gate delay.
Section 2.3 summarizes past researches about PSN-aware timing analysis.

2.1  PSN Estimation

PSN is the noise on the power grid and ground grid, which is modeled as an RC or
RLC network. However, for VLSI system design, circuit simulation of such a
complicated network is infeasible, due to long runtime and memory limitation [Nassif
2000][Pant 2003][Wang 2006]. We summarize two solutions to estimate PSN without
intensive computation.  One solution is PSN model; the other is fast power grid analysis.

We review three simple PSN models, which are often used in past researches. In

[Wen 2005][Wen 2007], flip-flop toggle count (FFTC) is defined as

Ne
FFTC=>'S, (2.1)

i=1
, Where S; is the number of switches of flip-flop i and Nr is the total number of flip-flops.
In [Ahmed 2007], switching cycle average power (SCAP), which is the average power

consumed by a test pattern during the critical path delay (D), is defined a s



Ng
> C,xVDD?
SCAP ==

(2.2)
, Where C;j is the output capacitance of logic gate j, VDD is the nominal power supply

voltage and Ng is the total number of logic gates. In [Girard 2002][Remersaro 2006],

weighted switching activity (WSA) is defined as
Ng
WSA = Z;s F (2.3)
j=

, Where Sj is the number of switches of logic gate j, Fj is the number of fan-out logic gates.
These three metrics have no consideration on resistance and capacitance of the power
grid, location of switching gates and power pads. Hence, it has been shown that these
metrics do not correlate well with PSN [Varma 2012][Ding 2013].

The above simple PSN models are computationally efficient but inaccurate.
Therefore, we introduce three power grid analyses for RC or RLC network with much
shorter runtime than SPICE [Nassif 2000][Zhu 2003][Davis 2010].

In these three metrics, the analysis of RC or RLC network can be expressed as the
following differential equation, which uses MNA formulation:

GV+C-V'=I (2.4)
G is called conductance matrix. C includes the matrix of capacitance and inductance.
V is the solution vector composed of node voltages and inductor currents. V' is the

first derivative of V with respect to time.  To obtain the solution, backward Euler method
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(BE) is used to approximate V'. Equations (2.5) to (2.7) show the derivation of

applying BE method to equation (2.4). h is the time step size.

Vi(t+h) =V (t)+h-V't+h) (2.5)

GV (sh+C LEEMVO 2.6)
1

V(t+h):{G+%} -‘:I(t+h)+%~V(t)} 2.7)

In equation (2.7), if h holds constant, only one initial matrix inversion is required. For

large circuits, since the matrix inversion typically dominates the runtime of power grid

analysis, the use of a constant h results in large savings.

Apower grid reduction has been proposed in [Nassif 2000].  In all power grid nodes,

only nodes at extremities of rows/columns and at intersection of a row and a column are

kept, kept nodes; other nodes are removed, removed nodes. The nodes in reduced power

grid are first solved. The voltage of a removed node is calculated by a linear function,

which includes voltages of neighboring kept nodes and conductance between the removed

node and neighboring kept nodes.  Since the size of reduced power grid is much smaller

than original power grid, runtime and memory needed are significantly reduced.

Due to the timing of switching gates, PSN exhibits spatial variation, which means

some power grid nodes have more rapid voltage variations than other power grid nodes.

An adaptive algebraic multigrid method has been proposed in [Zhu 2003]. The basic

10



concept of multigrid is defining a hierarchy of a power grid, as shown in Figure 2.1.
Every node at coarse grid level represents a set of nodes at fine grid level. In adaptive
algebraic multigrid method, active regions with more PSN have relatively finer grid at
coarse grid level since active regions need more computation to model their behavior
accurately. The technique is used to speed up power grid analysis, taking advantage of

the spatial variation of PSN.

LG TTIE I IIIIE GG TIEIESE80A Fine grid level

LLLLLLLLLLLLLLALLLLLL L LLLL L
LLL LLL LLL LLL LLL LLLL

Coarse grid level

Figure 2.1 Concept of multigrid

These two techniques mentioned above are too expensive for practical use in
estimating PSN [Wang 2006]. KLU is a sparse LU factorization algorithm, which can
deal with sparse asymmetric matrices [Davis 2010]. KLU performs three steps. (1)
The matrix is permuted into Block Triangular Form (BTF), a symmetric permutation that
makes the matrix block upper triangular.  (2) The Approximate Minimum Degree (AMD)
ordering is used to fill-reducing order every block prior to LU factorization. (3)
Gilbert/Peierls’ left-looking LU factorization algorithm with partial pivoting is used to

factorize every block. The total runtime is reduced since every block size is small.

11



2.2 Extra Gate Delay Calculation

PSN can induce extra gate delay and degrade circuit performance [Tehranipoor
2010]. We summarize four important techniques in recent research papers to calculate
extra gate delay induced by PSN.

Extra gate delay is required to compute PSN, which is in turn required to compute
extra gate delay. The first method proposed a procedure with iterative computation
[Okumura 2010]. The procedure calculates average PSN during one time step at first,
and then iteratively increases the number of time steps. Extra gate delay is calculated
by a voltage-delay characteristic function, which is the function used to translate PSN to
extra gate delay. After n iterations, if the difference between nxh and extra gate delay
is smaller than h, the procedure finishes. h is the time step size. ~ Since the time step is
small, the method is accurate but slow.

For every gate in the library, SPICE simulation is performed under different
conditions, such as transition type, power supply voltage of driver gate and receiver gate,
input transition time, and output capacitance. The voltage-delay characteristic function
can be stored in a database [Wang 2007][Aparicio 2013].  Translation from PSN to extra
gate delay is done by table look-up, so runtime is short and the error is small.  Since the
database is obtained by intensive circuit simulation, the characterization cost is high.

The third method models the voltage-delay characteristic function as a regression

12



polynomial function [Wang 2006][Todri 2012]. For every gate in the library, SPICE

simulation is performed under different conditions, which is the same as the second

method, in order to compute extra gate delay variations.  Then coefficients for regression

polynomials are calculated. Since intensive circuit simulation is needed, the advantage

and the disadvantage is the same as the second method.

In the second method, SPICE simulation is performed under a lot of different

conditions to build the database, so the characterization cost is extremely high.  To avoid

such intensive circuit simulation, the third method proposed the voltage-delay

characteristic function using equivalent output capacitor [Hashimoto 2004] or equivalent

power supply voltage [Hashimoto 2008], which is compatible with static timing analysis.

Equivalent output capacitor and equivalent power supply voltage are used to reduce the

number of parameters in the voltage-delay characteristic function. The goal of

equivalent output capacitor is equalizing power supply voltages of driver gate and

receiver gate, which causes charging/discharging current variation [Hashimoto 2004].

Equivalent output capacitor, which means increasing/decreasing the output capacitance

in the same ratio as current variation, is used to keep the extra gate delay unchanged.

Average power supply voltage is used as equivalent power supply voltage [Hashimoto

2008].

TABLE 2.1 shows the comparison of techniques among recent research papers.

13



The third column ‘Circuit’ shows circuits used in experimental results.  The fourth

column ‘Error’ shows the error compared with SPICE. These techniques were applied

to small sample circuits only (such as NAND, INV and NOR).

TABLE 2.1 Comparison of previous translation from PSN to extra gate delay

Ref. Method Circuit Error
[Hashimoto 2004] | Equivalent Ten INV Average error is 1.6%
[Hashimoto 2008] | Equivalent Ten INV Average error is 0.5%

INV, NAND and | Error ranges from -2%
[Okumura 2010] | Iterative

NOR. to 2%
[Aparicio 2013] | Database One INV Maximal error is 0.35%
[Todri 2012] Regression Three INV Error is 3.2%

2.3  PSN-Aware Timing Analysis

There are existing researches about PSN-aware timing analysis, which perform on
circuits to ensure both good test quality and low vyield loss. We summarize three
important techniques in recent research papers for PSN-aware timing analysis.

Extra gate delay, which is obtained by the database, is used to update static standard
delay format (.sdf) by considering PSN effect and generate pattern-dependent

dynamic .sdf file for PSN-aware timing analysis [Peng 2010]. The database stores the

14



voltage-delay characteristic function. Since the database is used to translate PSN to

extra gate delay, characterization cost is high.

A gate-level event-driven simulator with two kinds of pre-characterized database is

used for PSN-aware timing analysis [Jiang 2013]. PM is the first database, which is

used to store PSN characteristic function, and TM is the second database, which is used

to store the voltage-delay characteristic function. For every set of simultaneous events,

PSN is calculated by PM and then extra gate delay is obtained by TM.  The start time of

the following events is updated by extra gate delay. There are two kinds of database that

need to build, so characterization cost is much higher.

With performance and memory limitations of SPICE simulation, it is impossible for

an entire VVLSI system design. SPICE simulation is performed on critical paths, which

IS extracted by static timing analyzer, under transient PSN waveform [Apache 2011].

Both SPICE and transient PSN waveform simulation are accurate but slow when applied

on big circuits.  Besides, critical paths can change owing to extra gate delay induced by

PSN, so the critical path delay obtained by this method may not be the worst case.

TABLE 2.2 shows the comparison of techniques among recent research papers.

The second column ‘Technique’ shows the main concept of PSN-aware timing analysis.

The third column ‘Method’ shows the main concept of translation from PSN to extra gate

delay used in the technique. The fourth column ‘Circuit’ shows circuits used for timing

15



analysis. The fifth column ‘Error’ shows PSN-aware path delay error compared with

SPICE. Technique ‘Dynamic .sdf file’ showed only correlation but not accuracy [Peng

2010]. Technique ‘Two kinds of database’ used a benchmark circuit of 30K gates [Jiang

2013]. Their runtime for p45 was 13 seconds per test pattern, which is still too slow for

practical use. Therefore, there is still no general and efficient method to perform PSN-

aware timing analysis so far.

TABLE 2.2 Comparison of previous PSN-aware timing analysis

Ref. Technique Method Circuit Error

Correlation
[Peng 2010] | Dynamic .sdf file | Database | s344 (32 gates)
coefficient is 0.95

Two kinds of

[Jiang 2013] Database | p45 (30.6K) N.A.
database
IDEA Linear Average error is
Window partition b17 (32.5K)
[This work] function 25.5%

16



Chapter 3 Proposed Techniques

We propose a new timing analyzer, IDEA, based on observations in Chapter 2.  The
advantages of IDEA are as follows. (1) We use windows, which is much larger than a
time step but smaller than a clock period, to find good balance between accuracy and
runtime. We do not need to calculate transient PSN for every time step. Instead, we
only need to calculate average PSN in a window. Silicon data have been shown that
average PSN correlates well with extra gate delay [Saint-Laurent 2004][Ogasahara 2007].
(2) IDEA models gate delay as a function of charges so that we do not need the voltage-
delay characteristic function. There is no need for SPICE simulation and
characterization. (3) IDEA is a dynamic timing analyzer, so the timing of every test
pattern is considered accurately. In spite of the above, our tool has a limitation. The
number of continuous clock cycles is limited by accumulated PSN error.  As the number
of clock cycles increases, the error of Ldi/dt increases. For more details, please see the
Discussion Chapter.

3.1 Overall Flow

Figure 3.1 shows the overall flow of IDEA for a single test pattern.

17



Max gate
delay (w)

@)

i

Netlist

Timed logic simulation

v

Window partition

(Section 3.4)

»

No

— 7 =
Charge model
Section 3.2

\ 4

Switching gate list

()| Average IR-drop estimation
) Extra gate delay (Ad) estimation [*
(Section 3.3) <
v
All windows done?

®)

1) Perform timed logic simulation on the test pattern to obtain the information of every
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2) Use maximum gate delay as window width, w, which is used to set the boundary for
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™
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Path with max D"
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Figure 3.1 IDEA flow (for a single test pattern)

Charge model for every switching gate, which will be detailed in

every window. Window partition will be detailed in Section 3.4.

3) Select the first un-simulated window and then perform average PSN estimation for this

window.
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4) Perform extra gate delay (Ad) estimation to calculate PSN-induced extra gate delay for
every switching gate in this window. Extra gate delay estimation will be detailed in
Section 3.3.

5) If there is no more windows to process, move on to step 6; otherwise, continue the next
un-simulated window and then repeat steps 3 and 4.

6) Calculate total path delay (D), which is obtained by

D'=D+AD 3.1)
, Where D is the path delay without PSN and AD is the PSN-induced extra path delay.
AD is calculated by summing up Ad for every path.

7) Report path with maximum D* for the test pattern.  If D" is larger than the clock period,
this circuit may fail this test pattern owing to excessive PSN.

3.2  Charge Model

We use charge model to describe the relationship between PSN and extra gate delay.

Charge model for every switching gate is used to calculate average current, average PSN

and Ad for every window. The total energy consumed by a switching gate can be divided

into internal energy and switching energy [Synopsys 2008]. Therefore, we separate Q

into internal charge (Qin) and switching charge (Qsw). The internal energy, which is

consumed by short circuit current, is equal to pxzi.  p is the internal power and 7 is the

input transition time of the switching gate, which can be looked up in the Synopsys library
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(.lib) file. We use equation (3.2) to calculate Qin, where VDD is the nominal power
supply voltage. The switching energy is consumed by charging or discharging the
capacitor. We use equation (3.3) to calculate maximum charge stored in the capacitor

(Qsw), where C is the capacitance.

XT
Qn = \F;DDI (3.2)
Qs =CxVDD (3.3)

TABLE 3.1 shows average current in different conditions. Let P and G denote a
power node and a ground node, respectively. Let R and F denote the output rising
condition and the output falling condition, respectively. Every gate connects to P and
G, as shown in Figure 3.2. PO, P1 and P2 are power nodes. GO0, G1 and G2 are ground

nodes.

by >(}

~D>o- ‘D>O_ G2

GO

Figure 3.2 Example of power nodes and ground nodes

Irr and Igr are average rising current flowing out of P and average rising current
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flowing into G, respectively. Ipr and Ir are average falling current flowing out of P and
average falling current flowing into G, respectively. Figure 3.3 shows average current
for output rising condition and output falling condition. In Figure 3.3(a), switching
current for the output rising condition is flowing out of P to the capacitor, so Qsw/w is
only added to Ipr, Not to Igr. ~ Similarly, in Figure 3.3(b), switching current for the output
falling condition is flowing into G from the capacitor, so Qsw/w is only added to Igr, not

to Ipr.

_{/DD l\-l;\;ﬂ

(a) (b)

Figure 3.3 Average current for (a) output rising and (b) output falling

TABLE 3.1 Average current cases

Output rising Output falling
P rn
ower node r :M - :QA
(current flows out of P) W w
round n
Ground node T Qu. Ter — Qn +Qqw
(current flows into G) W w
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3.3  Extra Gate Delay (Ad) Estimation

Gate delay is the time between gate input transition and gate output transition, when
they reach 50% VDD. Nominal gate delay (d) is the gate delay without PSN, which is
obtained from the standard delay format (.sdf) file. Ad is the PSN-induced extra gate
delay. We need to estimate Ad for every switching gate so that we can calculate the gate
delay (d") under PSN effect.

d'=d+Ad (3.4)

Figure 3.4 shows an inverter with rising output. We use gate 1 and gate 2 to
represent a driver gate and a receiver gate, respectively. In this thesis, we use this figure
as an illustration example to estimate gate delay. vi1 and vi2 are input voltage of gate 1
and gate 2, respectively. vo: and vo? are output voltage of gate 1 and gate 2, respectively.

They are functions of time, so they are denoted in small letters.

2 Vo2
Vi2 |
v I c GND :(?’7)'
— dr2

|
= GND 1|eH

5 7r dr2 (3.12)

(@) (b)

Figure 3.4 Example of rising gate delay estimation of gate 2
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To estimate Adr2, Which is the rising extra gate delay of gate 2, we use
Ady, = dro —dro (3.5)
, where dr is the estimated rising gate delay of inverter 2 without PSN and ds, is the
estimated rising gate delay of inverter 2 with PSN. In this thesis, the hat symbol means
the value is estimated and the asterisk symbol means the value is PSN-aware.
Figure 3.4(b) shows how to estimate dr..  Equation (3.6) is used in the estimation.
ip = g(v(;s ~Viy)? (3.6)
, Where ip is the drain current through MOS, £ is the transconductance coefficient of MOS,
Vs IS the voltage between transistor gate and source and Vt+ is the threshold voltage of
MOS. Although we use level-1 quadratic model in this derivation, the conclusion of our
work can be applied to other more accurate models. We will show that the conclusion
is insensitive to the model in the Discussion Chapter. £ and VrH can be accessed in the
MOS model, not in gate-level simulation. Therefore, two approximations are used to
obtain Adr2, Which will be detailed below.
ip represents the current flowing out of P.  One part of ip is the short circuit current,
which flows into G. The other part of ip is switching current, which flows into the
capacitor. The former is about a hundred times smaller than the latter. Therefore, we
assume that switching current is equal to ip.

In Figure 3.4, since ves changes during input transition, dro estimation is divided into
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two parts. One is the delay before vi> reaches its GND; the other is the delay after vi»
reaches GND. The former is equal to half of input transition time of gate 2, which is
equal to half of output transition time of gate 1. ¢ is the falling output transition time
of gate 1. The latter is defined as dro.
1
dr2 :ETF1+5R2 (3.7)
zr1 can be looked up from the .lib file, so we only need to calculate dr2.  We use equations

(3.8) to (3.10) to calculate Vro, which is the output voltage Vo2, when vi> reaches GND.

Vr2 is a DC value, so it is denoted in capital letters.

dv,,

C ~i 3.8
el (38)
Vr2 1 TF1 2
CLmd%zzEﬂL (S,, xt =V, )?dt (3.9)
Vo = L VDDV, )’ (310)
"2 6xCxS,, ™ '
VDD - GND
S, =— (3.11)
Tk

Si2 is the input slope of gate 2, which can be derived from zr1.

Equation (3.12) calculates dr2 which is based on CxAvoa/ip=AQ/ip. We can obtain
the delay after vi> reaches GND, as shown in equation (3.13), by substituting equation

(3.10) into equation (3.12). Jro is measured as the delay from vo2=Vro t0 vo2=0.5VDD.

CxAv,,

Opa ® i

D

1
C(ZVDD—VMJ
(3.12)

1
Eﬂ(vDD—vTH)Z
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1C xVDD
2 1

Oy ® - (VDD —Voy ) (3.13)
; B(VDD-V,, ) 35

Second, we use similar way to calculate ds;, the estimated gate delay with PSN.
* 1 *
dre ZE(TF1+ATF1)+5R2 (3.14)

In equation (3.14), Jx, is the delay after vi. reaches GND under PSN effect. S;, is the

input slope of gate 2 with PSN effect.

1
C(=VvDD -V,
(2 L2) _ Mo =V —Viw)

Ony ®
R2 35,

1 (3.15)
Eﬂ(\/HZ _VLl _VTH )2

S* _ VHl_VLl
12 =
Tp + AT

(3.16)

Atr1 is the PSN-induced extra falling output transition time of gate 1.  The estimation of
Atr1 Will be detailed below.

In Figure 3.5, the waveform shows the output transition considering PSN. Vo and
Vo are the power voltage of gate 0 and ground voltage of gate 0. Vn1 and Vi1 are the
power voltage of gate 1 and ground voltage of gate 1. Vu2 and V2 are the power voltage

of gate 2 and ground voltage of gate 2.
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Vo Vi Vi

Vio 2 Vi Vi
Tr1 AT

Figure 3.5 Example of 1/0 waveform considering PSN

To obtain the values of power voltage and ground voltage for every gate, we solve
G-V +C-V'=1 matrix to calculate average PSN and average ground bounce. The |
vector is obtained from TABLE 3.1. Silicon data have been shown that average PSN
correlates well with extra gate delay [Saint-Laurent 2004][Ogasahara 2007][Hashimoto
2008]. Values of Vho, VH1 and V2 can be substituted by VDD minus average PSN of
the window. Values of Vo, VL1 and V2 can be substituted by average ground bounce of
the window.

Finally, we calculate Adr2 by substituting equation (3.7) and (3.14) into equation
(3.5).

C(;VDD ~V,,) ;c xVDD

AdRZ ~ +

1 2 1 2
" 2 _VLl _VTH " DD _VTH
Zﬂ(\/H ) Zﬂ(\/ ) (3.17)

(VDD Vi) Va2 =V —Vi) + Atg,

3S,, 35S, 2

VrH cannot be accessed in gate-level simulation, so we need to remove it from

equation (3.17). Since Sizand S;, are very large, we can make this approximation:
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VTH _ VTH ~

3, 3S,, (G16)

1 1
C(=VvDD-V, =CxVDD
(2 2) 2 * _I_VDD _ Va2 —Vi) n Aty

Adg, = 5

T (3.19)

B Vi Vo) LpOD Y, B 3
Output transition time is the time between GND and VDD of gate output transition.
Nominal output transition time (z) is the output transition time without PSN, which can
be obtained from the .lib file. Az is the PSN-induced extra output transition time, which
is needed for estimating output transition time (") under PSN effect.
We use a model to calculate output transition time, which is proposed in [Maurine

2001]. Inequation (3.20), 71 and 77, are the estimated falling output transition time of

inverter 1 without PSN and with PSN, respectively.

Ax

ATFl =TF1 —;Fl
C(VHl_VLl) C(VDD—GND)
M7 _ ]
Eﬂ(\/HO Vi Vi )2 Eﬂ(\/DD Vi )2

(3.20)

In equation (3.19) and (3.20), the values of  and Vrn are not determined yet. Thus
we use peak current to replace the current in these equations, like equations (3.21) and

(3.22).

1
A C[VDD—VLz] LoD
Te1 2 2
AdRzz

+VDD B V2 Vi) (3.21)

(™ Tere 3S,, 3S,,

27



(3.22)

At ~Cx [vHi*—le _VDD- GNDJ

loF1 | o1

Irr2 and Iz, are peak current for output rising of gate 2 without PSN and with PSN,
respectively. Jor1 and I, are peak current for output falling of gate 1 without PSN and
with PSN, respectively.

To calculate the value of peak current, we use the equalization of charge to explain
the derivation. Equation (3.23) shows the integral of ip and we assume dr2>>0.5zF:.
One part of ip is the short circuit current. ~ Since the duration of dr2 only include half of
input transition time, the charge is equal to 0.5xQin.  The other part of ip flows through
the capacitor for charging. Since the range of vo variation during dr2 is 0.5xVDD, the

charge is equal to 0.5xQsw. Therefore, Qp is equal to 0.5x(Qin+Qsw). Iprz is Ipr Of

gate 2.
dPZ
Q= .[0 [é (Ves Vo, )z}dt
ET|=1 R2
[ {g(VGS -V, )Z}dt 4o E(VDD -V, )2} dt (3.23)
571
~d,, xg(VDD Vi ) =Q,
Qo B _Quw*Qnw 1y (3.24)
w w 2w 2

We substitute equation (3.23) into equation (3.24) and obtain

%xg(VDD V) = %TPRZ (3.25)

W
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Therefore, Jpro in equation (3.21) is obtained.

lpr2 = | pr2 X

(3.26)
R2

Figure 3.6 shows the current waveform of 7ero and /ero.  The area of these two rectangles

presents charges. Qsw and Qin can be calculated from the .lib file. Since Qp is equal to

0.5x(Qin+Qsw), the two rectangles are the same inarea.  They are different by the width.

One is window width w, the other is gate delay dro.

A _ A
| pr2 Qo
%TPRZ_______"_l ————— |
A 4 E(Q5W+Q|N)| >
“<d” t
< R2 >

Figure 3.6 Current waveform transformation

Similarly, ., Ior1 and I, in equations (3.21) and (3.22) are calculated by:

Tog e Pxte Ol Vo) (3.27)
2(VH1 _VLl)dRZ 2dR2 .
~ PXTgo CxVDD
lor1= + (3.28)
2xVDDxd, 2d;,
- C(VvV,, -V,
PO L R T Y (3.29)

2(VHo _VLO)dFl 2dFl
We substitute equations (3.37) to (3.39) into equations (3.21) and (3.22) and obtain

equations (3.30) and (3.31).

29



1
C[ZVDD —vuj ;c xVDD

At VDD (V,,-V,,)

Ad FL — + _ H2 : L1
R PXxTg, N C (VHZ _VLZ) PxXTey CxVDD = 35, B, (3.30)

2(Vigy —Viy ) dg, 2d,, 2xVDDxd,  2dg,
Vi, -V VDD -GND
At., = Cx H1 7Ll _ 331
" PX7ggy n C (VHl _VLl) PX7gq N CxVvDD ( )
Z(VHO_VLO)dFl 2d, 2xVDDxd, 2d.,

In these two equations, we model extra gate delay and extra output transition time
as function of charges, but not current model. Therefore, the impact of applying
different drain current model is small.

We use similar way to estimate Adr2 and Azry, as shown in equations (3.32) and

(3.33).

1 1
C|V,,-=VDD| =
At [ H2 ™ j > CxVDD

Ad., ~ + - _Z _|_VDD _ (Vg _*VLZ) (3.32)
2 ler2 ler2 35, 35,
Atgy = CX[V“LT Vi —VDDfGND} (3.33)
| pr1 | pr1

where I, and I, are peak current for output falling of gate 2 without PSN and with
PSN, respectively. Jpri and Z, are peak current for output rising of gate 1 without PSN

and with PSN, respectively.

~ PXTe CxVvDD

lers =

% T 2xVDDxd_,  2d,, (3.34)
- C(V,, -V,

e PXTm CMVuo Vo) (3.35)
2(VH1_VL1)dF2 2dF2
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- PXTe, CxVDD
lpri = +
2xVDDxd, 2d,,

(3:36)

o C(V,, -V
o PXTe0 OV V) (3.37)
2(VHo _VLO)de 2de

3.4 Window Partition

Since a single clock period is long, average PSN estimation for a whole clock period
is not accurate enough. According to [Devanathan 2007][Wen 2008][Wu 2010], the
window partition improves the average PSN estimation quality because the temporal
requirement of switching gates is taken into consideration. Therefore, we divide a
whole clock period into several non-overlapping equal-length time slices, called windows.

We need to decide the window width, w.  If w is too large, average PSN is very low
so Ad can be underestimated. On the contrary, if w is too small, we see a scenario where
d of a switching gate crosses window boundaries.  Figure 3.7 illustrates such a scenario.
di is the partial gate delay in window 1 and dz is the partial gate delay in window 2.  For
such a scenario, it is not clear that the charge of this switching gate contributes to which

window.

A
A
A

A 4

Window 1 Window 2

< »>le
< di | do
<

v Y

I::
:::
o

Figure 3.7 Switching gate delay crosses a window boundary
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In this thesis, we propose to use maximum gate delay as window width w. In this

way, we ensure that d of every switching gate crosses at most one window boundary.

For the switching gate that crosses a window boundary, we use a weighted ratio to

compute the contribution of its charges. In equations (3.38) and (3.39), Q1 contributes

to window 1 and Q2 contributes to window 2. Q is equal to Qin+Qsw or Qin, Which is

determined by four cases in TABLE 3.1. We use Q: and Q2 in average PSN estimation

Q =Qx ‘31 (3.38)
d,
Q,=Qx—¢ (3.39)

In this thesis, we propose to use dynamic window partition, where each pattern has

its own number of windows. We will show that dynamic window partition is better than

static window partition, where all patterns use the same number of windows.
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Chapter 4 Experimental Results
4.1  Experimental Setup

To demonstrate the accuracy and effectiveness of our proposed technique,
experiments are performed on ISCAS’89, ITC’99 and IWLS’05 benchmark circuits,
which are mapped to NanGate 45nm technology (nominal VDD=1.1V). The circuits
are placed and routed by Cadence SOC Encounter.

TABLE 4.1 shows the basic information of benchmark circuits.  The largest circuit,
leon3mp, has two pairs of VDD/GND power pad while the other circuits only have one
pair of power pad. Vertical and horizontal power stripes are added to leon3mp.  Figure

4.1 shows the VDD/GND power grid of each benchmark circuit.

. Power Stripes . Power Pad VDD
PowerRails m m Power Rails n - GND
y id r
/ /
[ |
O O
"k I ¥
f ﬁ Power Rings Power Pad Power Rings

Power Pads
(s27, s208, s15850, s38417, s38584,

(leon3mp) b17, b18, b19)

Figure 4.1 VDD/GND power grid
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The fourth column ‘# Extracted nodes’ is obtained from the power grid RC models,

which are extracted by Cadence QRC. Launch-on-capture transition fault test patterns

are generated by Synopsys TetraMAX ATPG. The sixth column ‘Clock period’ shows

the clock period with 15% margins. These experiments are conducted on a Linux

system, which has 3.4GHz CPU with 32GB memory.

TABLE 4.1 Benchmark circuits

# Extracted Clock
Circuit # Gates # FFs Test length
nodes period (ns)
s27 16 3 28 10 1
s208 70 8 128 43 2
515850 2.9K 510 5.8K 151 3
s38417 8.5K 1.6K 16.5K 185 4
s38584 8.7K 1.3K 14.2K 319 4
b17 32.5K 1.4K 49.4K 14K 4
b18 73.0K 3.3K 92.0K 2.0K 4
b19 147.1K 6.5K 155.8K 2.4K 4
leon3mp 1.0M 108.8K 744.5K 31.1K 4

4.2 IR-drop Only Experiments

TABLE 4.2 compares the experimental results of extra path delay in IDEA, AD, and

in HSPICE simulation, ADtooL. We run IDEA to obtain a critical path with maximum
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total path delay (D”) of every test pattern for every benchmark circuit. - KLU matrix
solver [Davis 2010] is used to solve G-V +C-V'=1 matrix for every window. AD'is
obtained from equation (3.1). We perform HSPICE simulation to extract the critical
path delay in two cases. One case is the design with nominal power supply voltage and
the other is with power grid RC model (D;o0.). ADrooL is the difference between the
values of two path delay. The second column ‘“HSPICE’ shows the average runtime of
HSPICE simulation with power grid RC model. The third column ‘Setup’ shows the
runtime to build the conductance matrix and to inverse the matrix by KLU. We only
need to perform the setup once for every circuit. The fourth column ‘Simulation’ shows
the average runtime per test pattern. The fifth and sixth columns ‘E2’ show the extra
path delay error of IDEA with respect to HSPICE, calculated by equation (4.1). The
seventh and eighth columns ‘E™* show the total path delay error of IDEA with respect to
HSPICE, calculated by equation (4.2). The table shows that average E* is less than

125% and the runtime of IDEA is about 288,000 times faster than HSPICE.

E* (%) :%Xloo(%) (4.1)
AI:)TOOL
E"(%) = %AOO(%) (4.2)

TOOL
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TABLE 4.2 Experimental results of path delay

Runtime EA (%) E" (%)
L IDEA
Circuit | HSPICE Simulati M A M a
imulation ax. vQ. ax. vg.
(s/pat) Setup (s) d d
(s/pat)
s27 0.9 0l 1023 55.0 16.7 3.3
5208 9.9 0 123.1 80.6 29.6 6.1
515850 2,389 0l 1123 59.3 87.5 7.6
$38417 13,352 0.1l 107.8 74.0 43.1 26.0
538584 54,443 0.1] 110.6 78.4 72.0 29.3
b17 81,772 0.1] 108.4 73.5 68.7 25.5
HSPICE cannot run big circuits so we use NANOSIM instead. TABLE 4.3

compares the experimental results of total path delay in NANOSIM simulation, D1o0., and
IDEA, D*. Dioo. is the critical path delay, extracted by IDEA, reported by NANOSIM.

The second column ‘Setup’ shows the runtime of library compilation and circuit
partition, which is only performed once for every circuit. The third column ‘Simulation’
shows the average runtime of NANOSIM with power grid RC model. The sixth and
seventh columns ‘E”” show the total path delay error of IDEA with respect to NANOSIM,
calculated by equation (4.2). TABLE 4.3 shows that average E” is less than 45% and
runtime is 8.4 times faster with respect to NANOSIM. In leon3mp, the total runtime of
IDEA for all test patterns is about four days while the total runtime of NANOSIM is about

twenty days. A positive error means that our path delay estimation is larger than
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NANOSIM. Please note that E and E” are always positive so the results are pessimistic.

TABLE 4.3 Experimental results of total path delay

Runtime E" (%)
Circuit NANOSIM IDEA
Max. | Avg.
Setup (s) |Simulation (s/pat)|Setup (s)| Simulation (s/pat)
b18 46.0 4.9 0 0.5] 68.8] 31.7
b19 95.2 9.6 0.1 1.0] 64.2| 26.8
leon3mp| 734.77 61.05 0.46 11.40| 84.3| 44.2

The sources of errors can be summarized as follows:
1) Since drain current ip flows through the capacitor, ip determine the speed of
charging/discharging, which also determine gate delay. However, in equations (4.3)

and (4.4), we use peak current to estimate extra gate delay.

1
~VDD —Vsz ;c xVDD

il
Ad,, ~ A;Fl N 2 _ +VDD _ Vo —Vio) (4.3)

i;RZ 1or2 35, 35:2

1 1
C[V —VDDj ~CxVDD
Al <D, H2 ™o P VDD (v, -Vi,) (4.4)
F2 2 *

Tor2 ) e 35, 38|*2

ip is proportional to (ves-Vrh)?, as shown in equation (4.5), but peak current is
proportional to IR-drop.

iD = g(ves _VTH )2 (4.5)
We use Figure 4.2 to demonstrate the difference between ip and peak current. We

simulate the falling transition of an INV_X1 gate. During the experiment, ip of
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2)

NMOS is measured comparing to peak current, which is obtained by equation (3.35).

The figure shows that as IR-drop increases, the difference becomes larger.

5.E-06

5.E-06 drain current
4.E-06 peak current
4.E-06
3.E-06
3.E-06
2.E-06

current(A)

2.E-06
1.E-06
5.E-07
0.E+00

0 005 01 015 02 025 03 035 04 045 05
IR drop(V)

Figure 4.2 Difference between drain current and peak current

Since we use peak current to replace ip, the effect of vgs cannot be considered properly,

which leads to errors in delay estimation.

In the estimation of extra output transition time, we also use peak current to replace

ip. We take equation (4.6) as an example to illustrate the effect of replacement. In

equation (4.7), which is obtained by simplifying equation (4.6), extra output transition

time is always negative. Like 1), since the replacement, the effect of ves cannot be

considered properly, which leads to errors in delay estimation.

V.-V VDD -GND
" P X 7o " C(VHl_VLl) PXTro CxVDD (4.6)
2(Vyyo —Vio ) e, 2d, 2xVDDxd, 2d.,
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3)

4)

(4.7)

Ar., ~2d XCx[(VHO_VLO)(VHl_VLl)—VDDZ]
F1L™ “YF1

PX7go

In average IR-drop estimation, we use average current in a window to replace
transient current for every time step.  Since the window width we use is about ninety
times larger than a time step, the negligence of time-variant current may lead to errors
in delay estimation.

In our extra gate delay estimation, we use Synopsys library (.lib) to obtain input
transition time and use standard delay format (.sdf) file to obtain nominal gate delay
of the switching gate. However, nominal gate delay obtained from .lib file and .sdf
file are different. The percentage difference between two kinds of nominal gate
delay is 65.7%. The mismatched delay may causes errors in delay estimation.

Figure 4.3 shows the histogram of D and D" (X axis) for the benchmark circuit

leon3mp (1M gates). Y axis shows the number of test patterns in every interval.  Since

the clock period of leon3mp is 4 ns, there is at least one path which D" is longer than

clock period in 12366 test patterns (39.7%). These test patterns are called timing-

violation test patterns.
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Figure 4.3 Histogram of path delay (leon3mp)
4.3 IR-drop and Ldi/dt Experiments

To show the impact of both IR-drop and Ldi/dt on extra path delay, we also apply

IDEA on a simple package model with multiple clock cycles. The bias voltage variation

caused by Ldi/dt is added into average PSN estimation.

Figure 4.4 shows the package model, with specific parameter values that is used for

simulation. Since the issue of package modeling is difficult, we use a simple RLC

circuit as the package model. The benchmark circuits with the package model is solved

by KLU.

[ eckage ]

D
I| Pad

VDD/GND S0pF —

Figure 4.4 Simple package model

TABLE 4.4 shows the error of total path delay for the benchmark circuits with
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package model. The second and third columns ‘Ejgpice” show the error of IDEA with
respect to HSPICE. The fifth and sixth columns ‘Eyuosn’ show the error of IDEA with
respect to NANOSIM. These errors are calculated by equation (4.2), where E* can be
replaced by Eispice and Exaosw.  Compared with the error without package model, as
shown in TABLE 4.2 and TABLE 4.3, the error with package model is bigger. The
reason will be detailed in the Discussion Chapter.

TABLE 4.4 Experimental results of total path delay with package

E:ISPICE (%) E;ANOSIM (%)
Circuit Circuit
Max. Avg. Max. Avg.
s27 132.0 34.9 b18 20.2 18.8
5208 246.5 53.6 b19 16.9 4.4

515850 210.8 25.1 leon3mp 23.3 12.8

s38417 58.5 22.6
$38584 39.5 9.3
b17 27.8 12.3

We use AD/D as extra delay ratio. Figure 4.5 shows extra delay ratio with package

and without package (Y axis) over 10 clock cycles for leon3mp. X axis shows the

number of clock cycles. Extra delay ratio without package falls rapidly during the first

several clock cycles, and then stabilizes at clock cycle 8 for leon3mp. Extra delay ratio

with package oscillates, which is caused by resonance effect. There is a wide difference

between extra delay ratio with package and without package, especially during the first
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several clock cycles. Therefore, Figure 4.5 illustrates the need for considering both IR-

drop and Ldi/dt during timing analysis.

285

265 @— Without package

245 —— With package
225
205

185

Extra delay ratio(%o)

165 @
145

125

Clock cycles

Figure 4.5 Extra delay ratio falls with multiple clock cycles (leon3mp)

44  Comparison of Dynamic and Static Window

Partition

To evaluate two window partition methods, Figure 4.6 shows the average E (Y axis),
where AD is simulated with various static number of windows (X axis) of b17. If the
number of windows is too small, negative E* leads to average PSN underestimation.  If
the number of windows is too many, positive E* results in average PSN overestimation.

A large number of windows is time consuming.
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Figure 4.6 Extra path delay error of static window partition (b17)
For bl7, dynamic window partition separates the whole clock period into three
windows in 21% of test set, four windows in 47% of test set, and five windows in 32%

of test set. Dynamic window partition results in 25.5% E2.
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Chapter 5 Discussion
5.1 False Hazard

False hazard happens when gate output transition occurs in HSPICE simulation, but
not in timed logic simulation. In Figure 5.1, we use an NAND gate as an illustration
example of false hazard. In Figure 5.1(a), input signal X is rising at tx and leads to an
output falling condition which will occur at tx+dr. Input signal Y is falling at tv and
leads to an output rising condition which will occur at ty+dr.  Since tx is earlier than ty
and tx+dr is later than ty+dr, the capacitor does not discharge completely and start
charging. In Figure 5.1(b) and (c), the output signal Z in timed logic simulation holds

one while there is a glitch in HSPICE simulation.

I
tx ty ty"‘dR tx+d|:

@

x<:| Mg My |o-Y
X Z~
Y _j&z . X‘ll: Mnx

2 =

Figure 5.1 Example of false hazard
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To derive a simple model to analyze the charge caused by false hazard, the analysis
Is divided into three parts. At the beginning, Z=1 since X=0 and Y=1. At tx, the
capacitor stops charging and starts discharging since Mpx turns off and Mnx turns on. At
ty, the capacitor stops discharging and starts charging since Mpy turns on and Mny turns

off. Therefore, we use

tY _tx
dx

Qx =Qx (5.1)

to estimate the charge caused by discharging the capacitor. Q is equal to Qin+Qsw or
Qin, which is determined by four cases in TABLE 3.1. Qx is used in average falling
current calculation.  Since Qx is equal to the quantity of charge caused by charging the
capacitor, we also use Qx in average rising current calculation.
5.2 Limitation of Multiple Clock Cycles

The reason for the limitation is that we use large window width as a time unit of
simulation. Large window width causes inaccuracy in solving equation (5.2). In this
equation, window width only affects V' approximation.

GV+C-V'=| (5.2)

We use BE method to approximate V', as shown in equation (5.3). In our tool, we use

window width as h.

Vt+h) =V @®)+h-V't+h) (5.3)
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BE method is based on a truncated Taylor series expansion. Therefore, the truncation
leads to the local truncation error (LTE) at every time step. To determine LTE for BE

method, we expand V (t+h) in the Taylor series and obtain V., (t+h), as shown in
equation (5.4).
h2
Vg, (t+h) =V (t)+h-V. (t+h) —?V "(t) (5.4)
, Where V{, (t+h) is the first derivative of V., (t+h) with respect to time. We

substitute equation (5.3) into equation (5.2) and obtain equation (5.7).

V(it+h)-V(t)

G-V(t+h)+C-T—|(t+h) (5.5)

{G+%:|~V(t+h)=|(t+h)+%-V(t) (5.6)
-1

V(t+h)=[6+ﬂ -[I(t+h)+%-V(t)} (5.7)

Similarly, we substitute equation (5.4) into equation (5.2) and obtain equation (5.10).

2

Vg, (t+h) =V (t)+ hz V(1)

G-V, (t+h)+C- - =1 (t+h) (5.8)
[G +9} Vg, (t+h) = |(t+h)+E'V(t)—C—h'V”(t) (5.9)
h h 2
-1
Vi, (t+h) = [G +%} { I(t+h) +%-V (t) —CT'h-V"(t)} (5.10)

Inequation (5.11), V . (t+h) isthe difference between equation (5.5) and equation (5.8),

which is the error of solution vector caused by LTE.
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Ve t+h) =V, (t+h) =V (t+h)

-1
:|:G +E} .[_C_.h.V”(t)j|
h 2

In Figure 5.2, we use V . (t+h)/V (t+h) to show the impact of LTE on solution

(5.11)

vector (Y axis). X axis shows the number of windows, which is equal to the number of
time steps. For leon3mp, there are ten windows in a clock cycle, which means that
Figure 5.2 shows the result of ten clock cycles. In this figure, since capacitance in the
power grid is very small, V .z (t+h) without package model is very small. However,
capacitance and inductance in the package model is very large. As the number of
windows increases, V, . (t+h) increases. Therefore, the limitation of our tool is that

the number of continuous clock cycles is limited.

0.040
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—@— Without package

0.030 —l— With package
0.025
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0.015 "'

ot

0.010

Vi 1e(t+h) / V(t+h)

0.005 I

L\l TLA'J" j‘

) 10 0 30 40 50 60 70 80 90 100

0.000

-0.005
Number of windows

Figure 5.2 Impact of LTE on V (t+h) (leon3mp)
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5.3 Interaction between Extra Gate Delay and Event

Position

Event position for a switching gate is the timing when input signal of the switching
gate changes. Extra gate delay is required to determine event position, which is in turn
required to compute extra gate delay. To deal with this interaction, we use nominal gate
delay to determine event position for every switching gate. The advantage is short
runtime, since event position of every switching gate is determined once for every test
pattern. The disadvantage is extra gate delay overestimation. Event positions are
delayed owing to extra gate delay, so the number of switching gates occurring in a window
may reduce.

We introduce two solutions to deal with the interaction between extra gate delay and
event position. The first solution is proposed in [Jiang 2013]. PSN and extra gate
delay are calculated for every set of simultaneous switching gates. Event positions of
the following switching gates are updated by the calculated extra gate delay. The
technique is accurate but slow. A benchmark circuit p45 (30.6K) is used in [Jiang 2013],
so we use a benchmark circuit b17 (32.5K) to make a comparison.  The average error of
extra path delay is 5%, which is more accurate than our tool (5.43%). However, the
runtime is 13 seconds per test pattern, which is 0.08 seconds in our tool. The second

solution is based on IDEA, as shown in Figure 5.3.
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Figure 5.3 IDEA flow with iteration
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In this figure, steps 1 to 6 are performed iteratively. There are three steps different

from the original IDEA flow: update event position, extra path delay (AD) calculation and

abort (steps 4 to 6).

4) If there is no more windows to process, event position of every switching gate is

updated by extra gate delay.

5) AD calculation is performed to find a path with maximum AD.

6) If the difference of AD between this iteration and last iteration is smaller than a user-

defined value, move on to step 7; otherwise, repeat steps 1 to 5 with updated event

position for the next iteration.

Figure 5.4 shows the change of AD (Y axis) during twenty iterations for b17. The

first iteration is the same as original IDEA flow, which uses nominal gate delay to

determine event position, so extra gate delay is overestimated. The overestimation may

cause the number of switching gates occurring in a window becomes too small, which

induces extra gate delay underestimation. ~ Since the overestimation and underestimation,

extra path delay oscillates during the first several iterations and then stabilizes after

fourteen iterations. At first iteration, average error of extra path delay is 73.5%. After

fourteen iterations, the error drops to -3.67%.
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Figure 5.4 Change of extra path delay during twenty iterations (b17)
TABLE 5.1 shows runtime of iterations. The second column ‘NANOSIM’ shows
the average runtime of NANOSIM with power grid RC model. The third column ‘1
iteration’ is the same as the results in Chapter 4.  The fourth column 14 iterations’ shows
the total runtime of IDEA with fourteen iterations. For small circuit b17, our tool

achieves four times speed up. For large circuit leon3mp, our tool is slower than

NANOSIM.
TABLE 5.1 Runtime of iterations
Runtime (s/pat)
Circuit IDEA
NANOSIM
1 iteration 14 iterations
b17 2.49 0.08 0.63
leon3mp 61.05 11.40 84.08
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54  Impact of Different Current Model

We model extra gate delay and extra output transition time as function of charges,

but not current model. Therefore, the impact of applying different drain current model

is small.
C(lVDD—V j 1 DD
AT 2 N ECX VDD  (Vy, Vi)
Ady, = - el T
PXTg +C(VH2—VL2) pxze , CXVDD 35, 38, :
2Viy—Vy)ds, 20,  2xVDDxdy,  2d,,
Vi, =V VDD -GND
AT zcx H1 L1 _ 513
i pxtm  ClVuVe) _ Pxr  Cxvop | O
2(Viyo —Vio)dey 2d,, 2xVDDxd, 2d.,

Since we use level-1 current model in extra gate delay estimation, we analyze the
impact of more accurate model in this section. We apply another current model on extra
gate delay estimation to analyze the impact.

We use equation (5.14) as an example of another drain current model and use Figure
5.5 as an illustration example of rising gate delay estimation. Since the following
estimation is similar to the estimation in Section 3.3, we only show the difference caused

by the new current model.

ip = %ﬂ(ves Vo ) (5.14)
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Figure 5.5 Rising gate delay estimation for an inverter
Since ves changes during input transition, dr. estimation is divided into two parts.

1
dr2 =§TF1+5R2 (5.15)

One is the delay before vi2 reaches its GND; the other is the delay after vi> reaches GND.
The former is equal to half of input transition time of gate 2, which is not influenced by
current model.  The latter is defined as dro, as shown in equation (5.16).

CxAv
5oy z%

D

C(;VDD V,.)

=1 (5.16)
Eﬂ(VDD _VTH )3

The derivation of Vg2, which is the output voltage when vi> reaches GND, is shown in
equations (5.17) to (5.19).
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av,,

C ~I 5.17
e o, 617)
Vr2 1 TF1
C o Moz =2 B[, (S1z Xt =Vry, ) (5.18)
B 4
~———(VDD-V.
R2 8><C><S|2(V ) (5.19)

We use similar way to calculate d.

C(;VDD V)

< 1 -V, -V
dre =2 (rey + A7) + 1 ey o) (5.20)
Eﬂ(VHZ Vi —Vay )3 2
Then, Adr2 can be obtained by
1 1
C(=vDD-V,,) ~CxVDD
Aty 2 2 2
M ¥ =747 1
*ﬂ(sz _VLl _VTH )3 7ﬁ(\/DD _VTH )3
2 2 (5.21)
n (VDD _VTH ) . (VHZ _VLl _VTH )
4S,, 4S,,
Since Sz and S;, are very large, we modify equation (5.21) into equation (5.22).
C 1VDD V L CxVDD
Ate, (5 Vi) 2 ) VDD  (Vyy, -Vi1)
Ad,, ~ + - . (5.22)
2 4S,, 4S,,

1 1

Eﬂ(VHZ _VLl _VTH )3 Eﬂ(VDD _VTH )3
The values of g and Vrn are not determined yet, so we use peak current to replace the
current in equation (5.22).

1 1
C| =vDD-V -
(2 LZ) 2 C-VbD +VDD _ Vi, Vi) (5.23)

| pr2 TPRZ 45, 4S|*2
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In equation (5.23), four terms are influenced by different current model: Jpr2, fore, 4S12and
4S,,. First, we focus on peak current. Equation (5.24) shows the integral of ip with the

assumption of dr2>>0.571.

QD = IdRz |:§ (VGS _VTH )S} dt

~ dg, xg(VDD Vi)' =Q, (5.24)
Qo Qo Quu+Qn _17 (5.25)
wow 2w

We substitute equation (5.24) into equation (5.25) and obtain

d 2 1-
Wszg(VDD -V ) ~ > | pr2 (5.26)

Therefore, /pr2 can be calculated by

Px7e CxVDD

| pr2 = I pr2 X

w
2d,, 2xVDDxd,, 2xdg, (5:27)
Similarly, Iz, can be obtained by
o C(V,, -V
e X CVie Vo) (5.28)
2(VH1_VL1)dR2 2dR2

From equations (5.24) to (5.28), the calculation of /prz and I, is not significantly

influenced by different current model as long as the assumption of dr2>>0.5zr1 is valid.
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Second, we deal with 4Si2 and 4S,,, which are in the denominator of equation (5.23).
Since Sizand S;, are very large, we can make this approximation:

VDD V,,-V, VDD V,,-V, _
3,, 35, 45, A4S,

0 (5.29)

Therefore, the impact of different drain current model on extra gate delay estimation is

very small.
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Chapter 6 Conclusion and Future Work

This thesis proposes an efficient and accurate PSN-aware dynamic timing analyzer,
IDEA, which considers both IR-drop and Ldi/dt. IDEA uses window partition to
calculate average PSN in a window so that we can find good balance between accuracy
and runtime. IDEA is very scalable because the gate delay is modeled as a function of
charges. Therefore, IDEA estimates gate delay accurately without SPICE simulation for
each logic gate. The experimental results show, for small circuits, the average error of
total path delay is less than 1% compared with HSPICE. For large circuits, we achieved
eight times speed up compared with NANOSIM.

After performing IDEA on a 1M gate benchmark circuit, experimental results show
that 369 timing-violation test patterns (out of 31K test patterns) are identified. A test
pattern modification is needed by these test patterns to prevent timing failure and avoid
yield loss. Previous research papers about test pattern modification do not handle
timing-violation well since they do not have good techniques to translate PSN to extra
gate delay. Existing techniques modify test patterns to minimize power for critical paths
[Wen 2007][Enokimoto 2009][Miyase 2011]. X-filling is used to reduce switching
activity at neighboring logic gates near critical paths [Wen 2007][Miyase 2011]. Clock-
gating and FF-silencing are applied on flip-flops, which are in the fan-in cone of

neighboring logic gates near critical paths [Enokimoto 2009]. However, there are two
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problems in these previous research papers: (1) how to determine the range of neighboring
logic gates and (2) how to guarantee timing-safety after test pattern modification. We
use Figure 6.1 to illustrate the first problem. Logic gates in critical area (radius R) are
neighboring logic gates. The value of R is hard to determine since it is unwarrantable
that the impact of logic gates outside the critical area can be ignored. For the second
problem, these techniques only reduce power consumption without considering timing.
Therefore, the test patterns are power-safety after test pattern modification, but not always

timing-safety.

End-FF

On-Path Node  Sensitive Path p Critical Area of p

Figure 6.1 Neighboring logic gates near critical path [Enokimoto 2009]

Nowadays, by means of IDEA, we can obtain PSN-induced extra gate delay

accurately and efficiently. Once we develop a novel tool, which modifies timing-

violation test patterns without test length inflation and fault coverage loss, we can obtain

a timing-safety test set even for large circuits with lots of test patterns.
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