=
e
an
>§..
%
g?»%
P 3
P 3\& P
g
o
@
2=
M
AN
gl
%

Department of Electrical Engineering

College of Electrical Engineering and Computer Science
National Taiwan University
Master Thesis

AEAME R E AR AT T A E M A ARG
User Preference Based Recommendation System Design with
Adaptive Concept Space

N P

R E P
Jie-Wei Wu

J/EFI TR L
Advisor: Tian-Li Yu, Ph.D.

dERBE 103 £ 7 A
July, 2014



éis

BAHHMEOBE LHOR TR L » ZEHLZ2AMMAERGAE » &
LR X&ETARESEFERPARAGETL > AL M ER RPN
ek | BB - E ARG WHH L R Z IO F IR R Rk
Fotb B E > —FARARFARABBRLTAEEL » ZustsL
LEEE S SEEE

HHRG O RIREF LT ~ RAF LA LR o 4F 7] HH
g ERE o LTARE F M A KW BRETAARE T KRR
Aafes o BAMMERTCKRAR S THHHR - BEORERI
AEe B ARG ST T MA > RER A TRFE o

B TEIL BRE—FE 98B - HHREFLZ R » REA—H
Wk — A fe K~ AR R R 0 AR RS R AT R R
BRI EZMAGEFHEZR R KSR EIH KA paper » H#
HERRFRETOAT L RE o LHBFFAER > A—FFF
AP > AR B BIBR S IR o AR FLERPAE
EER - TR OHE - £ R Ul EREARTE o HA AL
Y2k AZBEHER paper B » H W —ARE TR EFRLGEE o H
HERMRTBELO R PLRT R LRTREARSZBEEFE
B AARMELGRILE - BRI A —REEREF LS
BRY o AR B —ARIERA ARE— A o HAIFHN > Rz
LR B RAEARGET TR - RARMELF R R F
U BIEE KK E paper 87 F — AR K BRI cluster #) F 1 o
AR HH AT RARFREAT ML - WAL ROTFZ K -

HHRFF - TR PRALGOBH > ATEFONMERERE
HEEEBTRS » CHARAEKARTF K WERT R LA
o RBREHHLARBERET TOTHETRERTRAR » #Hiz
R BARK |

HAFPERRAFT A GRBO LR AR LA ZBAEL
BAEHERAGRAT HFBESEGHK > o

HE RN HBIR— BEARA G @5 ~ SHBAF B o

REHBREOTA > L edkdk - LB > HHEL KRN
BRI EZOHARE TR A ROEAPRLAETEE 2L
KA R RS > RTARERTATZHREAT



€ ES

REHTRIRE T B A L PAA T ME R A R
VR @I ~ BB AR R @R KA N EBIEER o TR
Ao LW RAEAE R A XREB BN RBIE o LR R XA
P EHEE o MAANEBEG TN 0 AT UREWF #EE
By 5By AR AE WA AR R T RAAG R 2R B AT B Ak o LR
REGEEAGRMT THRMENFZFRA BB NMAER ] » §E
R A ERMOEE » EALEA e s BINALRGAREF
BEAB—MEELFLGGEHE > ARIEAKEFA o £ 5895E 5 4
BRI A M 2 2URI » AR R ET  BEEHOBELTL
#u o

MAZTMOEERARBARGRERZL > 5 Ts) £EH
BMATHOEHYER LR IXENEHGLER - i AL ETHBmAL
BRAMASERMARBAE R L OITERAEKY o Bt AEET XERME
BAH AMMEERXERNEADIMANG - SHEBMASEH Z4E
fto BHFAGA RN FELREN THA) RMEHEE - BHROARETR
FEEALERE L@ o ERMGP TR AR A E B AT
L% 0 F AR R AAT AR AR A MR L E g sk o

LR o e A B A B0, R A A2 A0 B B AR 69 ¥ F 18 8
MEESHNNEZER =T BERBEERFTOEAE L ETHETR
TH) o MBI B AL AMEAT AL R4%E > XA ER
REME » AR IKAEMS > BEEZRBETEEW RELSFT =K
09 3% AR AL o SLBFE AN o TRk oh o BTIR B 6) A G A B LR
HRALZTHEEHE > U4 RS L E 5B 091K » X
TERBEOEHERGFAANE » REGEOREAD @ s FHEGL
BT AARAE 2 A8 4 B A A A B A B

HHER-BEEERET  AMATREOEBEAL A FEES
2 L F 6l o AREA A R B B R R @8 - LGB B B
B F @R A KA AR B 0 AR S SR o B INE AR E
BT » ZAHGFHEEZERRECE R EBB LM E A4 o R
ZAE M BB ET AR BN A TR P IH L
M4 698 8 o

il



B 425
WEAL S HFAXBE - A XARBE ~ RAEMFITE

iii



Abstract

This thesis proposes a recommendation system (RS) which incorpo-
rates the advantages of the user/item-based collaborative filtering (CF)
and the content-based filtering. Unlike the user/item-based CF where
the user/item spaces are of high dimension, the proposed RS utilizes the
user-based and item-based concept spaces where dimension, or the num-
ber of concepts, is increased only necessary. In addition, the proposed
system can deal with the cold start problem with producing another kind
dimension of items. With modifying clustering results, it can be used to
create recommendation in the rapid increasing information.

The dimension of the item-based concepts is defined by the features
of the items, and concepts are the clustering result of the item-based
concept space. The user-based concepts are the result of clustering ad-
justment from the item-based concepts with the information of users’
behaviors, such as whether or not a user is interested in both items
in a concept. The user-base and item-based concepts co-evolve itera-
tively in the above manner. At the end, the proposed RS utilizes the
learned concepts combined with the reading dependence to perform rec-
ommendation. The proposed techniques are demonstrated on the article
recommendation. In this case, the features of an item correspond to
the segmented contents of an article, and users’ behaviors correspond to
users’ reading preferences.

In the experiment, the item-based/user-based CF dimension is about
30,000 and 3,000 while the concept space in proposed RS articles starts
from 5 and ended up merely 87 after 12 iterations. The proposed RS
dynamically adjust the dimension of articles. The dimensions of articles
is 44 in the end and used for clustering articles. New articles then can
be clustered and recommended as well.

The precision-recall curves indicates that the proposed RS achieves
more hits than user-based/item-based CF and content-based filtering.
The average precision-recall curves and mean average precision of pro-
posed system grows and exceeds others. This idea of two concept spaces

can be extended to the situation with items with extractable features as
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dimension and the interaction between items and users.

Keywords
Recommendation system, collaborative filtering, content-based filtering,

users’ reading behaviors
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Chapter 1
Introduction

Nowadays, the recommendation systems (RS) have been widely used to identify
items that customers are potentially interested in. Based on the history of personal
behaviors, such as purchasing and browsing, RS computes the ranks of items so that
customers might select items with the help of such information. Recommendation
systems are built in wide area, product, videos, books, new, articles and so on [5].
For customers, it is helpful to save the effort on searching items. For business like e-
commerce sites, an effective RS finding the customers’ preference of products might
help increase the benefit.

Two commonly used techniques for building RS are the collaborative filtering
(CF) [10,14,19] and content-based filtering [1,28]. For example, the famous e-
commercial platform, Amazon.com, has used the item-based CF to recommend
books or other products for customers [15]. CF algorithms create recommenda-
tion based on the rating history of users. In other hand, the content-based filtering
recommend items according to the content of items.

The user-based CF first finds similar customers based on the rating of the user
profiles. If two customers both highly or lowly rate the same item, the similarity
between these two customers are high. CF predicts the rating that a user would
give to an item and recommends potential items not rated by the user if the items
are highly rated by other similar customers. For the item-based CF, the similarity
of particular two items are computed according to the users who both rate these
two items. However, the computational burden of item-based and user-based CF
is heavy since they both operate on item and user spaces, and the dimension of
both spaces grow rapidly when new customers or items are emerged. For example,
we assume ten thousand customers and one hundred thousand items have existed
in the system. For user-based CF, when more customers are added to the system,

the system have to compute the ten multiplied by ten thousand times to compute



the new customers. The effort of comparing any two users is according to the size
of item space, which is one hundred thousand. Furthermore, next time ten more
new customers means the more computation, which would be ten multiplied by one
hundred thousand. For item-based CF, we assume that ten more items are added.
The similarity of items need to be recalculated about ten multiplied by one hundred
thousand times to renew the most similar items of each item. The same, when
compare two items, the length os user space is according to the number of users,
which is ten thousand in our example. As a result, each time when new customers
or new items are included, the effort of computation, also the dimension, grows.
The growth scale of computational burden of system is quite huge.

Moreover, both CF suffer from sparsity. Sparsity means the rating is less and
not enough to provide strong recommendation. For example, the number of items
sold on major e-commerce sites is extremely large. We assume that the number of
items is about ten million. Even the most active customer, who rates about one
thousand items, can only rate a small portion of the overall items. As a result, even
the most popular items get very few ratings. With CF, it is difficult to compute
the relations of users to find neighbors of target users and also hard to know the
similarity of items.

The model-based CF can somehow resolve the problem of scalability and sparsity.
It builds a model according to different methods of machine learning or data mining.
However, since CF does not consider the item of any items, they suffer from the cold
start. Cold start happens when a new item or new user comes into the system. Since
there is no user has rated that item or the new user has not rated any item, there
is not enough information to recommend or to be recommended.

Content-based filtering is another kind of RS. With comparing the content and
the user profile to recommend. The user profile is built with the same space of items.
For example, the same terms when documents are items. Several methods are used
to learn the user profile, relevance feedback, for example. However, content-based
filtering can not explore different way of items not rated by users. It often results in
recommending the items similar to seen items and ignores the other kinds of items
which users might be interested in. It processes without the fact that a user can be
interested in more than one kind of items.

Several previous work also intents to combine CF and content of items. Various
models and content are used. However, with the rapid information nowadays, the
recommendation created from the whole history requires lots of time, and it might
not that necessary to repeated the process. If the recommendation can be modified

from a particular time stamp and then keeps going. It might be somehow save the



efforts of the unnecessary burden.

From now, we have talked about same issues of CF, content-based filtering, and
hybrid approaches on the filed of RS. This thesis investigates RS form the point of
view of the problems mentioned before. The proposed RS combines both the advan-
tages from both user-based /item-based CF and content-based filing by introducing
the user-based and item-based concept spaces. To deal with the issue of sparsity and
scalability, the proposed RS intends to utilize the benefit of clustering. A cluster is
regarded as a concept in this thesis. The potential interest of a customer on an item
is translated into the interest on a concept. That is, with the help of clustering,
an item is recommended from the level of interest for a customer on a concept and
the weight of the item in the concept. In traditional clustering algorithms such as
K-means [8,9], each observation is represented by a vector, and the distances be-
tween observations can be computed in some way, Fuclidean distance, for example.
The results of clustering are the item-based concepts. The recommendation from
item-based concepts intents to deal with the cold start problem.

Moreover, the approach of clustering also considers the customers’ behaviors.
In addition to consider the distance, or similarity, between items via vectors, the
users’ preference history is used to construct the relation of items and affects the
clustering. The modified item-based concepts are the user-based concepts.

When talking about the issue of dimension growth when new customers or items
added to system, the clustering approach intends to reduce the dimension. Com-
pared to item-based CF, which computes the distance between new items and each
existed item, the proposed RS requires that each new item only been compared to
each concept with computing the similarity and then been included to each concept
with different level. Different from user-based CF, when new users are included, the
proposed RS computes the level of interest of each concept for a new user according
to the items the user rates. The dimension of both concept spaces are considerably
lower than that of user-based/item-based CF. In both spaces, an concept consists
of several items, or in other words, a group of items represents a concept.

This thesis proposes two type of concept spaces, the item-based concepts and
the user-based concepts. The major difference is that the clustering of item-based
concepts is based on the contents of items, while that of user-based concepts is based
on users’ preferences. Starting with or without initial item-based concepts given by
editors, our RS iteratively refines concepts by increasing the size of the concept
spaces. Our RS aims to achieve better article recommendation with the better
representation of items and thus forming better concepts. The recommendation

is based on the following two factors: (1) level of interest that a user shows to a



concept, and (2) the reading dependence of articles that a user reads an article after
another. These two factors are combined with cosine similarity [22] to recommend
articles. Apart from initial concepts given by editors, which might be rough, the
reinforced concepts with not only content-similarity but also user-similarity are more

specialized for readers and articles.

Thesis Objectives

The objectives of this thesis are described as follows.

1. Proposing approaches combined with CF and content-based filtering to deal
with the problems they face.

2. Using users’ access pattens to refine the concepts and via the iterative process

to better reinforce the concepts.

3. Extracting keywords as dimension of items from the iterative procedure with
the content of items and clustering the new articles with keywords to deal

with the cold start problem.

4. Shedding lights on the future developments on the RS design for items with

extractable features and the user access pattens.

Roadmap

This thesis is structured as follows.

Chapter 2 presents the background knowledge about recommendation system for
this thesis. Several kinds of CF are elaborated, including the memory-based
and model-based CF. We first show the CF algorithm process then the detail
of memory-based and model-based Cf. Some challenges associated with the
memory-based approaches are presented then. Then the content filtering is

briefly described and followed by the dependence modeling.

Chapter 3 describes the proposed recommendation system design and how this
design is used on article recommendation. In the structure, an iterative process
is designed and composed of two concept space and two operation stages. The
two kind of concepts are named the item-based and user-based concepts. They
are elaborated and followed by the two operation stages, keyword generation

stage and concept reinforcement stage.



Chapter 4 describes the experiments and discussion. With the logs of users’ reading
history, the experiments show the result of RS mentioned in Chapter 2 and the
system constructed with the design structure. This chapter provides details
of data sets, evaluation methodology and results of different experiments and

discussion of the results.

Chapter 5 first gives a summary of this thesis. At the end, several possible

directions to extend the work are presented.



Chapter 2
Background

In this section, we briefly present some of the research on recommendation systems
(RS) that are closely related to this thesis. RS typically produces a list of recommen-
dations. Most recommendation systems focus on the task of information filtering,
which deals with the delivery of items selected from a large collection that the user
is likely to find interesting or useful. Recommendation systems are special types
of information filtering systems that suggest items to users. Some of the largest e-
commerce sites are using recommendation systems and apply a marketing strategy
that is referred to as mass customization. There are two main approaches to infor-
mation filtering: collaborative filtering (CF) and content-based filtering. Traditional
CF selects items based on two kinds of similarities. One is between the preferences of
different users and called user-based. The other is the similarity of items and called
item-based. CF merely utilizes the rating history of user and does not consider
the content of items. The content-based filtering, in opposite, recommend items for
users with the comparison of the content of users and the user profile. Next, previ-
ous work combined CF and content-based are briefly introduced. These approaches
intend to utilize both advantages of CF and content-based. For example, one of the
challenges of CF is cold start, and it can be somehow conquered by analyzing the
content of items. However, several trade-offs exist. The most common disadvantages

are the increased complexity and high expense for implementation [23].

2.1 Collaborative Filtering Based Recommenda-

tion Systems

The basic intuition of CF is that it provides item recommendation for one user ac-
cording to other like-mind users. Collaborative filtering builds a model from past

behaviors, activities or preference of users, for example, the items previously pur-



chased or selected. In explicit data collection, the users are required to rank the
items. The ratings matrix is the input of CF algorithms, and the output is a set
of scores for unseen items. Two widely used categories of collaborative filtering are
the memory-based CF and the model-based CF. With memory-based CF, the entire
recommendation process generally is an on-line process while for model-based CF,
the recommendation is performed using an aggregated model. The time-consuming
part, building the model with training data, is off-line, leaving the on-line recom-

mendation process with low time complexity.

2.1.1 Overview of CF Process

Based on the user’s previous rating and the opinions of other like-minded users,
a typical CF recommends new item for users [11]. In CF, a set of m users and
a set of n items exist, and each user has a list of items which the user has rated
or other records like pursing goods. A user for whom the task of CF is to find
items are called active users. Opinions of other likely-minded users can be provided
explicitly through rating-scores which generally are within a certain numerical scale
or implicitly from the logs by analyzing records like web mining [13,25]. The items

for the active user can be one of two forms: prediction and recommendation.

Prediction is a numerical value and expressed as the predicted likeliness of a

certain item for the active user. This predicted value is within the same scale.

Recommendation is a list of N items that the active user will like most. The
items on the list should not have been rated by the active user. This way is

also known as Top-N recommendation.

Figure 2.1 shows the schematic diagram of the collaborative filtering process. [19]
Totally n items and m users exist and u, represents the active user. The input is
a m X n ratings matrix. Each entry represents a preference score and is within a
numerical scale. The results are the prediction of item i; or the N items recommen-

dation.

2.1.2 Memory-based CF

Memory-based CF is the most general CF. Two major kinds are the user-based CF
and the item-based CF [2,15,19]. This mechanism uses user rating data to compute
similarity between users or items and generates a prediction or recommendations.

The user-based and item-based CF are briefly introduced. Then, the mechanisms of



Input Output

n
U P
u; Score of predition on i
. for u,

— CF Algorithm

U | Puy AW
{TilaTiy.., 7Tz’N}

m Top-N list of items
for u,

Figure 2.1: The collaborative filtering process.

similarity computation and the approaches of prediction and recommendations are

described.

User-based CF

In the user-based CF, first all users are weighted respect to similarity with the active
user. The similarity computation will be described lately. Generally, those users who
are considered similar often like the items which are high rated by active user or
rate item with low score same as active user. After similarities are computed, a
subset of users are select to be the predictors, or called nearest neighbors. These
predictors are applied to produce the weighted combination with normalized ratings

and finally comes the prediction.

Item-based CF

In item-based CF, the main idea is to analyze the user-item matrix and identify the
relations between items. The intuition behind this approach is that a user would be
interested in purchasing items that are similar to the items the user liked before and
would tend to avoid the items the user did not like earlier. The similarity between
items depends on the co-rated score. Figure 2.3 shows a ratings matrix. When
computing similarity s, , of two items, only the co-rated scores are considered. The
entry marked R means the user rates the item. This means that if any two items
are not rated by a same user, the similarity of the two items cannot be computed.
For two items which are both rated high or low from the same users, the similarity

of these two items are high.



Similarity Computation

The memory-based CF processes with the help of computing the similarity of users

or items. The most used two similarity computation are as follows.

Cosine-based Similarity The items or users are represented as vectors in the m-
dimensional user space or n-dimension item space. The similarity of two
items/users can be thought of the cosine of the angle between these two vec-

tors. For two items/users x and y, the similarity can be given as

. L Ty
sim(x,y) = cos(T,y) = TEEE
Correlation-based Similarity Also known as Pearson correlation similarity, this
method measures the similarity according to the correlation coefficient. For
user-based /item-based CF, only the co-rated cases are considered. That is, for
item-based CF, two items i, and ¢,, we only consider the users who both rated
these two items. On the other hand, for user-based CF, the co-rated cases are
the items that are both rated by the two users which are also denoted as u,
and u,. The set of these users or items are denoted as S. Figures 2.2 and 2.3
shows the diagrammatic graph for S in user-based/item-based CF. In Fig-
ure 2.2, S is the set of iy, 4o, ..., i, for user-based CF and the set of uq,...,u,,
for item-based CF shown in Figure 2.2. To simplify, z and y are denoted as

two users or items in user-based or item-based CF respectively.
R.s— R.)(R,s — R
S'l.m(l’, y) _ ZsES( s = )( Y, y) =
Vs (B = R\ S (Ry s — )2

where R, ; means the rating of user z on item s for user-based CF or the rating

of user s on item x in the case of item-based CF. R, is the average rating of

item x in item-based CF or the average of the x user’s ratings in user-based

CF.

Prediction and Recommendation Computation

Prediction and recommendation are the final output of a CF algorithm. How to

compute these final results are listed and described as follows.

Weighted Sum of Ratings In user-based CF, to make a prediction for the active
user a on a certain item ¢, we can take a weighted average of all the ratings

on that item according to the following formula

EueU (Ru,z - Ru) : Sima,u

Y wer |5iMau|

P,i=R,+ , (2.1)
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Figure 2.2: Isolation of the co-rated users in user-based CF.
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Figure 2.3: Isolation of the co-rated items in item-based CF.
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where P,; is the prediction of user a on item i, R, and R, are the average
rating for the user a and user w on all rated items, and sim,, means the
similarity between the users a and u. The summations are deviated all the

users u € U who have rated the item i. U is the set of all users. [23]

In item-based CF, assume the similarity of two items ¢ and j is sim, ;, the

prediction P, ; of user a and item ¢ is given by

EnEN S,Lmivn X Ravn

P, = :
o ZnGN |sim |

, (2.2)

Where N is the set of all similar items of item ¢ and R, ,, is the rating of active
user on one similar item n. Only the items that the active user has rated are
considered. [19].

Top-N Recommendations
In addition to exact scores on items, another output of CF algorithms is to
provide a list of N top-ranked items which have the highest potential to be
liked by the active user. The rank is also the sequence of recommendation.
In user-based CF, the CF first select the several nearest neighbors using the
cosine-based similarity or Pearson correlation. Each user is treated as a vector
in the m-dimensional item space and the similarities between the active user
and other users are computed between the vectors. Then, the ratings of these
selected users are aggregated as a set. The mechanism then selects the items
which have been rated higher in the set from the neighbors, and the chosen
items should not have been rated by the active user. In item-based CF, ac-
cording to the items that the active user has rated, the items can be computed
via a weighted sum according to Equation 2.2. Then the sequences of items

are ranked with the scores.

2.1.3 Model-based CF

Apart from memory-based CF, model-based CF builds a model of user ratings with
data mining, machine learning algorithms [24] with the training data then provide
item recommendations. It takes a probabilistic approach and computes the expected
value of the rating of a user’s prediction on an item when given the user’s ratings on
other items. The model building process is performed by different machine learning
algorithms such as Bayesian network, clustering, and rule-based approaches. Model-
based CF algorithms have been investigated to solve the shortcomings of memory-
based CF algorithms. There are several approaches about model-based CF to build
model. They are briefly described and list as follows.

11



The Bayesian network model [2] formulates a probabilistic model for a collaborative
filtering problem. In the resulted network, each item will have a set of parent

items that are the best predictors of its votes.

The clustering model regards collaborative filtering as a classification problem [1,
2,4,27]. Tt works by clustering similar users in the same class and estimates
the probability that a particular user belongs to a particular class. Then the
conditional probability of ratings is computed from the probability of being
a particular class. In most situations, clustering is an intermediate step and
the resulting clusters are used for further analysis or processing to conduct

classification or other tasks.

The rule-based approach applies association rule discovery algorithms to find asso-
ciation between co-purchased items. Then it generates the list of item recom-

mendation based on the strength of the association between items [18].

2.1.4 Challenges of CF

The value of recommendation systems is providing fast and accurate potential items.
The well-performed RS improves the customer consuming and bring business benefit.
Therefore, how RS deal with the shortcoming of the system is important. For both
memory-based CF and model-based CF, limitation lies. Though memory-based CF
is more easier to implement compared to model-based Cf, and new data can be
added easily and incrementally, it is more likely to face challenges of scalability
and data sparsity. In other hand, it seems that model-based CF are able to deal
with the scalability and sparsity. Since the model is built off-line, the performance
of on-line prediction is better. However, the model building mechanism is often
high time complexity and might lose useful information for dimensionality reduction
techniques. Both CF face the challenge of cold start since none of them considers

the content of an item. Overall, the challenges are discussed as follows.

Scalability
In memory-based CF, the computation of nearest neighbor algorithm grows
rapidly with the number of users and the number of items. For CF applied
on E-commerce, the environment faces the problem of large scale, especially
for large on-line shopping companies like eBay and Amazon. Therefore, the
scalability is an issue that RS must faces. More precisely, the complexity is
O(n*m) on the worst case of item-based CF and O(nm?) of user-based CF.
When both n and m go beyond million, the computation time is about 31

years with 10° times per second.
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Data Sparsity
Sparsity occurs when the item set is large, which often occurs for commercial
issues. The scale exceeds the tolerance ability of the system. For example, the
number of items is ten million. For a user who rate one thousand items, the
proportion of whole items is only 0.01%. In this systems, even the most active
user would only select or rate under 1% of the items. Then the recommenda-
tion becomes not that reliable for the reason that the “nearer” neighbors or

more similar items might not found.

Cold Start
When a new user or new item is just included into the system, the information
is not enough. For new item, it can not be recommended to any user since
no user has rated it. Then the similarities between it and other items are
merely zero. It is also not in the aggregated set of the neighbors of active user.
Surely the system does not recommend this item to any user. For a new user,
the similarities between this user and any other users can only be zero since
no co-rated items. Also, the new user has not rated any item therefore no
comparison of rated items and unseen items. The direction of item-based CF
also fails. New items can not be recommended until some users rate it, and

new users can not have recommendation before rating some items.

2.2 Content-based Filtering

Quite different from CF, content-based filtering recommends items based on a com-
parison between the content of items and a user profile. A content-based filtering
system selects items based on the correlation between the content of the items and
the user’s preferences as opposed to a collaborative filtering system that chooses
items based on the correlation between people with similar preferences. The con-
tent of each item is represented as a set of descriptors or terms, typically the words
in a document. With analyzing the content of items which have been seen by the
user, the user profile is represented with the same terms and built up. Several issues
have to be considered when implementing a content-based filtering system. First,
terms can either be assigned automatically or manually. When terms are assigned
automatically, we should choose a method so that we can extract these terms from
items. Second, the terms have to be represented such that both the user profile and
the items can be compared in a meaningful way. Third, a learning algorithm has to
be chosen that is able to learn the user profile based on seen items and can make

recommendations based on this user profile.
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The information sources that content-based filtering systems are mostly used
with are text documents. A standard approach for term parsing selects words from
documents. The vector space model (VSM) [17] and latent semantic indexing [7]
are two methods that use these terms to represent documents as vectors in a multi-
dimensional space. In VSM, a document D is represented as a vector, which di-
mension is composed of terms. The weight, or the importance, of each term can be
determined by the if-idf scheme. With this way, the weight of a term in a docu-
ment is decided according to two factors. One is how often the term appears in this
document, and the other is how often the terms appears in the whole documents.
Generally, the more time the term appears in a document and the less time the term
in other documents increases the weight. The formula is w; = tf; - log(n/df;) where
tf; is the number of occurrence of term ¢; in document D, n is the number of the
documents in the collection and tf; is the number of documents in which term ¢;
appears at least once. If document D does not contain term t;, the weight is zero.

Relevance feedback, genetic algorithms, neural networks, and the Bayesian clas-
sifier are among the learning techniques for learning a user profile. The user profile is
represented with the same terms and built up by analyzing the content of documents
that the user found interesting. VSM and latent semantic indexing can both be used
by these learning methods to represent documents. Some of the learning methods
also represent the user profile as one or more vectors in the same multi-dimensional

space which makes it easy to compare documents and profiles. For example, let

P = (uy,...,u;) be the profile vector, and the cosine similarity can be written as
D-P
sim(D, P) = ———. (2.3)
1DITP]

An example of the content-based filtering is Personalize Recommendation system
(PRES) architecture [28]. It categorizes the page of a web site into three categoriza-
tions, content page, navigation page and hybrid page. Content pages include the
information and items a user interested in, and the navigation pages help the user
to search for the interest items. The hybrid pages both provide content as well as
navigation facilities. In addition, a content page for one user might be a navigation
page for another. Therefore, each user has their own structure. The structure of
PRES is shown in Figure 2.4. The recommender system compares the user profile
with the documents in the collection. The documents are then ranked on the basis
of certain criteria such as similarity, novelty, proximity and relevancy and the best
ranked documents appear as hyperlinks on the current web page. A user profile is
learned from feedback provided by the user. The feedback includes the documents

a user selects and reads, and this provides a strong indication that the document
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Figure 2.4: The structure of PRES.

contains information a user is interested in. What’s more, negative examples are not
used since it is hard to recognize the negative actions. For example, the reason for
the short reading time for a page might be just the document is short or information
provided less new to the user. The links the user does not click do not provide strong
evidence as well. The reason is that the user might visit the document later or just
does not notice the link. Another important impact is that the user is interested
in a topic for a short period since once enough information has been provided the
user will lose interest in that topic. In short, the user model has to be dynamic and
learned from positive examples only. PRES uses relevance feedback to learn user
profile model. After the user reads document D, a user profile P would be updated
as P = aP + (D.

Though content-based can somehow deal with the cold start problem of CF
with the content of items, several issues emerge. The major issue is that users are
interested in manifold topics even those topics do not much intersect in content.
Therefore, pure content-based filtering lower the exploration of potential items of

which are not much related to those have been highly ranked by active user.

2.3 Hybrid Approaches Combined with CF and
Content-based Filtering

In addition to Cf and content-based filtering, approaches combined with these two
have been studied and reveal benefit [3]. CF has been mentioned about the chal-

lenges of cold start and content-based filtering alone can prove ineffective. Content-
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based techniques have difficulty in distinguishing between high-quality and low-
quality information that is on the same topic. Also, content-based filtering faces
the problem of recommendation depends on too much of the active user merely. In
this section several previous work combined with both CF and content-based are
described.

In [3], they propose a web recommendation system in which the basis of CF and
content-based filtering are kept separated. A page, or an item, is represented as
a vector which attributes as dimension. The number of attributes is the length of
the dimension. After defining a set of features and generating constraints for each
feature, it is guaranteed that, under all the constraints, a unique distribution exists
with maximum entropy [12]. Each source of knowledge can be represented as features
with associated weights. In their model, two sources of knowledge about Web users’
navigational behavior are namely features. The overall features are combined to
provide the recommendation. Two sources of information are considered to be the
features. One is based on item-level usage pattens and the other is based on item
content associations. With the usage pattens, the condition probability of a certain
page is used to decide the value of features. The probability are decided regarding
to the user ration history. In other hand, the attribute selection method is modified
from Latent Dirichlet Allocation. Then they use Variational Bayes technique to
estimate each item’s association with multiple “classes”, or “topics”. Since they
find that each item shows strong association with one “class”, they assign each item
to a single class and then define the values of features.

Latent Dirichlet Allocation is also mentioned in [29] as topic model. In this
work, they intend to solve the problem when searching scientific articles, finding
relevant paper is difficult in the large on-line archives of scientific articles. They
propose the approach combining the merits of traditional collaborative filtering and
probabilistic topic modeling in the direction of utilizing the article libraries created
by users. The topic modeling is used to generalize the unseen articles through
providing a representation of the articles in terms of latent themes discovered from
the collection. The topic representation of articles allows the algorithm to make
meaningful recommendations about articles before anyone has rated them. In short,
an article that has not been seen by many will be recommended based more on its
content while an article that has been widely seen will be recommended based more
on the other users. Both user and items share the same latent low-dimensional space
and are represented by a latent vector. With latent factor models, collaborative topic
regression is proposed and represents users with topic interests and assumes that

documents are generated by a topic model. Each document comes with an topic
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proportion. Then from the topic proportions and the interest of use, collaborative
topic regression provides recommendation.

Though approaches combined with CF and content of items reveal someway to
work. The rapid grow of information results in the need of recommendation change-
able with time. A mechanism is needed to adapt recommendation according to the
sequence of history. However, if new recommendation is just produced from more
records of history, the effort is expensive because of somehow repeated effort. That
is, “new” recommendation modifies from the “past” recommendation with consid-
ering only the more recent history instead of all history to save off-line computation

burden.
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Chapter 3
System Design

Until now we have talked about the motivation of the proposed system and some
background of the previous work of RS. Considering the factors mentioned before,
this thesis works on proposing a RS design to deal with the challenges of CF, content-
based filtering and the dynamic recommendation. This chapter describes how we
design our system, and in this thesis, the design is adapted to the reading relations.
Articles are the items and readers are the users. To describe the structure of the
design on detail, the symbols and their definitions are given at first. Then, the
framework introduces each component of the system briefly and how this procedure
processes. The details of each concept and stage are explained to further clarify the

procedure. Finally, the approach of ranking for article recommendation is revealed.

3.1 Symbols

In this work, we want to find the relations between articles with reading behaviors of
users and to deal with some challenges of CF through grouping articles. Therefore,
three major symbols for articles, users and concepts are first revealed. A concept
means a group of article. Let A be the set of articles, U be the set of users and
C be the set of concepts. The symbols a; € A, u; € U and ¢; € C respectively
indicate an article, a user and a concept.

For a particular concept, we consider that the importance of each article in this
concept is not always the same. The reason is that the page views of different articles
might be different. When two articles in this concept are compared, the article
receiving more page views is regarded more important than the other. Therefore,
the articles in a particular concept are evaluated according to the page views they
receives. However, only the page views of some kind of users are cared. That

is, another issue we need to talk about is the users who read any article in the
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particular concept. If a user reads an article in a concept, he or she is considered to
be interested in this concept. The weight of an article in a concept increases while
more users who are interested in this concept read the article. Let W denote the set
of weight of articles and w,, ., € W represent the weight of a; in ¢;. ¢; is a concept
including a;.

To get W, three factors are related. First, for a particular concept, c¢;, we only
consider the articles in this concept. As a result, a symbol ¢ is used to find the

articles which are contained in ¢; and defined as

1 if article a; contributes to concept c;
Gaie; = (3.1)
0  otherwise.
Second, only the users who are interested in c¢; are considered. The way is to
filter the user who does not read any article included in ¢; since the user does not

read an article should not have impact on this article. Therefore, we define a symbol

r to check whether or not a user reads article, and r is defined as

1 if uy, reads q;
Tug,ai = (3'2>
0  otherwise.
Next, if u; reads any article in ¢;, he or she is considered to be interested in
this concept. The number of users interested in ¢; is concluded to estimate w; ;. A
symbol b represents a user who is interested to ¢; and defined as

1 wed Tuga; X Gage; =1
b = 4 | e Tuw X S (33)

0  otherwise.
Finally, the weight of a; in ¢; is defined as

_ ZukEU Tukvaz’ X gaucj . <34)

ZukeU bUk,Cj

wai7cj

The nominator is the number of users who read a;, and the denominator is the
number of total users who are interested in ¢;. Since the number of users who read
an article is no more than the summation of all users who are interested in a concept,
Wq, ., is in the range of [0, 1]. We can user an example to explain more (Figure 3.1).
The edge between an article and a user implies the user reading the article. We can
see four users are interested in the concept, ¢, since each of them is linked to more
than one article in ¢;. Obviously four users reading more than one article composes
this concept. According to Equations 3.1 to 3.4, weights of each article in ¢; can be
computed. We get w,, ,, the weight of a; grouped into c; is %.
2 2

Way e, are 7, 7 and i respectively.

Wag,cry Wag,e; and
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concept

@ article

Figure 3.1: An example for the weight w,, ., of a; in ¢;.

After the weight of articles are decided, we need to further find the extent of user
to each concept. Here we call it level of interest of users shown to each concept. The
users reading different numbers of articles are regarded to have different influences
when refining the concepts. In addition, the weight of articles also matters. Level
of interest is defined according to two factors. One is the number of articles a user
reads in the particular concept. If the user reads more articles in the concept, this
user is considered to be more interested in this concept. The other is the importance,
weight, of articles which is read by user. In other words, a user is considered to be
more interested in a concept if he or she reads an article with higher weight than
another article with lower weight in this concept. As a result, the level of interest

for user uy, to the concept ¢; is defined as

I o EaieA Tup,a; X wai,cg' X gaucj (3 5)
uk,C] - ° °
EaieA waivcj X gaucj'

The denominator is the summation of weights of all articles in ¢;, and the nominator
is the total weight of articles in ¢;. This means if the user reads more articles or
reads the articles with higher weight, he or she is considered to be more interested
in the concept. Since the nominator is no more than the denominator, [, ., is in
the range of [0, 1].

Next we introduce article graph. Article graph is constructed with the nodes
representing the articles and the edges denoting relations between two articles. We
consider how to define the relations between articles with users’ reading behaviors.
We believe that two articles are connected, which means they probably form the
same concept, when one or more users read both articles. If more users read both
of them, the relation is considered stronger. In addition, level of interest of the user

for the concept affects the relations. The user who is more interested in a concept
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concept

article

Figure 3.2: An example of article graph of Figure 3.1.

influences more on the relations between articles in the concept. Thus, the relation

between two articles a; and a,, is defined as

Cavame; = D luges X Gaves X James X Tugar X Tugam (3.6)

aj,am€A
which is the summation of level of interest for all users who are interested in ¢;. The
article graph of Figure 3.1 is shown in Figure 3.2. The edges between two articles
exist when one or more users reading both of the two articles. In this example,
€ar azc1 = lujer = g and €q, ag.c; = lug,er + luger = % + g according to Equations 3.5

and 3.6. Table 3.1 summarizes the symbols and their definitions.

Symbol | Definition

Gas c; whether or not a; consists of ¢;

Ty a; whether or not u; reads a;

buy e whether or not wy, is interested in ¢;

Wq;c; | the weight of a; in ¢;

bug,c; level of interest for uy toward c;

€aq;, the relation between two articles a; and a,, in concept c;

Am,Cj

Table 3.1: Symbols and definitions.

3.2 Framework

After symbols have been described, the picture of system structure is revealed. The
iterative procedure is composed of two concept spaces and two stages. Before we
look into each concept space or stage, the structure and procedure are first described.

The system is built on an iterative process with concepts refining in each turn. The

21



Initial Concepts Stage I:
Generating keywords
— |and clustering articles [T~

User-based Item-based
Concepts Stage 2: Concepts
~— Concepts reinforcing with —

users’ access pattens

Top-N Recommendation
and Evaluation

Figure 3.3: The flow of the iterative procedure of the proposed system.

procedure of iteration is shown in Figure 3.3. The two concept spaces and two stages

are described briefly as follows:
e [tem-based Concepts: clusters of articles with keywords as the dimension

e User-based Concepts: clusters of articles after separating process of item-based

concepts

e Stage 1: Generating keywords to form item-based concepts according to user-

based concepts
e Stage 2: Reinforcing item-based concepts with users’ reading behaviors

At first, the initial concepts are given from the editors. The editors determine
the tags and label articles with these tags. A tag means a concept in our system.
This way can prevent some unexpected links between articles. The reason is that
a user might be interested in several concepts which are not related to each other.
The default tags prevent links between articles which have no relations. This also
means that all articles are grouped in only one concepts if default tags do not exist.

Then at Stage 1, extracted from the content of the articles, keywords are gener-
ated according to the initial concepts. Next, item-based concepts are formed with
clustering the articles. Each article is represented as a vector, k—>w, and keywords
are used to be the dimension of the articles. At Stage 2, with the users’ reading
behaviors, item-based concepts are reinforced into user-based concepts. Then again
keywords are regenerated to form the next item-based concepts according to user-
based concepts. Until now an iteration is finished. This procedure terminates when

the similarity of item-based and user-based concepts exceeds a threshold ¢. The two
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arrows in Figure 3.3 between two groups of concepts represent one iteration. The al-
gorithm of this structure is briefly shown in Algorithm 1. The detail implementation

of each function is explained lately.

Algorithm 1: The structure of system

1 Set keywords empty

2 for each concept in Concepts;,; do

3 Features <— GETFEATURES( concept, Concepts;,; excluding concepts)
Find the feature in the set, Features, that increases maximum
SIMILARITY ([tem-based concepts, Concepts;ni) then add this feature to
the set of keywords until the set is empty or no increasing for every

L feature in Features.

4 while SIMILARITY ([tem-based concepts, User-based concepts) < a do

5 Computing weight of articles and the level of interest for each pair of

users and concepts

6 for each concept in Concepts do

7 cut <~ GETMAXIMUMCUT (concept)

8 if cut > threshold then

9 group; < one of the groups that should be separated.

10 groups < the other one of the groups that should be separated.
11 Features <~ GETFEATURES( group;, groups)

12 repeat

13 Find a feature in the set, Features, that increase maximum

SIMILARITY ([tem-based concepts, Concepts;ni)

14 This feature is added to the set, keywords and removed from
Features.
15 until Features is empty or no increasing for every feature in
Features;
16 Cluster the articles with keywords as dimension and form item-based

| concepts of next iteration.

17 RECOMMENDATION( Users, Item-based concepts)

3.3 Concepts

Two kinds of concept spaces in the structure are named item-based concepts and

user-based concepts. Literally, item-based concepts are the actual groups of items.
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In the other hand, user-based concepts can be thought of the modified item-based

concepts but not the actual groups.

3.3.1 Item-based Concepts

[tem-based concepts are groups of articles with the keywords as the dimension. The
goal of this iterative procedure is to find the best item-based concepts to recommend
articles. Item-based concepts are modified each iteration when the dimension is dif-
ferent, in other words, the keywords are modified every iteration from different
user-based concepts. The length of the vectors, k—>w, for each article would be in-

creased or decreased after an iteration finished.

3.3.2 User-based Concepts

When articles are clustered into concepts, the articles in the same concept are linked
according to Equation 3.6. Then each concept is determined to be separated or not.
For a concept, if some users read articles only in one group while some other users
read articles only in the other group, we find less connection exists in the two groups
of articles. Thus the articles in the some concept are considered be separated into
two concepts. Figure 3.4 shows this situation. The line between a user and an article
represents that the user reads the article. Eight articles are in the concept and seven
users read more than one article in the concept. The users uq, us, us and uy read
one or more articles in the set of a, as, as and ay. On other side, the users us, ug
and u; read one or more articles in the set of as, ag, a7 and ag. Though u; reads ao,
we still can separate the concept into two groups because the relations between the
two groups are less, only existing between ay and as. The dashed line between the
two groups of articles in the concept means that this concept should be separated
since the relations between the two groups are less. The concepts tend to form with

users’ reading behaviors is named user-based concepts.

3.4 Stages of Operation

Following the previous framework, two stages show how the two kinds of concept
spaces influence each other. One stage is the definition of keyword and the approach
of generating keywords from user-based concepts to item-based concepts. The other
is how to reinforce item-based concepts according to the reading history of users.
The modified item-based concepts are named user-based concepts. These two stages

show the interaction of these two kinds of concept spaces
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item-based @ article@ user
concept

Figure 3.4: A situation that a concept is needed to be separated.

3.4.1 Keyword Generation Stage

Based on the silhouette of user-based concepts, a series of keywords are extracted
from the contents of the articles. User-based concepts are used to increase or re-
duce dimension. The increase or decrease of dimension depends on the user-based
concepts. When user-based concepts are designed, we look into each concept and
analysis the contents of the articles in each concept. When a concept needs to be
separated, the chi-square feature selection is implemented to extract features, or we
call keyword in this paper [16,20]. The purpose of feature selection is to select a
ranked list of features which can separate two classes mostly. Here the features are
the segmental contents of the articles, that is, the words tokenized from articles, and
the classes are user-based concepts. For a concept needed to be separated, the two
classes are the two groups after being split.

However, the features we really select are not ranked only according to chi-square
feature selection. Two steps are implemented. In the first step, the top k features
are selected from the scores of features, or words. Second, the similarities of user-
based and different item-based concepts with different keyword as dimension are
computed. The keyword which results in the minimum distance is chosen. The
similarity is computed as follows. Each concept in item-based concepts greedily
choose one concept of the maximum repeated articles in user-based concepts, and
we compute the number of different articles. The summation of all different articles
after each concept choosing is the distance. After the first chosen feature is included

into keyword, the second feature is selected in the same way. Finally, 5 keyword are
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selected to be the dimension of articles when the proportion of similarity compared
to the original concepts exceeds « or all of the keyword are selected. Then the item-
based concepts are formed through clustering articles with keywords as dimension.

Furthermore, the keywords can also be reduced to reduce the burden of com-
putation. This means that two concepts are merged. However, this way does not

refine the concepts and is not implemented in this paper.

Algorithm 2: The features of two groups

Data: Two groups of articles
Result: A set of terms which can seperate the two groups most

1 Function GETFEATURES (group;, groups)

2 Scroes is {scorey, scores, ..., scores}

3 Terms < terms in group; U terms in group,

4 7w <— number of articles

5 for each term; in Terms do

6 m < the number of articles in group; containing term;
7 Ty <— the number of articles in group, containing term;
8 73 < (the number of articles in group;) - m

9 74 < (the number of articles in groups) - m

0 || seores e o R s

11 return the best Sterm; with the highest score;

user | article reading sequence

Uq a — QG — a3 — Q4 — Q5

U9 as — a3 — a4 — a1 — Qs

Uus a, — QG — a3 — a5 —

Table 3.2: Each row shows the individual user and his reading sequence.

3.4.2 Concept Reinforcement Stage

In the concept reinforcement stage, we add users’ reading behaviors to reinforce the
item-based concepts generated in the previous stage. For a certain concept, we use
users’ reading behaviors to decide whether this concept should be separated or not.
Under some circumstances the articles in an item-based concept can be trivially
divided into two smaller groups, as shown in Figure 3.4. However, in real-world sce-

nario the boundary is not always that obvious. The size of the two separated groups
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aq as as Q4  as
a| - 1/2 0 0 1/2
aa| 0 - 1 0 0
as| 0 0 - 2/3 1/3
as [1/3 1/3 0 - 1/3
as| 10 0 0 -

Table 3.3: The transition probability of Tables 3.2. The reading sequence is from

the row to the column.

also matters; if the sizes of the two groups are far from equal, the extracted keywords
in the following keyword generation stage will be too specific toward a particular ar-
ticle. In other words, the small concepts does not with much information. However,
we find the minimum cut algorithm results in the large quantity variance. The small
group of split concept dose not contain much information. Therefore, in order to
find a boundary that tries to evenly divide the concepts, the weighted maximum-cut
algorithm is applied on the complement of the article graph. The resulted maximum
cut is the candidate boundary between the two possible new concepts. A large cut
size in the complement graph means that few connections exist between the two
groups in the original article graph. When the cut size exceeds a certain threshold,
¢, we split the concept into two, as shown in Figure 3.5(a). It is worth mentioning
that the algorithm is expected to balance the size of the two separated groups when
multiple possible boundaries exist. For example, the 5 nodes in Figure 3.5(b) could
be separated into two smaller concepts arbitrarily. Although we transfer the linear
min-cut problem into an NP-hard one and find the approximation of the maximum
cut, we can achieve our purpose through this way.

Initially we consider the transform of Kager’s algorithm. Kager’s algorithm is
originally used for minimim cut. The probability of sampling the edges is propor-
tional to the weight. Then it merges the nodes linked with the chosen edge. The
process repeats until there merely exist two groups. Thus the edges with higher
weight are more likely to be chosen, and the edges with smaller weight are left. In
the end, the cut between the two groups are more likely to be the minimum cut
after more repeated times. This way has been proven to be the same as sampling
the nodes when the probability of a node is equal to the summation of all the edges
linked with the node. Here we intent to reversely process and let the edges with
higher weight leave in the end. We take the unique number and reversely assign
the number to be the probability of sapling nodes. For example, if the weight of

nodes are 1, 3,3,5, 11, the unique number are 1,3,5,11. We reassign the nodes as
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Figure 3.5: Max-cut algorithm applied to the complement of article graphs to sep-
arate the articles into two smaller concepts.

11,5,5,3,1, and the probability of these nodes are iz, 5z, o=, 55, 5:- However, we
compare greedy algorithm and the modified Karger’s algorithm. From experiment,
with small amount of nodes we find that the greedy algorithm can achieve higher size
faster in less repeated times. Thus, we choose greedy algorithm as the approximate
method.

Algorithm 3 shows the detail of approximate method. First the nodes, or items,
are randomly assigned to one of two groups. Then we examine each nodes and the
increase of cut after change find the the Using the max-cut algorithm described
above, they can be separated almost evenly because the max-cut algorithm essen-
tially prefers to cut through more edges. At the end of this stage, the original

item-based concepts are reinforced and become user-based concepts.

3.5 Recommendation

For article recommendation in the proposed system, the reading dependence is con-
sidered. Articles with high probability of being read are probably with higher rank
for recommendation. That is, when recommending, we also consider the probability

for reading each article only.
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3.5.1 Generating Reading Dependence

The reading dependence is also considered when the recommended article are ranked.
From the record of the user’s reading history, the probability of reading articles is
computed. That is, from the reading sequence of the articles, the probability of
each article from other articles is computed with the bigram way. We want to find
the reading probability of articles themselves. For example, Table 3.2 reveals the
users’ reading sequence, and Table 3.3 shows the transition probability of the articles
in statistics. The sequence from the row to the column means the user’s reading
sequence in these two articles. For example, p(as, as) in third row and fourth column

means the probability of reading a4 after reading a4 is 2/3.

3.5.2 Ranking of Articles

In the proposed system, the recommendation list is computed according to three
factors. From previous result we know that concepts are built and converged after

the iterative procedure. Three factors are revealed and listed as follows.
® ly, ., denotes level of the interest that u; shows to ¢;
® w,, ., denotes the weight of a; which consists to ¢;
e p(a;, a,,) denotes the probability that a user reads a,, after a;.

Then the recommendation articles are ranked according to the score computed with

the following equation,

cJEC |:lulwc] X wGuCJ X Za eAp(a'zaam)]

\/ c]eC uk,c] \/Zc GC a’ch X Za eAp<al7am)}

From the equation we could find that s,, ,, increase if w; is interested more in ¢;

(3.7)

ukvaz -

or a; is weighted more in ¢;. The article a;, with higher score is ranked higher for
user uy. This means that if a user shows more interest in a particular concept, this
system recommends the articles with higher product of weight and probability in the
concept. If a article shows a higher probability is ranked higher than other articles
with same wight but lower probability.

When new articles are added, the keywords can be used to cluster these arti-
cles into existing concepts, and the reading dependence of the new articles is not
considered since no users have read the article. Each new article is included in a
concept with the minimum distance. The distance is computed between the new

article and the center of the concept when the keywords are dimension of the vector
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space model [17]. This way can recommends new articles to users even though no

users has read them before.
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Algorithm 3: The maximum cut of a concept

Data: A concept, group of articles
Result: The maximum cut of the concept
1 Function GETMAXIMUMCUT (concept)
2 MaxCut <0
3 for i <1 to 6 do

4 group; < empty
5 groupsy <— empty
/* Randomly assign the articles into two groups
6 for article in concept do
7 number < randomly pick a integer € 0,1 if number s 0 then
8 ‘ group, < article
9 else
10 L group, < article
11 Cut < the summation of weight of links between the two groups

*/
12 repeat
13 MazxIncrease < 0
14 for article in concept do
15 Increase < increase cut of the article after changed
16 if MaxIncrease < Increase then
17 L MaxIncrease <— Increase
18 Cut <— Cut + MaxIncrease
19 until MaxIncrease is O
20 if MaxCut < Cut then
21 L MaxCut < Cut
22 return MaxCut

*/

/* Change articles to the other group to increase MazxCut
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Chapter 4
Experiments and Results

In this section, we compare the articles recommendation from (i) the proposed sys-
tem, (ii) the initial concepts labeled by editors, (iii) the CF results and (iv) the

content-based filtering.

4.1 Data Set and Configuration

We use the data and the browsing logs from womany.net!, a website that aggregates
articles from various sources. The data includes 3,205 articles and the reading
behaviors from 31,692 users in total. Each user reads 45 articles in average. Every
article is labeled with several tags by the editors of the website. An article can have
multiple tags. The tags are used as the initial concepts.

According to the characteristic of data, we only get the browsing logs of users
and do not know the rating of each user on items. Therefore, when consider the
users’ behaviors, the user access pattern is used as the implicit opinions. Also, when
creating recommendation, top-N recommendation is used instead of the prediction
of items.

When implementing the system, several parameters and tools are shown in this
subsection. When generating the keywords, two parameters are set. [ is set to 8
since we find no obviously increase in similarity when more keywords are selected
as dimension. Only one or two keywords are needed in most concepts to make the
similarity exceed «, which is empirically set to 0.9.

Now we need to decide the threshold of the size of maximum cut in Stage 2. If
the size of the maximum cut exceeds the threshold, the articles separated by the
cut should have few relations. Thus, the concept should be split into two smaller

concepts using the calculated cut.

Lwww .womany.net
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When determining the threshold, we first assume the users do not have prefer-
ences for any specific concepts. We use 31,692 computer agents to simulate user
reading behaviors. Each agent randomly reads 45 articles and then the articles are
grouped to 100 concepts. The number of the concepts are empirically chosen. As a
result, the average size of maximum cut over the 100 concepts is 468.916. Therefore,
we choose 468.916 as the threshold.

During Stage 1, Stanford Word Segmenter [26] is used to segment the article
contents before extracting the keywords. After that, K-means [9] algorithm is used
to cluster the articles into item-based concepts. The k in K-means is changeable. We
use elbow method to find the first proper k. Table 4.1 summarizes the parameters.

In addition, when estimating a concept should be separated or not, we use a
method to approximate maximum cut. Though we transfer a linear problem into
a NP-hard problem, with the approximated solution we could separate the concept
as what we want. The implementation is described as follows. First, each article is
rand assigned into one of two groups. Then we examine each article to find the one
which is changed to another group can increase the maximum cut between these
two groups and change the article. The process then continues to find the next
article until no article changed can increase the cut size. Then on time of process
is finished. We repeat the process for 10 times to find the ever existing maximum

value and use the value to be the found one.

Parameter | value | Description
6] 8 the number of keywords selection in each iteration
« 0.9 the similarity between item-based concepts and user-based concepts
7y 30 the number of neighbors in user-based CF
10) 468.916 | threshold of maximum cut
0 10 repeated times of approximate max-cut algorithm

Table 4.1: Summary of parameters.

4.2 FEvaluation Metrics

Several common methods of evaluation for RS are used [21]. The most common is
mean absolute error (MAE). MAE comes from the difference value of the prediction
and the true rating. However, the characteristic of the data results in the prediction
output can only be top-N recommendation. Different from exact rating of each

unseen item within a numerical scale same as the rating given by users, top-N
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recommendation only provides a ranking list of items. As a result, MAE is not
appropriate for this kind of data. Root-mean-square deviation, a modification from
MSE;, is not appropriate for the same reason.

Here we use precision-recall (PR) curves [6] to evaluate the article recommen-
dation. Drawing PR curves is another method often used to test the accuracy of
recommendation systems. PR curves are a kind of curves with recall as x-axis and
precision as y-axis. The definitions of precision and recall are shown as follows.
Precision is the fraction of retrieved items that are relevant to the find and defined

as
[relevant items N retrieved items|

(4.1)

precision = - -
[retrieved items|

The numerator is the number of items that are both relevant and retrieved, and the
denominator is the number of total retrieved items at that moment. Recall is the

proportion of the number of articles a user really reads from the prediction and is

defined as

[relevant items N retrieved items|

recall = (4.2)

[relevant items|
A spot on PR curves represents a hit, which means the current prediction is correct

when examining the rank list one by one. Figure shows examples of PR curves.
We assume the ground truth is a;, a7, az and a;1. Thus any one of these four is
regarded as a hit. In this evaluation, if a user reads a recommended article in the
test data, the recommendation is regarded as successful and a hit reveals. Precision
and recall then are computed as a hit happens. Tables 4.2, 4.3 and 4.4 show
examples for three prediction from different systems. Figure 4.1 shows the three
different curves from these prediction. In the figure, we find that Prediction B is the
best and Prediction C is the worst of these three. In our experiment, since there are
totally 31,692 users, we average the PR curves over all users and set the x-interval
to be 0.05.

Prediction A | a; | as | a3 | as | a5 | ag | a7 | ag | a9 | ajo
o . 2 i
Precision 1 5 i

1 2 3

Recall 1 3 1

Table 4.2: The example of PR curves.

Another evaluation method is mean average precision (MAP). This is the mean
of all precision when a hit reveals. For example, we can look at Tables 4.2. Average
precision (AP) is % = 0.544. Then AP of Tables 4.3 and Tables 4.4 can be
computed as the same way. They are 1 and 0.145 respectively. MAP is (0.544 + 1+

0.145)/3 = 0.563 in the example.
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Figure 4.1: PR curves of three different prediction.

Prediction B | a3 | a11 | a7 | ay

Precision 1 1 1 1
1 2 3 4
Recall 1 1 1 1

Table 4.3: The example of PR curves.

Prediction C | 12 | a7 | a4 | a1l | a5 | ag | a13 a | ana
.« . 1 2
Precision 1 =5
1 2
Recall 1 i

Table 4.4: The example of PR curves.

4.3 Evaluation Process

Here we talk about the implementation of each RS. The testing data is introduced
followed by (1) the proposed system (2) item-based/user-based CF, (3) content-
based filtering. The output of these RS are a ranking list with 100 as the length.
Then according to the hit, we get PR curves and average MAP.
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4.3.1 Testing Data

The reading behavior records are separated into two parts: one for training, and
the other for testing. The training part is the reading history from Dec 10, 2012 to
Oct 6, 2013, containing about 1.09 million reading records. The testing part is the
data from Oct 7, 2012 to March 7, 2014, containing 439 thousand reading record as
the ground truth. Reading records of 556 new articles published after Oct 6, 2013
are also included in the testing part. However, we exclude the reading records from
the new readers registered after Oct 6, 2013 because the system only recommends
articles for users who have reading history in the training part. The sequence of
articles in testing data does not matters. If the ranking list of RS refers to any

article the user read in testing data, it is regarded successful equally.

4.3.2 Evaluation of Proposed System

Before testing, the 556 new articles is not belong to any concepts. The set of
keywords generated in the training phase are used as dimension to cluster the
new articles into the concepts. The value of each dimension is decided with tf-
idf. The distance is compared using the vector space model. For k-means, the
new articles are clustered into the nearest clusters according to the distance of the
centers. Afterwards, the ranking of all articles can be calculated for each user using
Equation 3.7. The weight and reading dependence of article are set average of

existing articles to prevent influence.

4.3.3 Evaluation of CF

As for CF, both item-based CF and user-based CF are applied. In user-based CF,
cosine-based similarity [22] is applied to search the nearest neighbors. Similarity
value between two users are computed according to the articles they both read.
The more articles the users read in common, the more similar they are. v nearest
neighbors are selected, and then we compute the articles mostly read from the
neighbors. In experiments v is set to 30, which is about 1/100 users.

In item-based CF, the similarity between items are also computed with cosine-
based similarity. Since the data only provides the reading history between users and
articles, we do not know the rating of the articles from the users. Here we assume
that if a user reads an article, the user is interested in the article. This means no
negative feedback is considered. Two articles are regarded more similar when more

users read both of them. In the experiments, the same 100 articles of proposed
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system are chosen. In addition, the newly added articles cannot be recommended

since the CF system does not have any reading history of the new articles.

4.3.4 Evaluation of Content-based Filtering

The user profile is constructed according to the articles read. In this experiment we
use relevance feedback mentioned in [28] to build the user profile. When a user has
spent a certain amount of time reading a document a; the user profile P is updated
with the following equation: P’ = AP + ,d?z. P is the original profile,P’ is thw a;
is the vector of document a; and Weight i determines the relative importance of a
document to the user. In our experiment, since we do not know the rating of users,
we set the article read means that the user is interested in it. This also implies that
i is always larger than zero and only positive feedback is considered. The profile
vector is adjusted to a diminishing of the user’s interests by A, a weight between 0
and 1 that reduces the term weights in the profile. This weight is determined via
experimentation. The different values of A with fixed p or different p with fixed A
affects less. As a result, we set A to be 0.8 and p as 0.2.

4.4 Results and Discussion

All RS are set to provide 100 articles of prediction for each user, and the articles
of test data are the original 3,205 articles and 556 new articles. Then we check
the recommended articles one by one and compute the precision and recall. The
average PR curves over all users with interval as 0.05 from proposed systems of
different iterations are shown in Figure 4.2. It starts with the initial concepts and
converge after twelve iterations. We can find the curve generally higher with the
more iterations. Figure 4.3 is part of the Figure 4.2, and we can find the highest line
is the last iteration. Figure 4.4 compares average PR curves from different systems:
(1) user-based/(2) item-based CF, (3) the content-based filtering, (4) initial concepts
from editors and (5) item-based concepts with different iterations. From the figure
we can find the proposed system exceeds other RS at about after the 3 iterations.

The MAP of all users with each iteration is shown in Figure 4.6. The MAP
generally increases with iteration increasing. The comparison of MAP for item-
based/user-based CF and content-based filtering is shown in Figure 4.7. After 4
iterations, the MAP of proposed system exceeds all other RS.
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Figure 4.2: The average PR curves of proposed system with the interval 0.05.
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Figure 4.4: The comparison of average PR curves.
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Chapter 5
Conclusion

This paper proposes a recommendation system (RS) with two concept spaces, item-
based and user-based concepts, in an iterative procedure. The actual groups of ar-
ticles are named item-based concepts and the expected groups of articles are named
user-based concepts. The user-based concepts are reinforced from item-based con-
cepts with readers’ reading behaviors. When two articles are both read by one or
more users, the two articles are related. The more users read both of them, the
stronger the relations. A series of keywords are generated from the contents of ar-
ticles and used as the dimension to form item-based concepts in the next iteration.
Reading dependence is also considered when generating recommendation. We place
both readers and articles in concept space and compute the association. In our case
study, the average precision-recall curves indicate that the proposed RS produces
more hits with more iterations. In the perspective of average MAP, we find that
it generally increases. To some extent, it is higher than user-based/item-based CF
and content-based filtering.

Our proposed RS deal with scalability and sparsity with clustering methods.
Each cluster is a group of articles and named concept. Our proposed RS can dy-
namically scale the scale of clusters up and down in the iterative procedure. The size
increases as necessary and merely increase to 87 from 5 while the dimension of user-
based CF is 3,200 and 30, 000 for item-based CF. In other hand, the proposed RS
cluster articles with keywords as dimension. Thus the new articles can be clustered
and recommended. The size of keywords increases as necessary in each iteration to
separated concepts. According to the results of PR curves and average MAP, the
iterative procedure can further increase the accuracy of the recommendation.

The proposed RS can be applied to other field in such a manner. Just as we
extract keywords from textual articles, we can extract video and audio features to

apply the RS in multimedia recommendations. As long as the items to be recom-
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mended contain extractable features, we believe that the idea of reinforcing item-
based concepts to user-based concepts can be extended to any situation with regard

to interactions between users and items.
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