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Abstract

Along with the development of social network and the sustainable user growth, the
explosion of contents provides tons of information. In order to efficiently and
effectively classify tweets, users of Twitter can make use of hashtags to mark and
categorize their tweets. However, most of the tweets do not contain hashtags. In
addition, our research shows that there are only 15% of tweets contain hashtags, which
greatly reduce the value of hashtags. Therefore, our research aims to develop a hashtag
recommendation system to automatically provide hashtags according to the content of
the tweet.

Our research mode is constructed based on Mixed Membership Model. We further
extend the model by incorporating the temporal clustering effect and propose the result
model, Topics over Time Multiple Channel Latent Dirichlet Allocation (TOT-MCLDA).
The insight of our model is that the text words and hashtags from one tweet have the
same latent topic condition factors. In addition, tweets posted in the same period of time
have higher relevance. Hence, we can make use of the tweet contents to recommend
hashtags by its latent topics. Experimental results on a 3-year Twitter dataset

demonstrate that the proposed method can outperform some state-of-the-art methods.

Keywords: Social Network, Twitter, Hashtags, Recommendation System, Topic Model
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Chapter 1 Introduction

As the increasing popularity of online social media venues, e.g., Facebook and
Google+, users have created a huge amount of short text messages. Among these social
networks, Twitter is one of the biggest and most popular microblogging websites.
According to recent statistics, there are more than 135,000 new users joining Twitter
every day. In addition, there are about 645 million active registered users posting 58
million tweets every day.

Discussions on microblogging websites can influence the accessibility and
visibility of similar issues. In Twitter, user can follow other users or retweet other users’
tweet. With the effect of network externality, an issue will be spread out rapidly. Such
phenomenon intensifies the information circulation.

However, the increasing amount of user-generated content may cause the
categorizing and searching more difficult. For this reason, Twitter presents the use of
“hashtag”. In Twitter, registered users are limited to post 140-character messages (i.e.,
tweets). Along with the general text, hashtags, which are arbitrary words prepended
with hash symbol #, can also be inserted into each tweet. These hashtags can be seen as
a categorization of their tweets. Several usages of hashtags have been proposed. Some

users search for certain topics by the use of hashtags. Others use hashtags as keywords
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to highlight or tag important issues. This makes the connection between relevant tweets

much easier and helps the conversation between similar users more effective.

Although hashtags are useful, we find that there are only 15% of tweets contain at

least one hashtag. Since the addition of hashtags is manual and custom, different user

habit may result in different meaning. For example, users familiar with technology will

use #apple as a representative of Apple Inc., while others treats it as the fruit. This

vocabulary gap may cause confusion to users. Furthermore, the informality and

non-systematicness of hashtags could also make the situation more complex. There are

many synonymous hashtags being used for describing the same semantic information,

e.g. #mlb and #majorleaguebaseball.

In order to deal with the above-mentioned problems, some hashtag

recommendation systems have been proposed. Mazzia and Juett (2009) recommend

suitable hashtags by considering the probability of each hashtag class based on Bayes’

rule given the words in the tweet. Zangerle et al. (2011) use a term frequency - inverse

document frequency (TF-IDF) based method to find similar tweets and recommend the

top-ranked hashtags over three ranking approaches. Kywe et al. (2012) consider both

user preference and tweet content to find a personalized set of hashtags. Godin et al.

(2013) introduce a topic model based approach to recommend hashtags.

However, previous studies did not consider the trends in hashtags. Most of the

2



events discussed on Twitter are time-sensitive. For example, the regular season of
National Football League (NFL) is from September to December, in Figure 2.1.1 we
can see that the amount of usage of #nfl gradually rises from the end of August, to a
peak at December, and finally drop at January of the following year. This implies that
the meaning and representation of hashtags might vary over time. Therefore, it is
important to consider time feature while designing models in order to capture the

implicit effects.
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Figure 2.1.1: The amount of usage of three hashtags (#nfl, #nba, #mlb) over different

time period.



To solve the problem, we provide Topics over Time Multiple Channel Latent

Dirichlet Allocation (TOT-MCLDA), a mixture model aggregating both Multiple

Channel Latent Dirichlet Allocation (MCLDA) and Topics over Time (TOT), to

recommend a set of hashtags based on the underlying topics of the given tweets. This

approach not only incorporates the consideration of time feature, but also provides

opportunities for adding different types of context to enrich the input information and

strengthen the model. We aim to use the latent topics of text and hashtags to recommend

suitable hashtags to newly generated tweets.

We apply our method on a 3-year Twitter data to generate hashtags for new tweets.

The baseline models we used are SIM, LDA, and MCLDA. The performance is

measured through 10-fold cross-validation. The metric we use is hit rate. The

experiments show that TOT-MCLDA has a hit rate of 27.625%, which significantly

outperforms other three methods. We further analyze the recommendations given by

each method to investigate the differences.

The thesis includes 5 sections. First, we review some related work in chapter 2. We

propose our method in chapter 3. Chapter 4 presents the dataset information, the

experiment design, and the results. Chapter 5 concludes.



Chapter 2  Literature Review

Our study is related to the research field of hashtag recommendation systems and

topic models. This chapter summarizes the related literatures.

2.1 Recommendation Systems

Recommendation systems aim to predict the preference of a user towards items or
objects that have never been considered before (Herlocker et al., 2004). There are two
types of recommendation systems, non-personalized recommendation systems and

personalized recommendation systems. Further introductions are shown as follow.

2.1.1 Non-personalized Recommendation Systems

Non-personalized recommendation systems give out a list of items ranked by
averaging other users’ rating or opinion. Since the recommendations are independent to
the user, the recommended item list is identical for each user.

Non-personalized recommendation systems are widely used in several social
networking websites because it can give out an overall opinion of items or products of
all the users without changing the rank by every user; in addition, the analysis process is

simple and the collection of data is easy. These methods usually recommend items by

5



popularity, e.g., click through rate (CTR) of links or purchase rate of products. For

example, MTV (http://www.mtv.com/music/) recommends top 10 most popular artists

to users based on the total number of viewing times of their music videos.

Uddin et al. (2011) developed a tag recommendation system based on the use of
Adapted PageRank (Hotho et al., 2006). The underlying principle is that a post assigned
with important tags by important users becomes important as well. Since this method
generates ranking list without utilizing any personal information, it is a
non-personalized tag recommendation system. Since non-personalized recommendation
systems give a fixed list of recommendations for all users, it might not appeal to

everyone (Anderson and Hiralall, 2011).

2.1.2  Personalized Recommendation Systems

Compared to non-personalized recommendation systems, personalized
recommendation systems consider the preferences of an individual user to generate a
personalized recommendation list. Personalized recommendation systems are mainly
separated into two categories, collaborative filtering and content-based approach (Kywe
etal., 2012).

Collaborative filtering is a method makes use of users’ habit, experience, or

preference to recommend useful items or information to users. It assumes that user with

6



similar preference will rate or buy items similarly, e.g., if user A purchased some items
same as user B previously did, user A is more likely to buy user B’s other items than a
randomly picked user. There are two general types of collaborative filtering method:

memory-based and model-based.

2.1.2.1 Memory-based Collaborative Filtering

Memory-based collaborative filtering is a method that searches into the database to
find users with similar features or attributes. There are two general classes of
collaborative filtering, user-based collaborative filtering and item-based collaborative
filtering.

User-based collaborative filtering calculates the similarity between two users and
recommends items that are rated good or commonly purchased by the most similar users.
A similar user is defined as those who shares similar preference with the target user.
Cosine similarity (Salton and McGill, 1983) and Pearson correlation coefficient
(Resnick et al., 1994) are popular similarity-based approaches. This type of method was
firstly developed by Goldberg et al. (1992). It was designed for the purpose of solving
the information overloading problems in Xerox’s Palo Alto Research Center. It filters
out e-mail that is not related to the user. However, user-based collaborative filtering

does not scale well when user number gets larger because the computation cost of

7



searching for similar users becomes too high.

In contrast to user-based approach, item-based collaborative filtering aims to
calculate the correlation between two items. Similar items are defined as those that are
co-rated high or often co-purchased by users. Then the most similar items correspond to
the item purchased by the target user are recommended. Item-based approach
overcomes the scalability problem in user-based approach. In Sarwar et al.’s (2001)
study, as the model size getting larger, only a slight increase on the run time of

recommendation system.

2.1.2.2  Model-based Collaborative Filtering

Since some recommendation systems generate recommendations on the basis of
large datasets, memory-based collaborative filtering is not always scalable and efficient.
Model-based collaborative filtering is designed to build a model based on the dataset.
This method extracts information from the dataset and develops a model for further
recommendation without using the whole dataset every time. Some model-based
collaborative filtering algorithms have been proposed: Breese et al. (1988) developed a
clustering model based on the use of naive Bayes to classify similar users into the same
group; Chen and George (1999) designed a Bayesian network model to construct the

relationship between each items, and the neighboring items are recommended; Koren et

8



al. (2009) use matrix factorization to reduce the dimensionality of users and items, and
generate a rank based on latent factors.

Although collaborative filtering performs quite well in lots of circumstances, it still
faces some problems. The size of the dataset affects the performance of the
recommendations directly. Data sparsity may cause the problem of cold start, which
means new user or new item has no sufficient factors to compare and link with similar
users or items in the dataset. Besides, large dataset may reduce the efficiency of
memory-based approaches. In addition, user who is not consistently agreed or disagree
with any group of users will make the recommendation systems nearly impossible to

generate recommendations, i.e., grey sheep problem.

2.1.2.3  Content-based approach

Content-based recommendation system was first proposed by Balabanovi¢ and
Shoham (1997). It assumes that items with similar features will be rated or purchased by
users with similar preferences. Compared to collaborative filtering, content-based
approach depends heavily on the item features and user profile that contains the
information related to those features. A user profile of preferences is built to express the
type of item the user likes, which is usually estimated based on the transactional data or

rating history of the user. Therefore, content-based recommendation system will

9



compare candidate items with items previously rated or purchased by the user, and the

most similar items are recommended.

Since content-based approach makes use of the descriptions and features of the

items, it performs well if the items can be represented as a set of features properly.

Therefore, the quality and suitability of the features are important.

However, if the features of items are not available, they will need to be added

manually. Besides, it cannot recommend new items different from the classes of the user

preference if the user does not involve in new classes. Same as collaborative filtering,

content-based approach also faces the problem of cold start while new user joins in.

10



2.2 Hashtag Recommendation Systems

Although lots of recommendation systems developed for social networks have
been proposed, only a few studies focus on the problem of hashtag recommendation.

This provides a huge space for improvement and future development.

2.2.1 Naive Bayes Method

Mazzia et al. (2009) developed a naive Bayes method that compares all hashtags
by calculating their probabilities according to the text. It assumes each word in a tweet
is independent.

In this method, given a target tweet dy = {Wkll, s Wk‘N}, they first estimate the

maximum a posteriori probability of each hashtag by

P(hi)P(Wk,llhi)P(Wk,Z|hi) P(Wk,nlhi) P(Wk,Nlhi)
P(Wk,ll "'!Wk,N)

P(hi|wk,1, 'Wk,N) =

Equation 2.2.1.1

where h; represents the i*" hashtag; Wi 1, -, W Tepresent the text in the target
tweet; P(hi |wk,1, . Wk'N) is the probability of using hashtag h; given the text in the
target tweet; P(h;) is the ratio of the number of times hashtag h; is used in the whole

dataset to the total number of hashtags used in the whole dataset; P(Wk'n |hi) is the

11



probability of using wy , given hashtag h;, this is calculated from the existing dataset
of tweets.

Then they rank all the hashtags by their probability and recommend the top-K
hashtags with highest probability to the target tweet, where K denotes the size of
recommended hashtags that will be presented.

This method is a type of model-based recommendation systems, it takes advantage

of scalability and efficiency.

12



2.2.2  Similarity Approach

This approach makes use of TF-IDF to represent a tweet into a weighted vector of
words dy = {ek,p ...,ek,|w|} in a word vocabulary W and the preference for each
hashtag of a user into a weighted vector of hashtags u; = {e]-‘l, ...,e]-,|H|} in a hashtag

dictionary H, where

Equation 2.2.2.1

Equation 2.2.2.2

where Freqy; is the frequency of word wy; in target tweet dy; Maxy is the total
number of text in the target tweet dy; |D| is the total number of tweets in the whole
dataset; n; is the number of tweets in which word w; appears; Freq;; is the
frequency of hashtag h; used by user u;; Max; is the total number of hashtags used
by user uj; |U| is the total number of users; n; is the number of users who use
hashtag h; before.

Zangerle et al. (2011) proposed a hashtag recommendation system that

13



recommends hashtags in the similar tweets. It assumes that similar tweets hold similar

meanings and hashtag distributions. The similarity score between two tweets is

measured by the sum of all TF-IDF of all words occurring within the target tweet. The

more the text of the target tweet is matched, the higher the TF-IDF score is. The final set

of similar tweets is consisting of those tweets which have the highest score.

Then they extract all the hashtags in the final set of similar tweets. Since these

hashtags have to be ranked, they evaluated three ranking methods:

OverallPopularity: This method ranks hashtags by considering their number of

occurrence in the whole dataset.

RecommendationPopularityRank: This method ranks hashtags by considering their

number of occurrence in the final set of similar tweets.

SimilarityRank: This method ranks hashtags by ranking the retrieved set of similar

tweets using the TF-IDF score. The hashtags contained in the most similar tweet are

recommended.

Their experiments show that SimilarityRank performs the best in recommending five

hashtags.

In order to take into account personal preferences when recommending hashtags,

Kywe et al. (2012) introduced a personalized hashtag recommendation system utilizing

both tweet content and user preference of hashtags. The similarity score between the

14



target tweet dy and another tweet d; is calculated by cosine similarity, where

dkd]

Similarity(dy, d;) = ldell - ||
]

Equation 2.2.2.3

The candidate hashtags are those contained in the top-X most similar tweets, which is
denoted by HashtagsOfTweets. Furthermore, the similarity score between the target user

u; and another user uy is calculated by cosine similarity, where

u]- " Uk

Similarity(u;, w) = ol Tl
)

Equation 2.2.2.4

The candidate hashtags are those used by the top-Y most similar users, which is denoted
by HashtagsOfUsers.

The candidate hashtags to be recommended are those that are in the union of
HashtagsOfTweets and HashtagsOfUsers. Then these candidate hashtags are ranked by
frequency, which is calculated by adding the number of times the hashtag used in top-X
similar tweets with the number of times it used by top-Y similar users. Last, the top

ranked hashtags are recommended to the target user and the target tweet. The results of

15



experiments show the hit rate of top ten recommended hashtags is 37.19%.

However, as the total amount of tweets and users in the dataset rise, this method

will face the problem of scalability.

16



2.2.3 Topic Model Based Method

Godin et al. (2013) proposed a topic model based method making use of Latent
Dirichlet Allocation (LDA) for general hashtag recommendation. The recommended
hashtags are given by sampling the top ranked words that resemble the general topic of
the target tweet based on the probability.

Latent Dirichlet Allocation was first proposed by Blei et al. (2003), it is a
generative model. It assumes that document is composed of several topics, which means
that each document has its own topic distribution; in addition, each topic is a probability
distribution of words. Therefore, the content of document is decided by these two

distribution. The graphical structure of LDA is shown in Figure 2.2.1.
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Figure 2.2.1: Graphical structure of LDA

If we represent the words in the corpus as a vector W and the corresponding latent

topic as Z, then the generative probability can be presented as

K D Ng
P(W,Z6,¢la,B) = | |P(6®|B)| |P(6©@ P(2@]0@)p (w® (%)
o = [ [PVl ] [Pl rlf)e (i)

k=

Equation 2.2.3.1

This model assumes that the prior probability distribution of documents over topics

and topics over words are both Dirichlet distributions. The vector « is the Dirichlet
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priors to 8@, which is the multinomial distribution of topics specify to the document d.
Its length is the number of topics, denoted by K. The vector {3 is the Dirichlet priors to
@, which is the multinomial distribution of words specify to the topic z. Its length is
the number of unique words, denoted by V. The generation of a document involves in

the following process:

(1) For each topic k, draw a distribution over words ¢ ~Dir(B)
(2) For each document d,

(a) Draw a vector of topic proportions 8@ ~Dir(a)
(b) For each word,
(i) Draw a topic assignment zi(d)~Mu1t(6(d)), zi(d) e{1,..,K}

(d)
(i) Drawaword w'@~Mult (cp(zi )), w@ e (1., v}

The estimation of 6 and ¢ is involved with latent variable, so the distribution is
intractable to compute. In view of the problem, some approximate inferences are
proposed, e.g., Laplace Approximation, Variational Approximation, and Markov chain
Monte Carlo (Blei et al., 2003).

Since the Dirichlet distribution is the conjugate prior of the multinomial
distribution, it is allowed to compute the joint distribution P(W,Z) by integrating out
6 and ¢ (Griffiths and Steyvers, 2004). Given P(W,Z) = P(W|Z)P(Z), since 6 and
¢ only appear in the first and second terms respectively, the integral of 8 and ¢ is

separable. We first integrate out ¢ from P(W|Z) and get
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Equation 2.2.3.2

where n8€8 represents the number of times word v has been assigned to topic k in

the vector of assignments Z; n88) represents the number of times topic k appears in

the vector of assignments Z. Then we integrate out 8 from P(Z) and get

D d),(.
F(Ka)>D 1—[ [T=1 T (nE_),)(S + O‘)

P(Z) =<
@) LG )

Equation 2.2.3.3
where ngc)l)(l((g represents the number of times topic k appears in document d; ngc)l)(())
represents the number of words in document d.

Griffiths and Steyvers (2004) further use Markov chain Monte Carlo to infer
P(Z|W). Markov chain is constructed by sampling from the variables Z, and it will
converge to the target distribution after several transitions (Gilks et al., 1996; Newman
and Barkema, 1999; Liu, 2001). Gibbs Sampling (Geman and Geman, 1984) is used as

the sampling method. The next state is reached by sequentially sampling all variables
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from their distribution when conditioned on the current values of all other variables and
the data. Therefore, in order to apply Gibbs Sampling, the condition probability
P(Z;|Z_;, W) is needed, which can be obtained by combining equation 2.2.3.2 and

equation 2.2.3.3:

O @0
P(Z = K|Z_, W) ox —CDE) +B nh ta
1 bl 4

00 @0
nCha T VBN 1 Ka

Equation 2.2.3.4

where ng'i()“’()k) represents the number of times word v has been assigned to topic k in

the vector of assignments Z without considering current position i ; ngz’i()')(k)

represents the number of times topic k appears in the vector of assignments Z without

considering current position 1i; ng)i‘)('()k) represents the number of times topic k

appears in document d without considering current position i; ng)i‘)('().) represents the

number of words in document d without considering current position i.

Given a set of recorded sweeps, the estimation of 8 and ¢ can be computed via:

Equation 2.2.3.5
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Equation 2.2.3.6

Based on these two estimations, we can construct the probability distribution of
documents over topics and topics over words.

In Godin et al.’s (2013) study, the data collection is a collection of tweets. A
document corresponds to one tweet. The words of the document are both text words and
hashtags of the tweet. After training the model, we can get the topic distribution 8@ of
each tweet d, where GIC ={é(d)l,é(d)z,---,é(d),(}, d=12,---,D; the word
distribution & of each topic k, where ¢® ={p® ,pM ..., ¢W }, k=
1,2,---,K.

Given a target tweet d, in order to determine the topic distribution of the tweet,
they again made use of Collapsed Gibbs Sampling and the trained model. The
conditional distribution is now equal to:

(d).(wp)
iy,

(d).) 0.0
<o TG T VBN

d).0)
-1),(k)

(d).0
(-, T Ka

(),(W1)

(
+ n¢y o + ne +a

P(Zl = kli_i,VV, Z,W) X
n

Equation 2.2.3.7
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where n “i,00)

represents the number of times word W; has been assigned to topic k

@0

in the vector of assignments Zz without considering current position i; (9

represents the number of times topic k appears in the vector of assignments Zg
without considering current position i. Given a set of recorded sweeps, the estimation

of é('&)k can be computed via:

(d).0)
o+ N0 g

(d).0
Ko+ n 0.0

D)
~
al
N
=
Il

Equation 2.2.3.8

Now the topic distribution 8@ of the target tweet d is obtained, where 6(d) =
(6d,,6d),,... 8@,

According to the number of hashtags they want to recommend, they sample
through the topic distribution 8@ of the target tweet d for a topic k and select a top
word from ¢® in ranked order. The results of experiments show that the hit rate of top

five recommend hashtags is 80%.
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2.3 Summary

All the hashtag recommendation systems previously mentioned show reasonable
performance. However, the patterns in a large dataset collected over an abundant of time
are usually dynamic. The patterns present in the early part of the collection are not in
effect later. Since the above mentioned method construct models without considering
the feature of timestamp, they cannot properly distinguish the latent difference of tweets
in different time period. Besides, the data and information in tweets are usually sparse
and complicated. Therefore, our research aim to develop a flexible temporal clustering
method which not only consider time feature to deal with the problem of polysemous
words in different time period, but also give a space for incorporation of more features’

information in tweets.
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Chapter 3 Methodology

In this chapter, we will first introduce the proposed model in detail. Next, we will

summarize the baseline models, metrics, and the experimental design.

3.1 TOT-MCLDA

Our research model is similar to the Mixed Membership Model (Erosheva et al,
2004). We further extend the model by incorporating the temporal clustering effect
proposed by Wang and McCallum (2006). The result of model, Topics over Time
Multiple Channel Latent Dirichlet Allocation (TOT-MCLDA), is capable of identifying
temporal clustering effects in textual data sources that contains more than one type of

contexts.

3.1.1 Topics over Time

Wang and McCallum (2006) proposed an extension model of LDA, i.e., Topics
over Time (TOT), which explicitly models time jointly with word co-occurrence
patterns. It assumes that the distribution over topics is influenced by both word

co-occurrences and the document’s timestamp. The graphical structure of TOT is shown
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in Figure 3.1.1.
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Figure 3.1.1: Graphical structure of Topics over Time

The vector a is the Dirichlet priors to 8@, which is the multinomial distribution
of topics specify to the document d. Its length is the number of topics, denoted by K.
The vector B is the Dirichlet priors to ¢@, which is the multinomial distribution of

words specify to the topic z. Its length is the number of unique words, denoted by V.
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The scalar t; is the timestamp associated with word wy; at position j. The generation

of a document involves in the following process:

(1) For each topic k, draw a distribution over words ¢ ~Dir(B)
(2) For each document d,
(a) Draw a vector of topic proportions 8@ ~Dir(a)
(b) For each word,
(i) Draw a topic assignment Zi(d)~Mult(9(d)), zi(d) €{1,..,K}

(d)
(i) Draw a word wi(d)~Mult <¢(Zi ))j wi(d) €{1,..,V}

(@
(iii) Draw a timestamp ti(d)~Beta (q;(zi ))

The time range of the data used for parameter estimation in this model is first
normalized to a range from 0 to 1 in order to employ the Beta distribution. The model
can be completed by inferring the posterior probability P(Z|W,T). Same as the
inference procedure mentioned above in LDA, this model makes use of Markov chain

Monte Carlo and Collapsed Gibbs Sampling. The conditional probability is presented:

n$% + B8 0 + a ¥ai(1 — t)vie

- (=1),(k) (-i),(k)
P(Zi =KIZ_, W, T) « —5= = TR
nyao VBN 7y + Ka k1 ke

Equation 3.1.1.1

where ng'i()“’()k) represents the number of times word v has been assigned to topic k in

the vector of assignments Z without considering current position i ; ngz’i()')(k)
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represents the number of times topic k appears in the vector of assignments Z without

considering current position 1i; ng)i‘)('()k) represents the number of times topic k

appears in document d without considering current position i; ng)i‘)('().) represents the
number of words in document d without considering current position i; t; represents

the timestamp of the current position i. In addition, § is updated after each sweep of

Collapsed Gibbs Sampling by the method of moments:

— (61—t
Pk = t <—2 -1
Sk
Equation 3.1.1.2
—, (1 =1t
Ui = (1 —ty) <s—2_ 1
k

Equation 3.1.1.3

where fy and si indicate the sample mean and the biased sample variance of the

timestamps belonging to topic k respectively.
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Given a set of recorded sweeps, the estimation of 8 and ¢ can be computed via:

q)(k) NG (,)
\% )G
Ny T VB
Equation 3.1.1.4
(d),0)
0@, = now + @
n@Y 4 Ko

.0

Equation 3.1.1.5

Based on these two estimations, we can construct the probability distribution of

documents over topics and topics over words.

3.1.2 Mixed Membership Model

Mixed Membership Model (Erosheva et al., 2004) is an extension model of LDA
that take into account both feature of words and research paper citations in the
document to capture the notion that documents that share the same hyperlinks and same
words, tend to be on the same topic. The graphical structure of Mixed Membership

Model is shown in Figure 3.1.2.
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Figure 3.1.2: Graphical structure of Mixed Membership Model

The vector a is the Dirichlet priors to 8@, which is the multinomial distribution
of topics specify to the document d. Its length is the number of topics, denoted by K.

The vector B, is the Dirichlet priors to cl)a(z), which is the multinomial distribution of



words specify to the topic z. Its length is the number of unique words, denoted by V.

The vector By, is the Dirichlet priors to ¢, ®, which is the multinomial distribution of
citations specify to the topic z. Its length is the total number of documents, denoted by

|D|. The generation of a document involves in the following process:

(1) For each topic k,
(a) Draw a distribution over words cl)gk)~Dir(Ba)
(b) Draw a distribution over citations l()k)~Dir(Bb)
(2) For each document d,
(a) Draw a vector of topic proportions 8@ ~Dir(a)
(b) For each word,
(i) Draw a topic assignment Zi(d)~Mult(9(d)), zi(d) €{1,..,K}
(@
(i) Draw a word wi(d)~Mu1t <ct>gz1 )>, wi(d) €{1,..,V}
(¢) For each citation,
i) Draw a topic assignment 2@ ~Mult(e@ , A= {1,..,K}
1 1
(2@

Z

(i) Draw a citation ri(d)~Mu1t <c|)b )>, ri(d) e{1,..,|D|}

3.1.3 Topics over Time Multiple Channel Latent Dirichlet Allocation
Based on the structure of Mixed Membership Model, our research extends it to
multiple channels, namely Multiple Channel Latent Dirichlet Allocation (MCLDA). The

graphical structure of MCLDA is shown in Figure 3.1.3.
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Figure 3.1.3: Graphical structure of Multiple Channel Latent Dirichlet Allocation

Then we implement the technique of injection of time feature in Topics over Time

and develop Topics over Time Multiple Channel Latent Dirichlet Allocation. The

graphical structure of MCLDA is shown in Figure 3.1.4. The explanation of each

symbol is shown in Table 3.1.1.
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Figure 3.1.4: TOT-MCLDA
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Table 3.1.1: Notation of variables of TOT-MCLDA

Symbol Description
a Dirichlet priors to the multinomial distribution (@)
G Multinomial distribution of topics specify to the document d
Dirichlet priors to the multinomial distribution ¢.? of rth type of
Br
context
Multinomial distribution of words of r type of context specify to the
"
topic z
Zri Topic associated with the word wy; of ' type of context
Wi The i word of r™ type of context
Vi The number of unique words of r™ type of context
tri Timestamp associated with the word wy; of rt® type of context
U} The beta distribution of time
K Number of topics
D Number of documents
Nar Number of words of r® type of context in document d
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The generation of a document involves in the following process:

(1) For each topic k,
(a) Draw a distribution over words cl)gk)~Dir(Ba)
(b) Draw a distribution over citations l()k)~Dir(Bb)
(c)
(d) Draw a distribution over citations gk)~Dir(Br)
(2) For each document d,
(a) Draw a vector of topic proportions 8@ ~Dir(a)
(b) For each word of context a,
(i) Draw a topic assignment Z ~Mult(9(d)) z(d) €{1,..,K}

Zd )
(i) Draw a word w( ) ~Mult <¢( )>, (d) e{1,..,V,}

7D
(iii) Draw a timestamp tg?)~Beta <L|J( a )>

(¢) For each word of context b,
(i) Draw a topic assignment Z( )~Mult(9(d)) z(d) €{1,..,K}

L@
(i) Draw a word wl()?)~Mult <¢1() bl )>, wk(fll) €{1,..,V,}
7D
(ii1) Draw a timestamp tl()l)~Beta <L|Jl() bl )>
(d)

(e) For each word of context r,
(i) Draw a topic assignment Z ~Mult(9(d)) z(d) €{1,..,K}

( )
(i) Draw a word w( ) ~Mult <¢( )>, (d) €{1,.., W}

ri

(d)
ii1) Draw a timestam t( )~Beta ( )
p

The time range of the data used for parameter estimation in this model is first
normalized to a range from 0 to 1 in order to employ the Beta distribution.
TOT-MCLDA can be completed by inferring the posterior probability

P(Z|W,, Wy, ..., W,, ..., T). Same as the inference procedure mentioned above, we can
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make use of Markov chain Monte Carlo and Collapsed Gibbs Sampling (For better

understanding of derivation process, please refer to Appendix A). The conditional

probability of channel r is presented:

P(zri = Kl|Za, Ziyy Zey vy Zp—iy eony Way Wiy, Wy weey Wiy weey T, Tyt vny Ty onn )

(R),(wri) (da),() (dr),() — -
Br+n gy a+nggy” + o n_yay o gV (1 — gy Vet
®,0 @0 1 .2 @05 . Bl
VB, + N5 o Ko + n;yG + -4 N3G + (W1, Yie2)

Equation 3.1.1.6

where n?_?)(zg‘) represents the number of times word w,; has been assigned to topic

k in the vector of assignments Z, without considering current position i; ng}f)is('()k)

represents the number of times topic k appears in the vector of assignments Z,

without considering current position i; ngg)&g) represents the number of times topic k

appears in document dx, where x is all type of context except for r; nggf%'(')

represents the number of words in document dx, where x is all type of context except

for r; nEc_lgng) represents the number of times topic k appears in document dr

without considering current position i; nEc_138 represents the number of words in

document dr without considering current position i; t,; represents the timestamp of

the current position i. In addition,  is updated after each sweep of Collapsed Gibbs
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Sampling by the method of moments:

Y = i (—t_“(lsg W _ 1)
e
Pz = (1 — ) <tk( 2 % o 1>
k

Equation 3.1.1.7

Equation 3.1.1.8

where fy and si indicate the sample mean and the biased sample variance of the

timestamps belonging to topic k respectively.

Given a set of recorded sweeps, the estimation of ¢, for r™ type of context and

0 can be computed via:

~0 Br + n{W

0.0

r - R),(.
' “Br+n&ﬁ;
(da),() (dn,0)

atnoa Tt noa

0@, =
OO 0.0

37

- Ka + n(da):() + cee + n(dr)’() + cee

Equation 3.1.1.9

Equation 3.1.1.10



Based on these estimations, we can construct the probability distribution of
documents over topics and topics over words.

In our research, we consider both text and hashtags in tweets as two types of
context, and posting time of tweets as timestamp to construct TOT-MCLDA. The data
collection is a collection of tweets. Each document corresponds to one tweet. The words
of context type a of the document are text of the tweet. The words of context type b
of the document are hashtags of the tweet. The timestamp of the document is the posting
time of the tweet.

After training the model, we can get the topic distribution 8@ of each tweet d,
where 0@ = {é(d)l, é(d)z, e é(d)K}, d=1,2,---,D; the text distribution cl/)\a(k) of

) —(k —® —~(K —(k
each topic Kk, where cl)a( ) = {d)a( )1, d>a( )2"":¢a( .

Va}’ k =1,2,:-,K; the hashtag
distribution (ﬁ(k) of each topic k, where qu(k) = {q’);(k)l, q’);(k)y . @(k)vb} ’
k=12, K

To determine the topic distribution of a new tweet, we again make use of Collapsed

. . . e e —(k . ~
Gibbs Sampling and the trained text distribution q>a( ). Given a target tweet d, we can

compute the conditional distribution of text words:
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Equation 3.1.1.11

da),(Wai : ~ : .

where ng_?))‘(%’a‘) represents the number of times word W,; has been assigned to topic
. . B . S e oo (da),©

k in the vector of assignments Zz, without considering current position i; Ny a9

represents the number of times topic k appears in the vector of assignments Zj,
without considering current position i. Given a set of recorded sweeps, the estimation
of é('&)k can be computed via:

(@2)0)
o+ 00 G
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Equation 3.1.1.12

Now the topic distribution 8@ of the target tweet d is obtained, where 6(d) =
(6d,,6d),,... 8@,

In order to recommend suitable hashtags, we stack all vector (T);(k) by the order of
k =1,2,---,K and obtain matrix ®, with dimension K x Vi,. By calculating the inner

product of 8(@ and ®,, we can get a vector X. The element x, in X represent the
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probability of hashtag v appearing in the target tweet d. Based on the number of
hashtags we want to present, we select the hashtags with highest probability of

appearance and recommend to the target tweet d.
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3.2 Baseline Model

In our research, we compare Topics over Time Multiple Channel Latent Dirichlet

Allocation to three baseline models: similarity approach, Latent Dirichlet Allocation,

and Multiple Channel Latent Dirichlet Allocation.

As for similarity approach, we make use of HashtagsOfTweets proposed by Kywe

et al. (2012) to find suitable hashtags in the top-X similar tweets. The implementation of

LDA is the same as Godin et al. (2013) proposed. The implementation of MCLDA is the

same as we mentioned in the process of recommending hashtags in TOT-MCLDA.
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3.3  Metrics

In our research, we use hit rate to evaluate the performance of each model. The

formula of hit rate is shown below,

Number of Hits
Number of Target Tweets

Hit Rate =

Equation 3.3.1

For a target tweet, a set of recommended hashtags will be generated by a model. If the
set of recommended hashtags contain at least one of the ground truth hashtags, a hit
occur. E.g., if five target tweets and the sets of recommended hashtags correspond to

each tweet are shown in Table 3.3.1, the hit rate will be 3/5 * 100% = 60%.

Table 3.3.1: An example of hit rate

Target | Ground truth hashtag .
rweet No. in target tweet Recommended hashtags Hit
1 #soccer #soccer, #ball, #fifa 4
2 #nba #basketball, #nba, #spurs 4
3 #coffee #cake, #icream, #tiramisu
4 #van #car, #truck, #van 4
5 #love #feet, #ankle, #leg
Number of hits 3
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Chapter 4 Data Selection and Experimental Results

In this chapter, we will first present the research testbed. Then the experimental

results of TOT-MCLDA and baseline models are given.

4.1 Data Selection and Preprocess

In our research, we adopt the Twitter dataset collected by Li et al. (2012). The
dataset was originally collected in May 2011. There are 61,732,967 tweets in the whole
dataset. Each record contains the following elements: Type (status), Origin (original
content), Text (processed content), URL (URL tweet), ID (tweet id), Time (creation
time), RetCount (retweet count), Favorite (favorite), MentionedEntities (mentioned user
id), and Hashtags (hashtags).

Given several examples of the original data, we construct the research testbed by
going through the following procedure. First, we removed stopwords from the Text
feature and deleted tweets that do not contain either text or hashtags. The remaining
dataset contains 12,257,039 tweets. Next, we randomly sampled 1,000,000 tweets from
the dataset, which contains 193,992 unique text words and 211,861 unique hashtags.

However, most of the text words and hashtags appear only a few times or once in the
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dataset. Therefore, we removed those text words appeared less than 20 times and

hashtags appeared less than 10 times. We then filtered out tweets that do not contain

either text or hashtags. The number of tweets is now decreased to 741,317, and unique

text words and hashtags are decreased to 20,292 and 16,839. Table 4.1.1 shows some

basic statistics of the dataset. Figure 4.1.1 and Figure 4.1.2 show the phenomenon of

Zipf’s law of text words and hashtags respectively. In order to implement time feature,

we normalized the creation time of each tweet to a range from 0 to 1 by using linear

interpolation, where 0.0001 represents 2008/08/07 and 0.9999 represents 2011/08/03.

Table 4.1.1: Basic statistics of the dataset

Item Value
Total number of tweets 741,317
Total number of text words 4,036,493
Total number of unique text words 20,292
Average number of text words per tweet 5.52
Standard deviation of text words per tweet 2.75
Total number of hashtags 1,059,024
Total number of unique hashtags 16,839
Average number of hashtag per tweet 1.45
Standard deviation of hashtag per tweet 0.91
Time duration 2008/08/07 ~ 2011/08/03
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Figure 4.1.1: The distribution of text words’ count

Log-Log Scale of Hashtags

4.5 2
35

2.5

Log(Frequency)

1.5

0.5

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
Log(Rank Order)

Figure 4.1.2: The distribution of hashtags’ count
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4.2 Performance Evaluation

In order to construct a more accurate evaluation process, we make use of 10-fold
cross-validation method. We first randomly split the dataset into 10 equally sized
subsets. Among these subsets, one subset is used as the validation data to test the model,
and the remaining 9 subsets are used as the training data to build the model. The process
is repeated 10 times and each subset is used only once as the validation data. After the
process, each model will obtain 10 hit rate values corresponding to 10 subsets. Then we

perform paired t-test to see if the performances of models have significant difference.
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4.3 Parameter estimation

In the SIM model, we consider top 20 similar tweets according to the amount of
similar tweets Kywe et al. (2012) used.

In LDA, MCLDA, and TOT-MCLDA, we need to prescribe a (topic’s Dirichlet
prior), B; (feature j’s Dirichlet prior), and K (the number of topics). The prior o is
usually set to SO/K and the prior B is set to 0.1 (Griffiths and Steyvers, 2004).
However, the number of text words and hashtags in a tweet is too small, large o or 3
might contort the Dirichlet distribution. Therefore, we apply a = {S/K' 1/K} and
B = {0.1,0.01,0.001}. In order to estimate suitable o and B, we randomly sampled a
subset from our dataset and ran 10-fold cross-validation on different sets of parameter
(a X B). Topic number K is set to 200, which is used by Godin et al. (2013) in their
research. The result shows that the suitable set of parameters is o = 1/K and

B = 0.001.
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4.4  Experimental results of Twitter data

In our experiments, we recommend top 10, 20, and 50 hashtags to each target tweet.

Table 4.4.1 shows the performance of each model on recommending top 10 hashtags. In

addition, the two tailed paired t-test of the difference of hit rate in Table 4.4.2 shows that

the performance of any two models is significantly different. As a result of fact, we can

infer that TOT-MCLDA performs the best.

Table 4.4.1: Hit rate of each model on recommending top 10 hashtags (%)

Fold NO. SIM LDA MCLDA TOT-MCLDA
1 2431 22.14 24.14 24.86

2 27.53 26.01 27.86 27.96
3 2491 24.77 25.37 28.44
4 27.83 25.37 28.34 29.01

5 25.51 24.44 25.23 26.12

6 28.76 27.35 29.26 29.98
7 26.37 26.22 26.24 28.07
8 24.64 24.43 25.02 25.66
9 27.67 27.32 27.77 27.83
10 25.75 25.34 25.98 28.32
Avg. 26.328 25.339 26.521 27.625
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Table 4.4.2: Two tailed paired t-test of the hit rate difference between two models on

recommending top 10 hashtags (%)

SIM LDA MCLDA TOT-MCLDA
SIM - - -
LDA 0.99%* - -
MCLDA -0.19* -1.18%* -
TOT-MCLDA -1.30%** -2.29% % -1.10%*

Note. Significant at: *p < 0.05, **p < 0.01, ***p < 0.001. The minuend is the model

in row, and the subtrahend is the model in column.
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Table 4.4.3 shows the performance of each model on recommending top 20

hashtags. In addition, the two tailed paired t-test of the difference of hit rate in Table

4.4.4 shows that the performance of any two models is significantly different. Therefore,

we can infer that TOT-MCLDA performs the best.

Table 4.4.3: Hit rate of each model on recommending top 20 hashtags (%)

Fold NO. SIM LDA MCLDA TOT-MCLDA
1 30.01 29.06 30.28 30.55

2 33.09 32.27 33.45 33.48
3 31.02 30.98 32.98 35.42
4 33.55 33.26 34.26 34.89
5 32.09 32.02 33.16 33.83
6 35.04 34.21 35.26 35.75
7 32.16 32.01 32.19 34.13

8 30.67 30.43 30.99 31.02
9 33.51 32.17 33.73 33.77
10 31.89 31.14 32.73 34.62
Avg. 32.303 31.755 32.903 33.746
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Table 4.4.4: Two tailed paired t-test of the hit rate difference between two models on

recommending top 20 hashtags (%)

SIM LDA MCLDA TOT-MCLDA
SIM - - -
LDA 0.55%* - -
MCLDA -0.6** -1, 15%* -
TOT-MCLDA -1.44%* -1.99%** -0.84*

Note. Significant at: *p < 0.05, **p < 0.01, ***p < 0.001. The minuend is the model

in row, and the subtrahend is the model in column.
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Table 4.4.5 shows the performance of each model on recommending top 50

hashtags. In addition, the two tailed paired t-test of the difference of hit rate is shown in

Table 4.4.6. The performance of any two models is significantly different except for

SIM and LDA. Hence, we can infer that TOT-MCLDA performs the best.

Table 4.4.5: Hit rate of each model on recommending top 50 hashtags (%)

Fold NO. SIM LDA MCLDA TOT-MCLDA
1 39.42 39.32 42.67 45.38

2 42.54 41.68 45.77 48.96
3 40.31 41.11 45.53 50.39
4 42.98 43.39 46.86 49.93
5 41.65 40.86 45.73 49.12
6 44.51 44.12 47.61 51.56
7 41.81 41.73 44.98 49.81
8 40.01 40.32 43.79 46.61
9 43.53 43.32 46.36 49.65
10 41.46 40.76 45.34 51.35
Avg. 41.822 41.661 45.464 49.276
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Table 4.4.6: Two tailed paired t-test of the hit rate difference between two models on

recommending top 50 hashtags (%)

SIM LDA MCLDA TOT-MCLDA
SIM - - -
LDA 0.16 - -
MCLDA -3.64%H* 3.8k -
TOT-MCLDA -7.45% % -7.62%** -3.8*H*

Note. Significant at: *p < 0.05, **p < 0.01, ***p < 0.001. The minuend is the model

in row, and the subtrahend is the model in column.
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Figure 4.4.1 shows the histogram of hit rate of each model on recommending top

10, 20, and 50 hashtags. We can see that as the number of recommended hashtags grow,

the performance of TOT-MCLDA becomes much better in comparison of other

methods.
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Figure 4.4.1: The histogram of hit rate on recommending top 10, 20, and 50 hashtags
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4.4.1 Analyses of Recommendation Lists

In order to discuss the results in detail, we select some tweets to see the

performance of each model. Table 4.4.7 shows the data contained in the tweet of which

ID is 4846085206. The tweet is talking about how wounded soldiers in Iraq inspire

others by sharing their own experience. As for this tweet, SIM recommends #military at

3rd pick, LDA at 15t pick, MCLDA at 15 pick, and TOT-MCLDA at 15 pick.

Table 4.4.7: Data of ID 4846085206 tweet

ID

4846085206

Original Content

"Iraq Progress Inspires Returning Wounded: http://bit.ly/p94KH

#military"
Text Word iraq, progress, inspires, returning, wounded
Hashtag #military
Time 2009-10-14 06:15:46+08

Since the text words in this tweet are very representative, all of the models perform

well. Table 4.4.8 shows the recommendation list given by SIM. Since the most similar

tweet uses #iava (i.e., Iraq and Afghanistan Veterans of America) and #iraq as the

hashtags, the ranking of #military is receded. Table 4.4.9 shows the recommendation list

given by LDA, MCLDA, and TOT-MCLDA. All of the three methods generate the same

top 5 recommendation list. Since the latent topics of the tweet are quite unified, it is

easy for these topic models to construct a suitable recommendation list.
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Table 4.4.8: SIM hashtags ranking of ID 4846085206 tweet

Ranking Hashtags
1 #iava
2 #iraq
3 #military
4 #veterans
5 #troops

Table 4.4.9: LDA, MCLDA, TOT-MCLDA hashtags ranking of ID 4846085206 tweet

Ranking

Hashtags

1

#military

#iraq

#afghanistan

#veterans

2
3
4
5

#usa
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Table 4.4.10 shows the data contained in the tweet of which ID is
91523345744543745. The tweet is talking about a NBA player Derrick Rose, who is
playing for Chicago Bulls. As for this tweet, SIM recommends #bulls at 5™ pick, LDA

at 7% pick, MCLDA at 3¢ pick, and TOT-MCLDA at 2"9 pick.

Table 4.4.10: Data of ID 91523345744543745 tweet

ID 91523345744543745
"TrueHoop - By The Horns: Lots of Derrick Rose news
http://ffd.me/n3ufvm #bulls"

Original Content

Text Word truehoop, horns, lots, derrick, rose, news
Hashtag #bulls
Time 2011-07-14 23:04:00+08

Since the text words contain ‘derrick’ and ‘rose’, it is easy for SIM to find similar
tweets which is also discussing the player. However, most of the top 10 similar tweets
prefer hashtaging #derrickrose and #nba to #bulls, so the ranking of #bulls is receded.

Table 4.4.11 shows the ranking list.
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Table 4.4.11: SIM hashtags ranking of ID 91523345744543745 tweet

Ranking Hashtags
1 #derrickrose
2 #nba
3 #win
4 #winning
5 #bulls

As for LDA, MCLDA, and TOT-MCLDA, the consistency of the data makes them

easier to accurately predict the latent topic of the tweet. However, LDA prefers

recommending text words to hashtags since the amount of text words is higher. In

contrast, MCLDA and TOT-MCLDA only pick hashtags to recommend, so the

performances are better. Table 4.4.12, Table 4.4.13, and Table 4.4.14 show the ranking

list given by LDA, MCLDA, and TOT-MCLDA respectively.

Table 4.4.12: LDA hashtags ranking of ID 91523345744543745 tweet

Ranking Hashtags
1 #nba
2 #rose
3 #derrick
4 #derrickrose
5 #eastern
6 #chicago
7 #bulls
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Table 4.4.13: MCLDA hashtags ranking of ID 91523345744543745 tweet

Ranking Hashtags
1 #derrickrose
2 #nba
3 #bulls
4 #teambulls
5 #chicago

Table 4.4.14: TOT-MCLDA hashtags ranking of ID 91523345744543745 tweet

Ranking Hashtags
1 #derrickrose
2 #bulls
3 #nba
4 #teambulls
5 #chicago
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Since it is difficult to express the difference between MCLDA and TOT-MCLDA
in the previous samples, we further select another two tweets which contain
time-sensitive content to discuss. Table 4.4.15 shows the data contained in the tweet of
which ID is 55991762501644288. The tweet is talking about what will happen to the
travelers if federal government shuts down. This is originally refer to the event that the
federal government might shut down if the United States Congress did not reach a deal
on the 2011 United States federal budget in April, 2011. Some derived issues were also
discussed heatedly, such as security problems of internet and society. In this case, SIM
recommends #government at 5™ pick, LDA at 11% pick, MCLDA at 9% pick, and

TOT-MCLDA at 3™ pick.

Table 4.4.15: Data of ID 55991762501644288 tweet

ID 55991762501644288

"If the #government shuts down, here's how @aoltravel says it

Original Content
could affect Ttravelers: http://ow.ly/4vbBz"

Text Word shuts, affect
Hashtag #government
Time 2011-04-07 21:54:11+08

Since the only useful text words are ‘shuts’ and ‘affect’, there is little information

contained in this tweet that can be used for hashtags prediction. Therefore, the

performance of LDA and MCLDA is bad. In contrast, TOT-MCLDA can further make
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use of the time feature to combine topics around April, 2011 and predict hashtags from a

more concentrated distribution. Table 4.4.16 shows the ranking list given by SIM. Since

some of the tweets are directly talking the issue, they are gathered in the top-20 similar

tweets. However, most of them prefer hashtaging #ifgovernmentshutsdown, and some

other non-relevant tweets are taken into consideration. Therefore, the ranking of

#government is receded.

Table 4.4.16: SIM hashtags ranking of ID 55991762501644288 tweet

Ranking Hashtags
1 #ifgovernmentshutsdown
2 #shutdown
3 #obama
4 #security
5 #government

Table 4.4.17, Table 4.4.18 and Table 4.4.19 show the ranking list given by LDA,

MCLDA and TOT-MCLDA respectively. We can see that the ranking list given by

TOT-MCLDA is more relevant to the event previously mentioned. However, the ranking

list given by LDA and MCLDA seems to be more relevant to the Tea Party movement

happened in September, 2009.
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Table 4.4.17: LDA hashtags ranking of ID 55991762501644288 tweet

Ranking Hashtags
1 #debt
2 #obama
3 #Htax
4 #budget
5 #americans
6 #jobs
7 #teaparty
8 #eredit
9 #money
10 #finance
11 #government

Table 4.4.18: MCLDA hashtags ranking of ID 55991762501644288 tweet

Ranking Hashtags
1 #tcot
2 #obama
3 #debt
4 #Htax
5 #economy
6 #taxes
7 #finance
8 #teaparty
9 #government

62




Table 4.4.19: TOT-MCLDA hashtags ranking of ID 55991762501644288 tweet

Ranking Hashtags
1 #budget
2 #ifgovernmentshutsdown
3 #government
4 #governmentbudget
5 #security
6 #cybersecurity
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Another example is shown in Table 4.4.20. The tweet of which ID is
92703923739164673 is talking about the Women World Cup in 2011. The final game
between Japan and USA was held in Germany on July 18", SIM recommends #wwec at

7% pick, LDA at 8" pick, MCLDA at 5™ pick, and TOT-MCLDA at 15¢ pick.

Table 4.4.20: Data of ID 92703923739164673 tweet

ID 92703923739164673

"Never been a huge soccer fan, but have to admit this World Cup

Original Content o
Final is intense! Go Team USA #WWC"

Text Word huge, soccer, fan, admit, world, cup, final, intense, team, usa
Hashtag H#wwc
Time 2011-07-18 05:15:12+08

Although the discussion of WWC is popular, FIFA World Cup 2010 is a confusing

event to WWC. Tweet that does not include words relevant to WWC 2011, i.e., women

or Germany, could be easily confused with FIFA World Cup 2010.

Table 4.4.21 shows the ranking list given by SIM. We can see that the

recommendations are influenced by the event of FIFA World Cup 2010. This is due to

the fact that top-20 similar tweets are mostly consisting of FIFA World Cup 2010 related

tweets. For example, the original content in one of the most similar tweet is "Leaving!!

What an amazing time! Now, I have to find a way to watch the Ghan Vs US world cup",

of which hashtag is #fifa.
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Table 4.4.21: SIM hashtags ranking of ID 92703923739164673 tweet

Ranking Hashtags
1 #fifa
#worldcup

#worldcupfinal

#soccer

#fifaworldcup

#usa
#wwce

#womensworldcup

eI IEN I o) NN RV, T N SN VS IR O

Both LDA and MCLDA are also immersed in the confusion. Table 4.4.22 and
Table 4.4.23 show the ranking list given by LDA and MCLDA, respectively. We can see
that the generated rankings are much more relevant to FIFA World Cup 2010. In this
case, it is difficult to distinguish WWC 2011 and FIFA World Cup 2010, so the latent
topic of the tweet is distorted. Since MCLDA additionally consider the feature of

hashtag to build the model, it can generate a more suitable ranking list than LDA.
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Table 4.4.22: LDA hashtags ranking of ID 92703923739164673 tweet

Ranking Hashtags

1 #fifa

#worldcupfinal

#final

#soccer

#game

#worldcup

#usa

eI IEN I o) NNV, N N SN VS IR O

#wwce

Table 4.4.23: MCLDA hashtags ranking of ID 92703923739164673 tweet

Ranking Hashtags
1 #tifa
2 #worldcup
3 #worldcupfinal
4 #usa
5 #wwC
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Table 4.4.24 shows the ranking list given by TOT-MCLDA. With the help of time
feature, TOT-MCLDA can accurately generate suitable hashtags. We can see that the
ranking list mostly focus on WWC 2011. Besides, the first recommendation also

matches the target hashtag.

Table 4.4.24: TOT-MCLDA hashtags ranking of ID 92703923739164673 tweet

Ranking Hashtags
1 #wwc
2 #womensworldcup
3 # worldcupfinal
4 #usa
5 #japan

These two time-sensitive examples clearly present how TOT-MCLDA performs
better than other methods. In both cases, TOT-MCLDA successfully differentiates two

polysemous issues with the help of time feature to distinguish different events.
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4.4.2 Analyses of Topic Distributions

We further inspect the hashtag distribution of similar topic over different methods.
Table 4.4.25 and Table 4.4.26 shows the TOT-MCLDA text word and hashtag
distribution of topic 46. We can see that all hashtags are relevant to National Football
League (#nfl) and team name (e.g., Jets, Redskins, and Bears etc.). Refer to Figure 4.4.2,
the topic occurred every year from September to December. The peak of the beta
distribution is located around October 2010. This is the time of regular season of NFL.
Table 4.4.27 and Table 4.4.28 show the similar topic generated by MCLDA. However,
Figure 4.4.3 shows that the topic is confused by other events occurred in March and
April (when text words ‘players’ and ‘season’ were used again). The peak of the beta
distribution is also left-shifted. This is the period when the regular season of National
Basketball Association (NBA) ends. Hence, the hashtag distribution is mixed up with
some other hashtags relevant to NBA and team name, e.g., #nba, #heat (Miami Heat),

and #lakers (Los Angeles Lakers).
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Table 4.4.25: TOT-MCLDA text word distribution of topic 46 sorted by probability

Text Words Probability
nfl 0.0337
players 0.0198
deal 0.0148
football 0.0141
draft 0.0140
lockout 0.0124
season 0.0104
free 0.0102
bears 0.0010
fans 0.0010

Table 4.4.26: TOT-MCLDA hashtag distribution of topic 46 sorted by probability

Hashtags Probability
#nfl 0.2818
#twitnewsnow 0.1071
#jets 0.0293
#redskins 0.0273
#bears 0.0257
#eagles 0.0233
#packers 0.0232
#patriots 0.0207
#steelers 0.0196
#cowboys 0.0164
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TOT-MCLDA

Figure 4.4.2: TOT-MCLDA topic 46 distributed over time (The fitted beta PDF is

shown by the red line).

Table 4.4.27: MCLDA text word distribution of topic 71 sorted by probability

Text Words Probability
nfl 0.0252
players 0.0128
football 0.0125
draft 0.0115
lockout 0.0106
season 0.0101
deal 0.0092
game 0.0091
fans 0.0077
team 0.0071

70




Table 4.4.28: MCLDA hashtag distribution of topic 71 sorted by probability

Hashtags Probability
#nfl 0.2445
#twitnewsnow 0.0923
#fantasyfootball 0.0275
#nba 0.0244
#redskins 0.0229
#playoft 0.0200
#heat 0.0191
#eagles 0.0165
#redskins 0.0163
#lakers 0.0162
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Figure 4.4.3: MCLDA topic 71 distributed over time (The fitted beta PDF is shown by

the red line; Beta distribution is fit in a post-hoc fashion).
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Table 4.4.29 and Table 4.4.30 shows the TOT-MCLDA text word and hashtag
distribution of topic 6. The topic is mainly talking about the death of English singer
Amy Winehouse. She died on July 234 2011 in London, England. The text word and
hashtag distributions both accurately describe some of the keywords related to the topic.
In Figure 4.4.4, we can see that TOT-MCLDA successfully localized the topic in time.
The peak of the beta distribution is located around August 2011, few days after the
tragedy. The similar topic generated by MCLDA 1is shown in Table 4.4.31 and Table
4.4.32. However, some of the text words and hashtags are irrelevant to the death of Amy
Winehouse. For example, #sdcc, which is known as San Diego Comic Con, is highly
raised due to its co-occurrence with text words ‘fun’ and ‘awesome’ (1 1™ text word). In
addition, Figure 4.4.5 shows that there are three peaks throughout the time. The first one
is on July 2011. The second and third one is on July 2009 and July 2010, which are the
month of San Diego Comic Con 2009 and San Diego Comic Con 2010, respectively.

The peak of the beta distribution is also shifted to the date around July and August 2010.
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Table 4.4.29: TOT-MCLDA text word distribution of topic 6 sorted by probability

Text Words Probability
re 0.1387
accounts 0.0451
amy 0.0424
dead 0.0383
winehouse 0.0359
sad 0.0356
rip 0.0341
death 0.0255
died 0.0254
music 0.0217

Table 4.4.30: TOT-MCLDA hashtag distribution of topic 6 sorted by probability

Hashtags Probability
#amywinehouse 0.0337
#rip 0.0198
#winehouse 0.0148
#sad 0.0141
#death 0.0140
#dead 0.0124
#london 0.0104
#music 0.0102
#sad 0.0010
#nowwatching 0.0010
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Figure 4.4.4: TOT-MCLDA topic 6 distributed over time (The fitted beta PDF is shown

by the red line).

Table 4.4.31: MCLDA text word distribution of topic 96 sorted by probability

Text Words Probability
amy 0.0226
love 0.0154
winehouse 0.0152
fun 0.0119
re 0.0105
time 0.0102
sad 0.0097
found 0.0096
thanks 0.0091
11 0.0084
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Table 4.4.32: MCLDA hashtag distribution of topic 96 sorted by probability

Hashtags Probability
#amywinehouse 0.0532
#tt 0.0481
#1b 0.0417
#blogher 0.0412
#rip 0.0286
#sandiego 0.0178
#sdcc 0.0162
#mackidtips 0.0102
#winning 0.0098
#gno 0.0098
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Figure 4.4.5: MCLDA topic 96 distributed over time (The fitted beta PDF is shown by

the red line; Beta distribution is fit in a post-hoc fashion).
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Topic 120 generated by TOT-MCLDA is a unique topic that MCLDA has no

similar one. Table 4.4.33 and Table 4.4.34 show the text word and hashtag distribution

of topic 120. It is hard to recognize the topic since the text words and hashtags in the

distributions are widely used in lots of situation. However, according to Figure 4.4.6,

TOT-MCLDA localized the topic on November. We can therefore infer that the topic is

mainly about the SEMA show in Las Vegas, which is known as Specialty Equipment

Market Association (SEMA) of the automobile aftermarket. This is the case that

TOT-MCLDA makes use of time feature to find patterns hiding in commonly used

words.
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Table 4.4.33: TOT-MCLDA text word distribution of topic 120 sorted by probability

Text Words Probability
la 0.0490
car 0.0480
de 0.0450
vegas 0.0276
las 0.0215
el 0.0174
drive 0.0162
en 0.0153
cars 0.0148
auto 0.0137

Table 4.4.34: TOT-MCLDA hashtag distribution of topic 120 sorted by probability

Hashtags Probability
#cars 0.0855
#vegas 0.0636
#ford 0.0344
#auto 0.0230
#toyota 0.0216
#bmw 0.0170
#car 0.0162
#nissan 0.0161
#lasvegas 0.0155
#lexus 0.0144
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Figure 4.4.6: TOT-MCLDA topic 120 distributed over time (The fitted beta PDF is

shown by the red line).
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In these three examples, we can see that the topic generated by MCLDA is vaguer

than TOT-MCLDA. This is due to the fact that the co-occurrence of these text words

and hashtags are frequent even though they are tweeted at different period. Since LDA

and MCLDA construct distributions only based on the words co-occurrence, they

cannot distinguish the difference. However, TOT-MCLDA is apt to concentrate the

distributions based on the time the words appeared. Therefore, the text words

distributions and hashtags distributions under same topic are more relevant to each

other.
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Chapter 5 Conclusions and Future Work

By making use of time feature, TOT-MCLDA can not only generate more
concentrated text word distribution and hashtag distribution over each topic, but also
extract a more accurate and stable topic distribution over a target tweet. The probability
of appearance of each hashtag is given by multiplying these distributions. According to
the experiment results, we can see that TOT-MCLDA performs the best on
recommending suitable hashtags to target tweets.

The main contribution of our research is that we introduce a hashtag
recommendation system which can automatically generate suitable hashtags to users
based on the tweet they post. It may further reduce the problem of lacking hashtags and
increase the searchability of tweets. In addition, as more and more users use hashtags,
further services can be introduced to the users. For example, products or goods can be
recommended based on the hashtags the user uses. The scenario can additionally
reinforce the usage of hashtags of users.

There are two main limitations in our research. First, the Twitter dataset is not
entirely used. However, limited by the computing resources, the computing time will be
too long and the memory will be not enough if we apply the experiment on all the data.

Therefore, we could only randomly sample from the dataset and implemented our

80



experiment. Second, the number of topics is given by a fix number according to Godin

et al.’s (2013) study. Since the dataset is different, it will be more appropriate if we run a

sensitive analysis. However, limited by the computing resources, we could not

implement our model on topic number over 150. This can be improved if the equipment

is updated in the future.

In order to recommend more suitable hashtags, some approaches can be taken in

the future. First, since the topics discussed in Twitter are very diverse, the effect of topic

number should be evaluated. We can further develop a more flexible model by changing

the number of topics automatically. Another approach will be considering more types of

feature in tweets to develop a better model. In our research, we introduce MCLDA to

incorporate several types of data to form a model. However, we only make use of text

words and hashtags. By considering more types of feature, we can reduce the effect of

data sparsity in user generated content. Last, we can try to incorporate user preference

and feedback to develop a more personalized approach and recommend more

user-related hashtags.
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Appendix A
Derivative of TOT-MCLDA

Set number of channel n = 3 as an example

1. P(Zai = kIZa—i' Zy, Zgy Wa, W, W, Ty, Ty, tc)
2. P(Zbi = klZa, Zp—i) Ze, Wy, Wh, We, ta' tbf tc)
3. P(Zci = kIZa' Zyy, Ze—j» Wa, Wp, W, ty, tp, tc)
1.

P(Zai = klza—i' Zp) Zc, Wy, Wy, W, ta' tb’tc) X (1) * (2) * (3)

(1) P(Wailzai =K, Za_i) Zp, Ze, Wa—i, Wy, Wc)
(2) P(Zai = kIZa—i: Zp) Zc, Wa—j) Wh, Wc)

(3) P(tailzai =Kk, ta'tb'tc)

(1)

P(Wailzai = k' Za—i» Zps Zc, Wa—j, Wh, Wc)

e

k k
_ f o, p(ol

zai = k @9 )P0

k
Za—i, Wa—i)dq)zgl )

k
Za—-i Wa—i)dq)zgl )

P

e wat) o P(w o[ 009, 2, )P(009)
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Va A),v)

Ba—1+n) .
5 1_[ q)gkg a D0 o Dirichlet (Ba + n?—\?;(zlz))

v=1

P(W,ilzZai = K, Za_i, Zb) Ze) Wai, Wp, We)

o f CDS},)VaiDirichlet (Ba +n )dCng)

(—i),(K)
(A),(wai) (A),(wyi)
o BatnChayt Batngygg
T yWVa @A, Y A0
2y (Ba T n(—i),(k>) VaBa + 1055 09

2)

P(z,i = KklZa—i, Zb, Ze, Wa—i, Wp, We)

= f P(Zai = k|6(d))P(9(d)|za_i,zb, Zey Wari Wb,WC) de@

d
= f egaf P(G(d) |Za_i, Ziy Ze) Wa—iy Wh, wc)de(d)

P(0D|z,_s, Zp, Ze, Wa_i, W, W) X P(Z4_5, Zp, 7| 8(D)P(8D)
_ P(Za_i|9(d))P(Zb|9(d))P(Zc|9(d))P(e(d))

K
o (da),() , (db),(), . (de),()
o gD Ty a0 00,00 TR0, (k)
| | K
k=1

(da),()

« Dirichlet(a +10_p

@), , do,0)
TN T00,m )

P(Zai = kIZa—i' Zp) Zc, Wa—j) Wh, Wc)

[ f 95‘:3 Dirichlet(a + ngi?))((k)) + ng}g(')(') + ngf({;g'))de@
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@), , (@b),0 , (doQ)
a+n o TNO 0 T00Om

— @0 | (@d),0 , (dO,0
Li=1 (O‘ T oo TROm T 000 )

@) | @),0 , - ([de0)
_ P nehm T 0w TROM

@0 , (@00 5 (@00
Ka+nc ey 00,07 00,0

€)

P(tailzai =Kk, ta'tb'tc)

Z. =k, lpgk))P(wgk)

= P(tai ta—i, th, tc)
taiqjkl_l(]- - tai)wkz_1

B(Yk1, Uk2)

P(Zai = kIZa—i' Zy, Zgy Wa, W, W, Ty, Ty, tc)

(A)’(Wai) (da),() (db),() (dc),() — -
Ba + N iy @+ NG TR0 M)7 T 0G0 LV T — ty) Vet

(A),0) (da),() (db),() (do),() B
VaBa + 025 g Koo+ n S +n§ 05 +n ¢ (Wk1, Yie2)

P(Zbi = klza' Zp—is Zc, Wa, Wh, W, By, T, tc)

(B),(Wpi) (da),() (db),() (do),() — -
Bo + N a0 N0y F a0 T 004" thiV (L — ;) Ve
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VeBe + 0 0 Kat n 5 + 0 5 +n 5 (Wk1, Yi2)
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Prove likewise, given a number of channel, if we focus on channel “r:

P(zy = KlZa, Zp, Zey voes Zp—iy ooy Way Wiy, Wy weey Wy een, Tyt Ty vony Ty o)

(R),(wri) (da),() (dr),() - -
Br+ 0 gy a+nggy” + o0 yay + o gyVeTl(1 — gy Vet
®,0 @0 5 . 2 @0 5 .. Bl
VB, + N5 o Ko + n;y'G + -4 N3G + (W1, Yie2)

Where Y, and {y, are updated by the method of moment

Ui :t_k<t_k(1s—;t_k)—1>
k

A A Ealy

Sk

ty is the sample mean of the timestamps w.r.t. topic k

%]
N

is the biased sample variance of the timestamps w.r.t. topic k
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