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ABSTRACT

 

 In recent years, the development of Internet of Things grows rapidly, and we often 

use publish/subscribe mechanism to disseminate information in distributed system. 

Different nodes can exchange data when they subscribe to a same topic, and then form a 

topic overlay. When two nodes have many common subscribed topics, their 

content-correlation will increase, and different topic overlays may share links between 

both nodes to transmit data, which leads to decrease the amount of total links in order to 

make lower cost on network transmission. However, every node subscribes to a topic 

may be time-dependent in some scenarios, especially, has specific subscription period or 

schedule. When looking for neighbor nodes to build links, simply taking 

power-consuming into concern is no longer fit the requirement. Therefore we take time 

into concern to build a different network topology, and propose a new data 

publish/subscribe mechanism with some simulation. The result shows that it can lower 

the effort when the need to build new network graph due to the subscription time is 

expired. 
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Chapter 1 Introduction

1.1 Context

The Internet grows rapidly as the users and data increase in the network. We 

usually retrieve variety of data from kinds of websites or network service. Because of 

the demand of data from users to content providers, we need efficient dissemination 

systems to deliver data widely. Such as social networks or online markets need this kind 

of mechanism to provide their service to their users and customers. 

The publish/subscribe system is a normally used model to disseminate events. The 

feature of decoupling the communication between publishers and subscribers in space, 

time, and synchronization make it be easily used in variety of application domain [1].  

The topic-based publish/subscribe system categorizes items by topics, shown as 

Fig. 1. Topic is just like a channel that publishes events through it, and the subscribers 

receive this information by subscribing this topic first. In real world, applications like 

social networks use it to accomplish the event dissemination. 

1.2 Contributions

This paper presents a proposed system call tStaN, a novel approach to topic-based 

publish-subscribe that aligns multiple independent overlays to promote link sharing 

among them, with respect to the time slot when the topic is not expired. This work 

shows that even in the frequently join and leave of nodes in random manner, this system 

can still achieve link sharing and reduce the physical link cost.  

1.3 Roadmap

The remainder of this paper is organized as follows: Related work is discussed in 

Section 2, and we summarize these main idea and propose our system in Section 3. In 
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Section 4 we validate it by simulation. Finally, the conclusion of this paper is in Section 

5. 

 

Fig. 1 Topic-based publish/subscribe 
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Chapter 2 Related Work 

2.1 Publish/Subscribe

Publish/Subscribe interaction scheme has been widely used, there are kinds of such 

system: namely, topic-based, content-based, and type-based. It decouples publishers and 

subscribers in time, space, and synchronization and make the system much more 

scalable [1]. This kind of system is widely used in many applications like social 

websites, sensor networks, event notification devices, etc. A lot of works has been done 

on managing overlays of topics by decentralized topic-based routing, but the impact on 

reliability due to clustering remains to be a problem. 

2.2 Interest Correlation for Link Sharing 

StaN [2], a protocol that takes advantage of the correlation of interests among 

nodes in a topic-based publish-subscribe system with the goal of decreasing the number 

of physical links established. The main idea shows in Fig. 2 and Fig. 3. Links can share 

between nodes and lower the network cost. However, it doesn’t talk about time and 

assume that the loss is free, so we propose our modification of this, which take time into 

concern in later chapter.  

 



 4

 

Fig. 2 sample of link sharing (before optimization) 

 

 

Fig. 3 sample of link sharing (after optimization) 

 

2.3 Content Life Cycle 

In a publish/subscribe system, the nodes’ subscription of one topic may not 

always be the same. It may cancel it at some time. So, the node has this topic now 

doesn’t represent it will have it later. Sometimes, the subscriptions’ life cycle may 

affect the dissemination a lot. The node should decide if it can get data in the near 

future from another node when knowing that node might not have it in the future. 
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That is, the reliable nodes are preferred when we choose neighbor nodes [3].   

As Fig. 4, in a period, the node may join and leave the subscription of the topic, 

and sometimes there is a neighbor node has the subscription of the topic in the 

same time slot. In these time slots, the link between both nodes can be established. 

 

 

Fig. 4 content life cycle 
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Chapter 3 Proposed System 

3.1 System Model and Assumptions 

In real world observations, we can conclude that there are a few topics, which have 

many subscribers, and a few nodes subscribe to many topics. This kind of distributions 

as Fig. 5 we call “power-law”, and we assume the topic popularity and subscriptions per 

node follow power-law distribution [4]. 

 

 

Fig. 5 Power law 

 We also assume that topic subscriptions are correlated, so the subscription sets may 

overlap. If subscriptions are uncorrelated, the system will fall into an overlay-per topic 

solution and disconnected components will occur in every single overlay, which will 

degrades the performance. 

 In such publish/subscribe network, there are two kinds of link: 

• Logical link. 

Exist between node and its neighbors in the same overlay. Lead to the 

connection of event publish path.  

• Physical link. 

Exist between node and its neighbors. Represent the network transmit path in 
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real world. 

3.2 Design Rationale 

For a topic-based publish/subscribe system, following properties should take into 

concern. These properties affect reliability and effectiveness [5]. 

• Completeness 

All events for a topic should publish to all nodes, which subscribe to it. No 

nodes will miss these events for the subscribed topic. 

• Accuracy 

 Nodes should not receive the event from the topic it does not subscribe to. 

• Node scalability 

 The nodes subscribe to a topic should scale well as the number of nodes 

grows large. 

• Topic scalability 

 The topics should scale well as the number of topic grows large.  

• Connectivity 

All nodes are reachable from any other node, which can ensure completeness. 

• Clustering coefficient 

A measure of the graph to show how the nodes cluster together. It is the ratio 

between the number of links that exist among the neighbors of a node and the 
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total number of links that may exist. This measurement quantifies how close 

the neighbors are. For practice purpose, it is related to the dissemination cost, 

because highly clustered sections of the overlay will produce redundant 

messages. For fault tolerance, highly clustered sections of the overlay tend to 

easily become disconnected from each other as the graph change, which will 

degrade overall connectivity. The calculation of clustering coefficient is 

shown as Fig. 6. 

 

 

Fig. 6 clustering coefficient 

• Diameter 

It is a lower bound base on time and cost for a message to reach all nodes. 
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3.3 Link Management 

For link management, we always can use global knowledge of the whole system to 

optimize the overlaps; however, to minimize the number of physical links is shown to 

be NP-complete [6]. That is, the scalability of the system cannot be satisfied. 

 The main idea of tStaN is simple: each node samples the subscribers of all the 

overlays it belongs to in a random manner periodically. In our assumption, subscriptions 

of a node are correlated, so these sample nodes will likely overlap in different overlays, 

in other words, topics. For each overlay, the node chooses a set of neighbors from the 

sampled set deterministically. As mentioned above, the nodes with highly probability 

will share across overlays; therefore, different logical link among overlays will map to 

single physical link and share this link. When the amount of topics grows large, the 

physical links of the network may grow slowly as logical links grows rapidly. 

In such design, the correlation of subscriptions will lead to an undesired goal, 

clustering. It will impact the fitness of the overlay, because nodes will gather together 

with same subscriptions and increase fault rate. To face this problem, we should 

uniformly establish links when selecting neighbors, but not in random. By Uniformity 

for preserving good properties of random overlay [7] and determinism for consistency 

amount overlays, we can use a deterministic method to decide the nodes we select, and 

it will usually be the same candidates in different overlays. We can use a weight 

function to represent the link from node p to node q, and the value of the function is 

calculated by hash function [8] of the sum of the identifiers in string type. Unlike 

consistent hashing [9], which takes node distance into account; this value is asymmetry 

so it can avoid clustering. 
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3.4 Time-concerned content 

For every node, the subscription to a topic can vary in time; it may cancel it now 

and re-join it later. So, in our assumption, we randomly let these nodes to join and leave 

for each topic in the future as Fig. 7, and record it as a timeslot to let other nodes to 

know it. This change make every node should take this into concern when it select 

neighbors, by compare this timeslot from other nodes to it self’s time slot. Therefore, 

this selection may guarantee the higher reliability in the future.  

 

 

Fig. 7 random join-and-leave time slot 

 

3.5 Algorithm 

Following is the proposed algorithm, the node periodically choose a node from its 

neighbors randomly in a topic (called view size), check the time slot is matched and add 

this node into candidate and pass to other neighbors, it a given TTL to maintain the 

collecting cost. At last, the set is sent to original node and the new view size is 

regenerated. By the hash function, node will always choose the same node in different 

overlay, so the purpose of link sharing is achieved. 
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tStaN protocol(node p) 

periodically 

 foreach topic t � p.topics do 

  q = RANDOMNODE(p.views[t]) 

  call q.COLLECTWALK(p, {}, TTL, t, p.slot[t] ) 

 

function COLLECTWALK(src, set, ttl, topic,slot) 

 if slot is in p.slot[topic] then 

  set = set � {p} 

 if ttl>0 then 

  q = RANDOMNODE(p.views[topic]) 

  call q.COLLECTWALK(src, set, TTL-1, t, slot ) 

 else

  call src.COLLECTREPLY(src, topic) 

 

function COLLECTREPLY(set, topic) 

 ViewSize = size(p.views[topic]) 

 List = {q � set � p.views[topic] sorted by WEIGHT(q)} 

 p.views[topic] = first ViewSize nodes from List 

 

function WEIGHT(q) 

return HASH( STRINGIFY(p.id) + STRINGIFY(q.id) ) 
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Chapter 4 Simulation

For simulation, first we should fit the assumption of the topic and node 

subscriptions that follow the power law distribution. At first, we should give each node 

its subscription topics. We randomly put nodes and topics on a plane, and for each topic, 

use power law distribution to assign a radius to it. The nodes in the circle are the nodes 

subscribe to this topic, shown in Fig. 8. The simulation is as Fig. 9 and Fig. 10 that 

shows the assumption is taken into concern. Fig. 9 shows that some topics have many 

subscriptions and some topics have a few subscriptions, and the distribution is not 

uniform. Fig. 10 shows that there are a few nodes with many subscriptions and most of 

the nodes have a few subscriptions, which matches the power law. 

 

 

 

Fig. 8 subscription approach 
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Fig. 9 Power law simulation (# of subscriptions for topics) 

 

 

Fig. 10 Power law simulation (# of nodes with that # of subscriptions) 
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Table. 1, we list several conditions of nodes and topics, and run the simulation to 

show that the algorithm can indeed lower the physical links. 

 

 

 

Table. 1 View Size in several conditions 
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Fig. 11 is a condition of 1000 nodes and 100 topics. The logical view size always 

keep the same to ensure every node have sufficient links to neighbors in each topic. The 

physical view size drops down after a few cycles.  

 

Fig. 11 View Size evaluation for 1000 nodes and 100 topics 
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Fig. 12 compares topics with 100 and 300, and nodes with 1000 and 2000. It shows 

that the algorithm can decrease the number of physical links about half. 

 

Fig. 12 View Size evaluation 
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Fig. 13 is a simulation comparison between algorithms with and without taking 

time into concern. When we use time slot matching, the ratio of link sharing is no t as 

good as without time-concerned one, but it also can decrease physical links a lot. 

 

 

Fig. 13 time-concerned comparison 
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Chapter 5 Conclusion

This work only discusses with link sharing and assumes that there was no fault 

happened. In [10] it discuss more about fault when the system is not loss free. We only 

take time into concern to make scenario much more real, because in publish/subscribe 

system, the nodes may join and leave as time going and should be take into concern. 

Here shows that the protocol also works in this scenario. Maybe time scheduling in 

subscriptions can be the future work. 
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