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Abstract

With the increasing popularity of wearable devices, information is becom-
ing easily available anywhere and anytime. However, personal information
sharing still poses great challenges because of privacy issues. We propose
an idea of Visual Human Signature (VHS) which can represent each person
uniquely even captured in different views/poses by wearable camera. Users
can post information to certain communities or public by their VHS without
reveal their identification. Conversely, the community can find the informa-
tion while detecting the corresponding VHS via wearable devices. The the-
sis explores some possible modalities to generate VHS invariant to different
views and different poses. We evaluate the performance of multiple modali-
ties including person’s facial appearance, visual patches, facial attributes and
clothing attributes which are effective for recognizing identity in different
views. We also propose two methods to fuse the modalities — emphasizing
significant dimensions and weighted fusion; the former can improve the recall
and the latter improve the precision. By jointly considering multiple modali-
ties, our approach can achieve VHS recognition rate by 51% in frontal images
and 23% in the most difficult dataset. To thoroughly evaluate our work, we
introduce a new dataset for scenario of different view and clothing human re-
trieval called Multiview Celebrity Identity Dataset (MCID). The dataset con-
tains more than 2,000 clarity images of 439 celebrities collected from web
with different views and clothing. To the best of our knowledge, it is by far

the largest publicly available multi-view and clothing dataset with identities.
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Chapter 1

Introduction

In recent years, carrying wearable displays and cameras, such as camera-embedded glasses,
becomes a trend. Who you see and what you confront can be sent to the server by the de-
vices and bring a new vision in your life. The emerging technology poses a great oppor-
tunity to the share and grab information on the fly. However, users may not like to reveal
too much about their identity while sharing information with the others. In this paper, our
idea is to generate Visual Human Signature (VHS) from user’s profile photo to represent
themselves and share information with communities in the vicinity. Taking Figure 1.1 as
an example, a user can attach a message to his’her VHS, saying “I am searching for a per-
son to take taxi together.” . The other users nearby can get this message if their wearable
devices detect the message owner’s VHS.

The problem is similar to human identification problem via the wearable device,which
may confront the privacy issue that pedestrian admits to identify who he/she is. Nonethe-
less, the idea of VHS can solve this problem because the recognition is based on VHS.
VHS can also distinguish people in the community which would like to exchange infor-
mation in a more private way. Through VHS, users can represent themselves with an
unique visual signature and share information without showing their identity. Meanwhile
the signature could be easily updated if users upload new profile photos afterwards.

However, it is difficult to represent a target person with an unique signature by solely
relying on a single modality, like face appearance or clothing features. In this work, we

evaluate the performance and the limitations of different visual feature modalities for gen-



Multi-view

Visual Human

Signature ]
Query Server Identity Image

Figure 1.1: We propose to generate Visual Human Signature (VHS) as an unique represen-
tation of a target person even his/her image is captured in unconstrained environment via
wearable devices. Users can leverage VHS to share information (e.g., a message for find-
ing taxi-sharing partners) to the communities nearby once their wearable devices detect
the message owner’s VHS.

erating VHS. Although the meta-data helps image annotation and performs well [3], butin
the real world, some meta-data is hard to collect. Hence, we only focus on the modalities
related to visual features directly extracted from image content.

Four major visual modalities are considered and compared in this work, including fa-
cial appearance, visual patches, facial and clothing attributes. Facial appearance is the
first modality coming to our mind when we aim at constructing VHS. Face is the most
informative cue to find a target person. The power of facial appearance in human iden-
tification problem has been surveyed in [13]. Here we extract low-level feature on face
landmarks to construct VHS. Another modality we considering is visual patches. Visual
patches has been shown promising for scene classification [14]. Differently, we aim to
find the significant patch in the identity image; for example, specific accessories or tattoo
on body. Besides, we use facial attributes [10], which shows great impact in [9] work.

We also jointly use clothing attributes which can highlight the difference between clothing
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styles.[7] These four visual modalities though have limitations in certain circumstances,

GO o,
they are complementary to each other. We propose to firstly emphasiéje«' Hified t\gﬁ‘iﬁ. ‘
mensions in each modality then jointly exploit multiple modalities to g;é %
a target person and demonstrate the proposed VHS are more robust to V‘%‘W@ % gﬁg
can reach better accuracy compared to leaning on any of the single mo:cﬁ?e‘gﬂ. Te su 4*’

up, our contributions include proposing the idea of visual human signature generation for
sharing information in communities via wearable camera, discussing the challenges in dif-
ferent modalities and further improving the performance by emphasizing the significant

dimensions and weighted voting methods.
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Related work

In some aspects, this problem is similar to image annotation for human [1, 15, 17]. In
[1, 17], both use the contextual information to help the annotation on people. Their exper-
iments show the importance of leveraging facial and clothing information in human image
annotation. However, these methods are based on the people who can be detected by the
face detection, which will failure when the picture is taken from the side or back, while
the occlusion of faces often happens especially in the images freely taken by wearable
devices.

Without using face information, Wang et al. [16] try to solve the human identification
problem by capturing image from chest to head and generate the signature by extracting
upper-body wavelets and spatiogram features. However, the features are not robust to
pose and view variations for the target person.

Leyvand et al. [11] have proposed a similar idea through Kinect. They proposed to con-

struct signature from



Chapter 3

Dataset Collection

Figure 3.1: The illustration of Multiview Celebrity Identity Dataset (MCID). MCID con-
tains more than 2,000 clarity images of 439 celebrities with different views and clothing
collected from web. To the best of our knowledge, it is by far the largest publicly available
multi-view and clothing dataset with identities.

In this work, we need clearify identity’s frontal and profile images with different
clothes while there is no appropriate public dataset for us. So, we have crawled celebrity
images from the webs as a dataset for our experiments and we name it Multiview Celebrity

Identity Dataset (MCID). Overall, MCID contains 2341 clarity images of 439 popular



identities. Like the name of the dataset, each identity contains at least 2 images with

different views and clothings. Images in this dataset have sufficient r

500 x 750) for different modalities’ need, such as pose estimator or

To the best of our knowledge, it is by far the largest publicly availabl

clothing dataset with identities.



Chapter 4

Method

Feature Extraction

Low-Level Feature Based ‘

Facial VHS Mapping
Appearance ! .» .|||||”I|IL

Retrieval &
Patch Ranking :>
Feature l-ﬂ- oty
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Figure 4.1: The proposed system. Four modalities of visual features are generated and
jointly considered as the VHS of the target person from the uploaded frontal full-length
image. Once the wearable devices upload any target person’s image, our system will
search for the most similar VHS.

As shown in Figure 4.1, the overall system comprises two phase. 1) User uploads
his/her own frontal-view full-length image as profile image. With the image, our sys-
tem constructs VHS by extracting the multi-model features and then keep the VHS in the

database. The VHS of X can be noted as:

VHSx =< My, M,, ..., My > 4.1)



where the M; is the VHS generated from the ith modality. In this paper we %gfb facial
1@L" -'3349
i N

appearance features, significant visual patches features, facial attributes
,s¢

similarity between the VHS in database in different modalities. Flnally) 15)%%316#1%

?J}”rj,( 7@
result in each modality and output the most similar VHS.

Table 4.1: The madalities we use to construct VHS. We use different kinds of low-level
and mid-level features representing identity’s facial information and clothing information.
The number in the bracket following the attributes means how many classifiers/labels in
the attributes.

Visual Codeword histogram
Low-Level Patch . :
(Trained from Lab color space histogram, HoG)
Features Features
Facial
Appearance High-dimensional LBP
Features
Mid-Level . Binary Classifier Multi-Label Classifier
Features Facial Race (3), Gender (2),
Attributes Age (3), Glass
Clothing Skir(lj ch()lgepgtctae:? SP(lg)c’ket Category
Attributes Necktie, Gender, Collar (8), Sleeve length (3), Neckline (3)

4.1 Visual Modalities

In this section, we introduce the modalities for generating VHS from user uploaded image.

The total features we use are shown in Table 4.1.

4.1.1 Facial Appearance (FA)

Facial appearance is an informative cue in finding a target person. We first detect facial
landmarks by face detection, including eyes, nose and mouth. Low-level features are
extracted around each landmark by gridding into patches. Comparing the performance

in different kinds of low-level features, we finally choose high dimensional local binary

8



pattern (HD-LBP) [4] which performs better than any other features to repres?:gé facial
1@!." Lo e

-g, (

appearance.

4.1.2 Significant Visual Patch (PF)

To find the significant patch for each identity, we first detect human body 1ﬁ4amep c%)n-
tent and divide it into patches. Then we extract features in patches and disallow highly
overlapping patches or patches with low gradient energy. Without losing the generality,
we consider only the square patches now and choose the size of patch range from 80x80

pixels to height of image size. We extract two kinds of features from each patch including:

* Color- Each patch is divided into 8x8 cells and extract the color features in LAB
color space in each cell. To avoid illumination variation, we only use the mean value

in A and B dimensions to represent each cell.

* Histogram of Gradient (HoG) — HoG is a well-known feature that can deal with
the object detection problem and handle the texure details in image content. Here

we generate the HoG descriptor in 8x8x31 cells with a stride of 8 pixels per cell [6].

Consequently, each patches has 8 x 8 x 3148 x 8 x 2 = 2112 dimensions. Afterwards,
we adopt the Bag-of-Word model, which is a general model in representing an image.
The features extracted from clothing dataset [5] ‘are used in training a codebook with 512
dimensions. Finally, a 512-dim VHS is generated from the histogram of the clustered

patch’ features as the representation of the given image.

4.1.3 Attributes

Here we choose two categories of attributes to generate the VHS, facial attributes and
clothing attributes.
» Facial Attributes. (FAttr)
We utilize nine facial attributes in [9], including two gender attributes (female,
male), four age attributes (kid, teen, middle-aged, elder) and three race attributes

(Caucasian, African, Asian) to represent the different identities. Currently, we only

9
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Figure 4.2: The framework of extracting significant visual patches. We first divide the
image into patches and extract HoG and Lab histogram in each patch by grid. Then we
measure each patch feature into visual word histogram by pre-trained codebook trained
from same kinds of feature and procedure. At last, concatenate each codeword histogram
into a vector as the feature of significant visual patch.
focus on the facial attributes since they represent rich information of people and
can be learned through an adaptive framework [9]. The training dataset for facial
attributes is collected from the Flickr. We extract Pyramid Histogram of Oriented
Gradients (PHoG), Log-Gabor [12], Local Binary Patterns and Grid Color Moment
in four face components (eyes, nose, mouth and whole face) from each image. To

describe varying facial attributes, the classifier of each attribute is the most effective

combination of regional representation trained by SVM and selected by Adaboost.

* Clothing Attributes. (CAttr)
We use the clothing attributes defined in [5] to help generating VHS for a person.
They define 26 clothing attributes, including 23 binary attributes (6 for clothing pat-

tern, 11 for color and 6 miscellaneous attributes) and 3 multi-class attributes (sleeve

10
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Figure 4.3: The framework of facial attributes. Process images with face detector to get
bounding box and facial landmarks; then extract four kinds of features on each part, train
mid-level SVMs and aggregate with Adaboost to form strong attribute classifier.

length, neckline shape and clothing category). Notice that the clothing attributes

also include gender but it is designed to describe the clothing stylish, not the same

as the facial attributes.

Each model is trained in the dataset provided from [5]. Most images in the dataset
are pedestrians on the street. We duplicate the frameworks in [5], extracting 40
features, performing SVM classification by combined features, employing the Con-

ditional Random Field to learn relationships between the attributes.

The attribute detector outputs a vector of probability for each binary attributes label.
These probabilities reflect the confidence of the attribute prediction. The VHS of attributes

is then generated by concatenate the probability from each detector.

4.2 Signature Matching and Modality Fusion

After extracting the features, we want to calculate the similarity between target’s VHS and
VHS in database and rank by the similarity. Here, we apply two strategies to improve the
final performance — emphasizing significant dimensions and weighted voting. The former

can improve the recall in each modality by deweighting the meaningless dimensions and

11
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Figure 4.4: The framework of learning clothing attributes. First, using pose estimator to
detect torso, arms and legs. Second, extract 40 features in each segment; then, perform
SVM classification by combined features. At the end, employ the Conditional Random
Field to learn relationships between the attributes.

weighting the significant dimensions while the latter can improve the precision by inte-

grating the similarity of different methods which shows the effect of tolerating missing

information in different modalities.

4.2.1 Emphasize Significant Dimensions

In this step, we want to hightlight the informative dimensions in each modality. Since
our dataset is composed of a certain community, some attributes’ possibility response are
similar or some clothing attributes can bring more information. For example, the score of
race attribute might be less informative and should be deweight in an Asian dataset, . To
achieve the goal, we calculate the mutual information between the identity in the dataset

in each modality. The equation can be written as

Py

MI(X;Y)=H(X)-HX|Y)=> p(x)xlogp(x) = > > p(z,y) x log (i ))
z€X x€X yeyY p\x, Y

(4.2)

,where X denotes the identity and the Y represent a modality’s dimension. As shown in

4.3, the similarity of one modality is then computed with weighting in each dimensions

12
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by the normalized mutual information of each dimension, where p is the VHS in dataset

and ¢ is the VHS of input image. v,,; and v, is the the value of p and g

and M I; is the normalized mutual information.

Zz’:L.D MI; - vy - vy

Sim(p,q) =
Il - |q|

rank VHS

1 £

2 v Top K

3 n rank  VHS

1
v
k °
rank VHS

Weighted
Voting

I V(rk)
k |

Figure 4.5: The weighted fusion of each modality. We give top-K candidate a score V' in
each modality. Later, re-rank the candidate VHS by the summation of voting score V' in
each modality.

4.2.2 Weighted Voting

After ranking the VHS by the similarity, we want to levarage the ranking list from each
modality. As shown in Figure 4.5, for a VHS ranking r, a score V' is given in each list

from top K candidates. The function of score IV can be written as:

k+1—r ifr<k
V(r k) = (4.4)

0 ifr >k

13



Only top K can get the score because, in our scenario, there is only one positive candidate

the proposed method can tolerate some missing information. Though
(e.g., facial attributes) might be missing, we can still get high votin -

modalities (e.g., clothing attributes).

14



Chapter 5

Experiment

5.1 Experiment Settings

To evaluate our work, we generate 4 image sets from 300 identities in MCID mentioned

in Chapter 3.

* DataSet — There are 300 different identity’s frontal full-length image in DataSet.

Namely, each identity has one frontal full-length image.

* FrontalSet — FrontalSet is composed of 100 images. Each image contains a frontal-

shot identitiy dressing the same as what he/she wears in Dataset.

* ProfileSet — ProfileSet consists 100 images. Each image contains a profile-shot

identitiy dressing the same as what he/she wears in Dataset.

+ AllSet — AllSet is made up of 1309 images. Each image contains an identity that is

possibly shot in different view or dressed in different clothing styles.

We use DataSet to construct the identity VHS and regard it as our dataset; the others are
used as our testset. Notice that AllSet is the most difficult testset in these testsets because

it consists of multiview identities’ images and identities in different clothing.

15
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Figure 5.1: The performance of facial appearance. It is obvious that HD-LBP [4] over-
whelms other low-level features in FrontalSet by reaching Cumulate Hit = 0.3 at rank 1.
But all of the curves climb slowly as the rank grows.

5.2 Performance Evaluation

5.2.1 Evaluation

We here use the Cumulative Hit at K curve suggested in [8]. The curve represents the

cumulated values of recognition rate at all ranks. The value is computed as:

N 1 ifhi
lelzjv:l H(J)7 H(j) - it (5.1)

0 ,otherwise

Cumulative Hit @ K =

,where N is the total query number.

5.2.2 Different Features in Facial Appearance

Using FrontalSet as testset, we evaluate the performance of different kinds of low-level
features in facial appearance . We have extracted Pyramid HoG (PHOG), Log-Gabor, Grid
Color Moment (GCM), Local Binary Pattern(LBP) and High Dimensional Local Binary

Pattern (HD-LBP). As shown in Figure 5.1, it is obvious that HD-LBP [4] overwhelms

16



other low-level features in FrontalSet by reaching Cumulate Hit= 0.3 at rank 1. Tglgrmg?son
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Figure 5.2: The performance of emphasizing significant dimensions. The performance
has been improved about 0.1 in PF. We can see the mothod has improved the recall rate in
all modalities.

5.2.3 Gain of Emphasize Significant Dimensions

Tested by FrontalSet, emphasizing significant dimensions is performed in PF, FAttr and
CAttr. The method is not used in FA because feature we used in FA is not suitable for the
method. The result is shown in Figure 5.2. The recall rate has been improved about 0.1 at
K=15 in PF while in other modalities only improved about 0.03. We think the reason is the

dimensions in these two modalities are not enough to highlight the significant dimensions.

5.2.4 Performance in Different Testset

We test our frameworks in FrontalSet, ProfileSet and AllSet. We also show the perfor-
mance of each modality after emphasizing significant dimensions. To compare with our

weighted voting method, the performance of average fusion method is performed as well.
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Figure 5.3: The performance of testing in FrontalSet. PF performs the best over all modal-
ities on 0.46 at K=1. After weighted voting, performance improves 0.1 than Avg. fusion.
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Figure 5.4: The performance of testing in ProfileSet. We can see the performance drop
comared to 5.3 caused by the losing of facial information. But, the weighted voting keeps
the better ranking and tolerate the noise or missing information.

* FrontalSet: Figure 5.3 shows the performance of our methods in FrontalSet. We

can discover the significant visual patch features performs the best over all modali-

ties. After weighted voting, performance improves 0.1 than Avg. fusion.
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* ProfileSet: The performance is shown in Figure 5.4. Compared to testlng in
P

information.

?‘-9 2, B ?é\ '\'U{:::\I-
* AllSet: As shown in Figure 5.5, PF performs the best in modalities *?N@me‘that

CAttr fails in AllSet because of different clothing. Still, after weighted voting, the

performance climbs to 0.22 at K=1 while the Avg. fusion performs 0.16.

We have shown examples of tolerating the noise or missing information in Figure 5.6.
Our proposed method can find the right identity images even the identity wears different
clothing. In 5.6 (a), identity image for query is taken in profile; in other words, we loss
the facial information. But positive candidate appears at rank 4 ascribed to PF and CAttr.
Asin 5.6 (b), the query identity wears different from what she wears in dataset’s VHS.
However, result shows the positive candidate’s VHS is the most similar in the database.
The reason is the facial information is clearify and strong enough in weighted voting.

Table 5.1: Cumulative Hit @ K of different modalities over images in AllSet. Adding
weighted voting fusion achieves Cumulateive Hit of 0.48 at K=10, which outperforms 0.16

than average fusion. The performance of clothing attributes becomes very poor because
of different clothing while face appearance still has Cumulative Hit of 0.21 at K=1.

FA | PF | FAttr | CAttr | Avg. Fusion | Voting Fusion
K=1 | 0.21 | 0.26 | 0.06 | <0.01 0.16 0.23(10.07)
K=10 | 0.31 | 0.43 | 0.15 | 0.06 0.32 0.48(10.16)
K=2510451]050 | 026 | 0.14 0.43 0.56(10.13)
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Figure 5.5: The performance of testing in AllSet. Notice that CAttr fails in AllSet because
of different clothing. Still, after weighted voting, the performance climbs to 0.22 at K=1.

Query Rank Rank Rank Rank Rank

Figure 5.6: Ranking result. In (a), the query is a profile image missing the facial infor-
mation, but we can find one with similar dressing, i.e. blue dress. In (b), the identity
wears a totally different cloth from what she wears in the VHS. But we map the VHS by
the frontal facial information. Both cases show our porposed method can tolerate some
missing information.
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Conclusion

In this thesis, we discuss the challenge of generating Visual Human Signature which can
be detected in unconstrained environment via camera-embedded wearable devices. We
collect a dataset named Multiview Celebrity Identity Dataset (MCID) containing 2341
images of 439 celebrities with different views and clothing. We also propose the idea of
VHS, compare the performance of different modalities and show a preliminary evaluation
in MCID by fusing the modalities in this new coming problem. Two methods, empha-
sizing significant dimensions and weighted voting, are employed in this thesis to solve
and improve the performance. The results encourage many directions in which this work
can be extended. For example, this problem can be further extended to taking a video
as an input target. Additional cues can also be incorporated, such as time stamps which
can be easily fetched from the wearable devices. Or, with GPS information, we can scale
down the searching area to improve the precision. We believe this people-centric sens-
ing problem [2] will become more important, interesting and be get more attention in the

future.

21



Bibliography

[1] D. Anguelov, K. chih Lee, S. Gokturk, and B. Sumengen. Contextual identity recog-

nition in personal photo albums. In CVPR, 2007.

[2] A. Campbell, S. Eisenman, N. Lane, E. Miluzzo, R. Peterson, H. Lu, X. Zheng,
M. Musolesi, K. Fodor, and G.-S. Ahn. The rise of people-centric sensing. Internet

Computing, IEEFE, 12:12-21, July 2008.

[3] L. Cao, J. Luo, and T. S. Huang. Annotating photo collections by label propagation

according to multiple similarity cues. In ACM Multimedia, 2008.

[4] D. Chen, X. Cao, F. Wen, and J. Sun. Blessing of dimisionality: High dimensional

feature and its efficient compression for face verification. 2013.

[5] H. Chen, A. Gallagher, and B. Girod. Describing clothing by semantic attributes. In
ECCV,2012.

[6] N. Dalal and B. Triggs. Histograms of oriented gradients for human detection. In
CVPR, 2005.

[7]1 A. Gallagher and T. Chen. Clothing cosegmentation for recognizing people. In
CVPR, 2008.

[8] D. Gray, S. Brennan, and H. Tao. Evaluating appearance models for recognition,
reacquisition, and tracking. In In IEEE International Workshop on Performance

Evaluation for Tracking and Surveillance, Rio de Janeiro, 2007.

[9] N. Kumar, P. N. Belhumeur, and S. K. Nayar. Facetracer: A search engine for large

collections of images with faces. In ECCV, 2008.

22



transformation. In /CIP, 2007.

[13] A.Samal and P. A. Iyengar. Automatic recognition and analysis of human faces and

facial expressions: A survey. Pattern Recogn., 1992.

[14] S. Singh, A. Gupta, and A. A. Efros. Unsupervised discovery of mid-level discrim-

inative patches. In ECCV, 2012.

[15] D. Wang, S. Hoi, Y. He, J. Zhu, T. Mei, and J. Luo. Retrieval-based face annotation

by weak label regularized local coordinate coding. PAMI, 36:550-563, 2014.

[16] H. Wang, X. Bao, R. R. Choudhury, and S. Nelakuditi. Insight: Recognizing humans
without face recognition. In Proceedings of the 14th Workshop on Mobile Computing

Systems and Applications, 2013.

[17] L. Zhang, L. Chen, M. Li, and H. Zhang. Automated annotation of human faces in
family albums. In ACM Multimedia, 2003.

23



