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ABSTRACT

Objectives: The aim of this thesis is to create an intracorporeal optical tracking system
using cylindrical marker for minimally invasive surgery. The main function is to localize
and to track the tracked objects, providing positions of the tracked objects, which can be
used in other applications, like augmented reality and risk warning.

Methods: Based on the intracorporeal optical tracking system proposed in 2013 [7],
shape of marker is improved from square to cylinder. In original system, it’s necessary to
attach a rectangular module rigidly to the tracked object. And the square marker can be
affixed to the rectangular module. However, sharp edges of the rectangular module may
give rise to unnecessary damages to tissues when it touches tissues in surgery. The
cylindrical marker is affixed to a cylindrical module with no sharp edges. Hence, it can
reduce unnecessary damages to tissues. Because using cylindrical marker to achieve
tracking work is a novel idea, a specific algorithm to detect cylindrical marker is proposed
in this thesis.

Results: The experiments shows that the mean error of tracking accuracy of the proposed
system is 2.7 mm in observation distance from 75 to 150 mm, which is less than the
maximal safe distance: 20 mm in minimally invasive surgery.

Conclusions: The novel optical tracking system proposed in this thesis using cylindrical
marker can achieve tracking work for minimally invasive surgery. The system has three
advantages: reducing unnecessary damages to tissues, feasibility to penetrate smaller
trocar, and preserving advantages of intracorporeal optical tracking system, including
shorter observation distance and simpler coordinate system to reduce errors caused by
coordinate transformation.

Keywords: Intracorporeal optical tracking, Cylindrical marker, Instrument tracking
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Chapter 1 Introduction

The aim of this thesis is to create an intracorporeal optical tracking system using
cylindrical marker. The proposed system is based on intracorporeal optical tracking
system using square marker, improving shape of the tracked fiducial marker from square
to cylinder. In order to track using cylindrical marker, a specific marker detection
algorithm is proposed.

Compared with optical tracking system using square marker, the marker modules
used in the proposed system are cylinders, which can avoid unnecessary damages to
tissues in surgery. On the other hand, due to larger useful area, the cylindrical marker
modules can be used to achieve tracking work with a smaller size than which of square
markers. That means instruments with cylindrical markers can penetrate smaller trocars
compared with instruments with square markers. Besides, tracking system in this work
preserves the advantages intracorporeal optical tracking system has.

The motivation and problem definition of this work is introduced in the following
sections. A brief introduction of previous work and the proposed approach are introduced

in this chapter.



1.1 Motivation and Problem Definition

Because the disadvantages of narrow view, complex hand-eye coordination,

unintuitive operation, a restricted mobility and lack of information beyond the surface of

organs, it contains difficulties for surgeons to perform a minimally invasive surgery.

Hence, a computer-assisted system is needed. Intracorporeal tracking is a prerequisite to

realize further assistance functions, like augmented reality or risk warning.

There are several technologies to realize tracking work, including kinetics robotics,

extracorporeal optical tracking, electromagnetic tracking and intracorporeal optical

tracking. Kinetics robotics provides acceptable accuracy, but it leads to operation

interference. Extracorporeal optical tracking provides good accuracy. However, it’s not

only expensive but limited by visibility. Electromagnetic tracking provides a simple

structure and high accuracy, but the critical limitation is that it would be interfered by

ferromagnetic material and electromagnetic signals. Among this technologies,

intracorporeal optical tracking has advantages of no ferromagnetic interference, reducing

observation distance and lower cost. However, markers used in previous intracorporeal

optical tracking are plain square markers, which should be affixed to rectangular marker

modules attached to instruments. The rectangular marker module may give rise to

unnecessary damages to tissues when it touches tissues in surgery. To solve this

disadvantage, the aim of this thesis is to build an intracorporeal optical tracking system

2



using cylindrical marker.

To achieve tracking work in minimally invasive surgeries, the tracking system this

thesis proposed should meet high accuracy and real-time computation. And a specific

design of cylindrical markers in needed because there is no previous work of tracking

system using cylindrical marker in minimally invasive surgeries.

In summary, the aim of this thesis is to propose an intracorporeal optical tracking

system using cylindrical markers to avoid accidental damages, and meeting high accuracy

and real-time computation.

1.2  Previous Work

In 2008, Feuerstein et al. proposed an intraoperative laparoscope augmentation for

port placement and resection planning [3]. The tracking technology used in their system

can be classified into extracorporeal optical tracking system. A mount of multiple

photoreflective spheres is attached rigidly to the instrument or the endoscope, shown in

right of Fig. 1-1. Multiple infrared cameras are set on the ceiling of an operation room in

order to get better sight view and to avoid occlusions, shown in left of Fig. 1-1. The

position and orientation of the tracked target can be calculated when the infrared camera

observing the photoreflective spheres.
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Fig. 1-1 System architecture of extracorporeal optical tracking system (left). The

instrument within specific markers for optical tracking (right) [3].

In 2012, Lange et al. proposed a navigated laparoscopic ultrasound in abdomen [8].
The tracking technology used in the system is electromagnetic tracking. When the sensor
fixed to tracked targets accepts magnetic signals form magnetic field generated by
magnetic field generator, the system can calculate position of the sensor in generator
coordinate system. It provides a simple and convenient structure and high accuracy.
Nevertheless, the main issue is that the accuracy is interfered by ferromagnetic

interference.



Tracking field

Y | Pointer generator
'
z i

LUS
probe

Ultrasound

image

LMRI/C

volume

Fig. 1-2 System structure of electromagnetic tracking system (left) [8]. The EM

sensor is settled rigidly to the tracked target (right).

In 2013, Ke et al. proposed an intracorporeal optical tracking system [7], shown in
Fig. 1-3. The endoscope is adopted as image capture device. Square markers are affixed
to rectangular marker modules attached to instruments. When the markers appears in
images captured from endoscope, the system can calculate the transformation matrix from
marker coordinates to endoscope coordinates using the specific marker patterns. Hence
the tip position of instrument can be estimated by the transformation matrix and the
relation between instrument tip and the markers. It’s immune from ferromagnetic
interference and achieve high tracking accuracy. However, the rectangular marker

modules may lead to unnecessary damages to tissues when touching tissues.



Instrument

Peritoneum Endoscope

Marker ( X, Y.<)

Pointer (XY ..Z,)

Fig. 1-3 The architecture of intracorporeal optical tracking system [7].

1.3  Proposed Approach

In this thesis, an intracorporeal optical tracking system using cylindrical marker is
proposed. Based on the architecture of intracorporeal optical tracking system proposed in
2013, the shape of marker is improved from square to cylinder. The main advantage is to
avoid unnecessary damages to tissues, which occurs when the sharp edges of rectangular
marker module to which square markers is affixed touches tissues. There are less damages
occurs when the cylindrical marker module touches tissues because there are no sharp
edges existing on surface of cylindrical marker modules. On the other hand, it’s a novel

idea since there is no previous work using cylindrical markers to perform a tracking work.



Fig. 1-4 A-cylindrical marker set is affixed to a cylindrical marker module which is

attached to instrument.

As intracorporeal optical tracking system using square marker [7], the endoscope is

adopted as image capture device. Because the endoscope has used in conventional

minimally invasive surgery, there is no need for other specific sensor for this system. The

cylindrical marker used in this system is a cylindrical marker set with many independent

markers. Fig. 1-4 shows the marker set affixed to a cylindrical marker module which is

attached to the instrument. It’s a special design for marker detection. When endoscope

captures image, the system detects possible marker sets, differentiates these possible

marker sets and extracts features from these marker sets. The features and intrinsic

parameters which are derived from off-line camera calibration are used to calculate

transformation matrix from marker coordinates to camera coordinates, which is called

extrinsic parameter matrix. Any position and pose of points in marker coordinate system

can be transformed to position and pose in camera coordinate system using the extrinsic



parameter matrix. By these procedures, instruments or other tracked targets to which
cylindrical markers are affixed can be tracked as long as the markers are detected by the

tracking system. The overall flowchart is shown in Fig. 1-5.

Oftf-line work On-line work
. . Endoscope
Camera calibration . P
image
Distortion & intrinsic Marker
parameter calculation detection
Transformation
matrix
calculation
Point in Coordinate Point in
marker coordinate transformation camera coordinate

Fig. 1-5 Overall flowchart of intracorporeal optical tracking system using cylindrical

marker.

The algorithm of transformation matrix calculation used in this system is the same
with which in ARToolkit [1]. The ARToolkit system is designed for square markers. In
order to adopt the algorithm of transformation matrix calculation from ARToolkit, the
cylindrical markers are designed with some features to provide features which square
markers can provide, including positions of 4 corner points, marker direction and marker

id. The designed cylindrical marker is shown in Fig. 1-4.



The marker detection algorithm for square marker can’t work for detecting

cylindrical markers. Hence, a marker detection algorithm for cylindrical marker is

proposed. Overall flowchart of marker detection algorithm for cylindrical marker is

shown in Fig. 1-6. After marker detection, features of markers, including four positions

of corner points, marker id and marker direction, are extracted. And these features can be

used to calculate extrinsic parameter matrix.

Marker detection

__________________________ "

Color segmentation

| Check other
Contour detection colors

Dose inner No

contours exist?
Yes

Marker identification

Rough corner
detegtion

Direction
determination
¥

Precise corner
detection

No Have all possibilities
detected?

confident marker
decision

Transformation matrix
calculation

Fig. 1-6 Overall flowchart of marker detection algorithm for cylindrical marker.

Compared with intracorporeal optical tracking using square marker. The marker
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modules used in our system are cylinders, which can avoid unnecessary damages to
tissues in surgery. On the other hand, instruments within cylindrical markers can penetrate
smaller trocars compared with instruments within square markers due to larger useful area.
Besides, tracking system in this work preserves the advantages intracorporeal optical
tracking system has.
1.4 Thesis Overview

The structure of this thesis is as follows. The previous work of *“Tracking
Technologies” used in minimally invasive surgery are reviewed and summarized in
Chapter 2. Because the system this thesis proposed is based on intracorporeal optical
tracking system using square marker, the architecture and tracking algorithm of
“Intracorporeal Optical Tracking System Using Square Marker” are introduced in
Chapter 3, and the differences between the two tracking system are also compared.

Chapter 4 introduces the design of “Intracorporeal Optical Tracking System Using
Cylindrical Marker”. System architecture, design of marker and marker detection
algorithm are introduced. “Experimental Results” and analysis are shown in Chapter 5.
A calibration between camera coordinate system and world coordinate system is built.
The absolute accuracy of tracked positions relative to ground truth is verified. Finally,

Chapter 6 gives “Conclusions and Future Work™ of this research.

10



Chapter 2 Previous Work

Minimally invasive surgery is a highly complex medical task for surgeons because
they have to deal with a complex hand-eye coordination, a narrow field of view and a
restricted mobility. To solve these problems, image guidance technology was developed.
The prerequisite for image guidance is to localize instruments and target structures like
vessels and tumors. After that, the distance from instruments to risk or target structures
can be measured and the information can be projected onto images using augmented
reality technology. For this purpose, methods of tracking instruments are important
elements for minimally invasive surgeries.

Tracking technology used in minimally invasive surgeries can be classified in to two
categories according to the placement of sensor: extracorporeal and intracorporeal.
Extracorporeal tracking can be classified into robot kinematics and optical tracking,
which will be introduced in section 2.1. Intracorporeal tracking also can be categorized
into three: electromagnetic tracking, optical tracking using stereo endoscope and optical
tracking using traditional 2D endoscope, which will be introduced in section 2.2. Section

2.3 is the comparison of these tracking technologies.

11



2.1 Extracorporeal Tracking Technologies

The general extracorporeal tracking technologies can be classified into robot
kinematics and optical tracking. Both of which are also used in other fields. The reason
to classify this two technologies into extracorporeal tracking technologies is that the used
sensors are set outside human body. Robot kinematics uses values derived from encoders
and the pre-knowledge of the system to calculate positions of tracked targets, and the
robot arm is set outside human body. The sensors used in optical tracking system are
infrared cameras, which are attached to the ceiling of an operation room.

Robot kinematics technology is introduced in section 2.2.1. Extracorporeal optical

tracking technology is introduced in section 2.2.2.

2.1.1 Robot Kinematics

Robot kinematics is a general tracking technology in minimally invasive surgeries
from then until now [4, 9-12]. What should be tracked such as endoscopes or instruments
are set to mechanisms. The mechanisms including encoders and mechanical arms can be
divided into multiple coordinates according to joints linked by links. A configuration plot
is shown in Fig. 2-1. Due to the known geometry information between each joint and link,
the transformation matrix from each joint to near joint T, can be calculated. A pose of

target g' in one coordinate system can be derived by multiplying the transformation

12



matrix T, from the last coordinate system to this one by the pose of target in the last
coordinate system qg'*, shown in (2.1).
q' =T.q" (2.1)
A transformation matrix can be derived by other transformation matrices, shown in
(2.2).
T =[T,7" (2.2)

Furthermore, transferred from first coordinate to the target coordinate, the pose of

target in base coordinate system is obtained.

Fig. 2-1 Classic kinematics configuration, representing the relationship between

each coordinate.

13



Fig. 2-2 Da Vinci surgical robot, with multiple robot arms [4].

This tracking technology is used in many systems. The most common case is Da

Vinci robot system[4], shown in Fig. 2-2. Due to the need of high dimensional operations,

the surgical robot has multiple robot arms and each arm has multiple joints, which makes

it expensive. On the other hand, the position provided by the robot encoders is not

accurate enough. One main reason is that the position of target is obtained from a lot of

transformation, and each transformation generates some errors inevitably, which leads to

large total errors. Another reason is when forces are applied to a surface or the trocars,

the values derived from encoders are distorted significantly. Hence, robot kinematics

technology is limited to become widespread for tracking in minimally invasive surgery.

Even the Da Vinci system takes another tracking technology, visual tracking with stereo

endoscopes, which will be introduced in 2.2.2.

14



2.1.2 Optical Tracking

Optical tracking system is a general tracking method in many fields. It’s also applied
to perform the tracking work for no only opening surgery but also minimally invasive
surgery [2, 3, 13-20]. The illustration is shown in Fig. 2-3. To enhance the accuracy, the
chose sensors are infrared cameras. The infrared cameras are set on the ceiling of an
operation room in order to get better sight view. A mount of multiple photoreflective
spheres is attached rigidly to the instrument or the endoscope like Fig. 2-4. When the
infrared camera observing multiple photoreflective spheres of a tracked target, the system

can calculate its position and orientation by triangular calculation.

f’r\'\\x | . <'/F 7 > = _/.%7“"\
N4 i g \'\___: ) I%] Fy \}i\
NS

Fig. 2-3 Illustration of optical tracking system, including multiple infrared cameras

and photoreflective spheres attached to the tracked target [3].
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Fig. 2-4 Multiple photoreflective spheres are attached rigidly to the instrument [2].

Although this optical tracking system has satisfactory accuracy, there are some key
points must be considered. First, once the sphere marker is occluded, the system can’t
track the marker. Also, it is usually occluded by medical personnel in an operation room.
Thus, the system needs multiple cameras to make sure that the markers can be observed
by at least one camera, which leads to larger cost of the system and difficulty to calibrate
the camera coordinate systems. Second, also in order to enhance the accuracy, a large
marker size is preferred. Nevertheless, the large size marker generates operation
interference for surgeons to use the instruments.

2.2 Intracorporeal Tracking Technologies

Tracking technologies classified in intracorporeal tracking are three:
electromagnetic tracking, optical tracking using stereo endoscope and optical tracking
using 2D endoscope. The reason of the classification is sensors using in these three

tracking technologies are placed inside human body, which would not lead to operation
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interference for medical personnel.

Electromagnetic tracking technology is introduced in 2.2.1. Optical tracking using
stereo endoscope is introduced in 2.2.2. And optical tracking using 2D endoscope is
introduced in 2.2.3.

2.2.1 Electromagnetic Tracking

Electromagnetic tracking technology is one of the most promising means of
localizing and tracking endoscopes or instruments. Many image guided surgery assistance
system used it to track instruments and then performed navigation for augmented reality
in minimally invasive surgeries [6, 8, 21-23]. However, interference from ferromagnetic
material is the main issue for electromagnetic tracking system. Hence, some groups were
dedicated to reduce electromagnetic tracking errors [24, 25].

A system structure of electromagnetic tracking system is shown in Fig. 2-5. It
contains two main parts, magnetic field generator and magnetic field sensor. The
magnetic field generator emits a magnetic field of a known strength, based on an
alternating current. It is placed in a known location outside human body. It must be
ensured the magnetic field generated can cover all work space of the tracked target. The
sensors are fixed rigidly to the tracked target like Fig. 2-6. When the sensors are placed
inside the magnetic field, unique voltages are induced. And the system can calculates the

position and orientation of the sensors using the induced unique voltages.
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Fig. 2-5 System structure of electromagnetic tracking system [8]. The EM sensor is

settled rigidly to the tracked target, and the field generator is set outside human body.
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Fig. 2-6 Adirectional magnetic field sensor (left). Adirectional magnetic field sensor

was inserted rigidly into the tracked target (right) [6].
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Because the strength of induced magnetic field is small enough, it is safely to pass
through human tissue. Accordingly, the electromagnetic tracking technology is
convenient for intracorporeal tracking work. Compared with robot kinematics, this
technology can be used to localize flexible endoscopic instruments such as flexible
ultrasound transducers. The main issue is ferromagnetic interference. The system would
be interfered by ferromagnetic material, such as metals, computers, OR tables, surgical
instruments and internal signal interference. Even if many groups are dedicated to reduce
the tracking errors, it still has no satisfactory enough outcome.

2.2.2 Optical Tracking Using Stereo Endoscope

With the increase of use of stereo endoscope in minimally invasive surgery,
especially in recent years, optical tracking technology using stereo endoscope was
proposed. In 2007, Gerard proposed a mixed-reality simulation of minimally invasive
surgeries [5]. The main purpose is to help train surgeons. The instrument tracking
technology used in Gerard’s system is intracorporeal optical tracking using stereo
endoscope. In 2014, Speidel et al. proposed a markerless 3D tracking technology used to

track different da Vinci instruments [26].

19



Fig. 2-7 Tracking technology Gerard’s group proposed. Because they used stereo

endoscope, once they found the tip position of instrument in 2D image, the depth

information could be derived from relative position in stereo image [5].

In case that a stereo endoscope is used to replace traditional 2D endoscope, it means

the depth information of each dot in the displayed image can be derived from stereo

endoscope. Thus, the 3D tracking work is simplified as tracking tip of instrument in the

2D image. Once the 2D position of instrument tip is found, the depth information is

derived in the meantime. And the coordinate of the instrument tip can be calculated. Using

endoscope coordinate system as world coordinate system makes this technology need no

other transformations, which makes the calibration simpler and reduces errors generated

in transformation process.

This technology has advantages including simpler calibration process and less

transformation errors. However, the largest limitation is that stereo endoscopes are not

applied very popularly by hospitals due to the high expense. But it is still a potential
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technology if stereo endoscopes are spread in the future.
2.2.3 Optical Tracking Using 2D Endoscope

Because general endoscopes using in minimally invasive surgery are still 2D
endoscope, and to conquer the inconvenience of operation and inaccuracy problem
occurred in technologies introduced above, we proposed an intracorporeal optical
tracking system using 2D endoscope in 2013 [7].

Markers are affixed to marker modules fixed on instruments, directly using
endoscope as image capture device to detect the markers and estimates positions and
orientations of the instruments.

Advantages of this system are immune from ferromagnetic interference and achieve
high tracking accuracy. The details of system structure and algorithms are introduced in
Chapter 3.

2.3 Comparison and Summary

All the tracking technologies discussed above have some advantages and some
disadvantages. Robot kinematics is most expensive compared with others. Errors of robot
kinematics are enlarged when values of encoders are distorted by forces applied to a
surface or the trocars. Though extracorporeal optical tracking provides an acceptable
accuracy, it is also expensive due to the need of multiple cameras to solve visibility

problem. Another disadvantage is operation interference due to the marker modules
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settled on instruments. Electromagnetic tracking has no visibility problem, operation
interference and it is relatively cheaper. However, the dominant problem is ferromagnetic
interference. The error of electromagnetic tracking increases from 0.3 mm to 2.3 mm in
environment within ferromagnetic interference. Intracorporeal optical tracking provides
a good accuracy and has no ferromagnetic interference problem. The disadvantage of it
is visibility problem. Intracorporeal optical tracking proposed in [7] uses square markers
and rectangular marker modules, which may lead to unnecessary damages when touching
tissues. This work applied intracorporeal optical tracking and uses cylindrical markers to
reduce possibilities of accidental damages and to remain advantages of intracorporeal

optical tracking.
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Table 2-1 Comparison of tracking technologies

Sensor placement

Extracorporeal tracking

Intracorporeal tracking

Robot kinematics

Optical tracking

Electromagnetic

Optical tracking

tracking
Approach 2005 2008 2011 2013
J. Leven [12] | M. Feuerstein [3] M. C. Ke [7]
C.T. Yeo [25]
Mean error 2.2 mm 2.6 mm 2.3 mm 1.1 mm
Ferromagnetic
. No No Yes No
interference
Visibility problem No Yes No Yes

Operation
. Yes Yes No No
interference
Damages to

. No No No Yes

tissues
Cost (USD) Millions Tens of thousands | Tens of thousands Hundreds
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Chapter 3  Square Marker Optical Tracking

The main work in this research is to create an intracorporeal optical tracking system
using cylindrical marker for minimally invasive surgery. In this chapter, an intracorporeal
optical tracking system using square marker [7], which is proposed by our group in 2013,
is introduced. It is based on Kato’s ARToolkit [1]. In this research, the shape of marker is
improved from square to cylinder. Hence, pattern and functions of square marker and the
tracking algorithm of optical tracking system using square marker should be introduced
before introduction of our design of cylindrical marker.

The system overview will be introduced in section 3.1, including the setting of
devices and the flow of optical tracking. In section 3.2, the typical square marker will be
introduced, including the pattern and functions of each part of square marker. The main
tracking algorithm will be introduced in section 3.3. And in the end of this chapter, section
3.4, we summarize which functions should be existed in our cylindrical marker so that
the proposed system can use the tracking algorithm of original optical tracking system.
3.1 System Overview

Ke et al. (our group) proposed an intracorporeal optical tracking system at 2013 [7].
An endoscope is adopted as the role of image capture device like camera in general optical

tracking system, providing the raw image inside the surgical site. A rectangular marker
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module is attached to the tracked instrument, and the distance between the marker module
and the tip of the instrument is known by measurement in advance. Square markers, which
is introduced in section 3.2, are affixed to the marker module. The system architecture
including endoscope, tracked instrument within square markers is shown in Fig. 3-1.
Marker detection and coordinate transformation from marker coordinates to endoscope

coordinates is executed by Kato’s ARToolkit [1].

Instrument

Peritoneum Trocar Endoscope

Marker ( X,,Y 1 Zm)

Pointer (X,,,Y,Zp)

Fig. 3-1 Architecture of intracorporeal optical tracking using square marker [7].

Compared with extracorporeal optical tracking system, the intracorporeal optical
tracking system we proposed has many advantages. Applying endoscope as image capture
device shortens the distance between objects and image capture device, which reduces
the incision of occlusion, enhances the tracking accuracy and reduces the cost. And less
operation interference occurs.

The flowchart of intracorporeal optical tracking is shown in Fig. 3-2. Camera
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calibration and measurement of positions of markers and the tip of the instrument in

marker coordinate system is completed as off-line procedures. After the endoscope

capture images, a sequence of image processing is operated to detect the marker. And

then the transformation matrix from marker coordinates to endoscope coordinates is

calculated using the information of detected marker, distortion parameters as well as

intrinsic parameters derived from off-line camera calibration, and marker potions in

marker coordinate system. The position in camera coordinate system can be derived by

transforming the position in marker coordinate system using extrinsic parameter matrix.

The position in camera screen coordinate system can be derived by transforming the

position in camera coordinate system using intrinsic parameter matrix. The tracking work

is achieved. The detail algorithm is introduced in section 3.3.
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Fig. 3-2 The flowchart of intracorporeal optical tracking using square marker [7].

The world coordinate system here is endoscope coordinate system, different from
general optical tracking system. Since the relative distance between organism and
instruments is more important for surgeons in clinical minimally invasive surgery, and
the useful information would be projected to endoscope image by augmented reality, it
can be applied using endoscope coordinate system as world coordinate system. The
advantage is to reduce the procedures of coordinate transformation from many times to
single one so as to reduce the errors generated from multiple coordinate transformations.

3.2 Square Marker

The typical marker used in ARToolkit is a square marker as Fig. 3-3.
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Fig. 3-3 Single square marker [1].

Asquare marker should provide some information to the calculation of transformation

matrix. Four corner points is used to calculate the transformation matrix form marker

coordinates to camera coordinates by the relation of positions of four corner points in

marker coordinate system and which in camera screen coordinate system. A marker

direction is used to determine the relationship between corner points detected from

marker detection and corner points in marker coordinate system. In other words, it’s used

to differentiate which direction the marker is from four possible situations. If there are

many markers in the surrounding, some information should be provided to differentiate

different markers. Due to these requirements, the square marker is designed to have some

characteristics for marker detection shown as bellow. The illustration is shown in Fig. 3-4.

1. Vacant space around the marker

2. Square

3. Planar surface

4. A pattern inside
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Vacant space

o

Pattern

Fig. 3-4 Typical square marker has vacant space and pattern inside.

Vacant space is used for the convenience of marker detection. The marker body is

separated from the surrounding by the vacant space, which makes the marker body is

obvious in the image. A square design is used because there are four corner points in a

square, which is one of requirements for marker detection: providing four corner points.

A planar surface makes sure that the four lines of the marker contour in image are still

straight lines. Ideally, a straight line looks like a straight line in the image no matter

observing it from any view angle. That’s important for the marker detection because a

line fitting algorithm can be used to obtain the four straight lines and then the corner

points of the marker are derived by calculating the intersections of the four straight lines.

The pattern inside can be designed as many different styles, like numbers, simple pictures

and so on, a limitation is it needs to have direction difference. It is used for marker
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detection to differentiate the marker id from multiple markers and to determine the marker

direction.

Fig. 3-5 Square markers are affixed to the marker module attached to the tracked

instrument. Four sides to make sure view-invariant and multiple marker [7].

We apply multiple markers as a marker set and affix it to the marker module, shown
in Fig. 3-5. Each three markers in one side of the marker module is used to enhance the
tracking accuracy because an iteration process is used in the algorithm of calculating
transformation matrix. The other advantage is that if some markers are occluded or
stained by blood, the system can still achieve the tracking work as long as at least one
marker of them is visible. Four sides of the marker module make sure view-invariant. In
other words, after rotation, the marker set will still visible. The only difference is maybe
the side of marker set observed in this frame is different from which in last frame.

3.3  Tracking Algorithm

The tracking algorithm used here is Kato’s approach [1]. Sufficient accuracy and fast
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processing speed are advantages of Kato’s approach.

The main purpose is to obtain the transformation matrix from marker coordinates to
camera coordinates (T,,) using a size-known marker, so that the transformation matrix
can be used to derive each point in camera coordinate system from their coordinates in
marker coordinate system. (3.1) shows the transformation from marker coordinates to
camera coordinates. The relationship between marker coordinates and camera coordinates

is shown in Fig. 3-6.

X, Vip Vi, Vg Wl X,
Y, _ Voo Vo Vs W 1Y,
Z, Vo, Vi Vg W |1 Z,
1 0 0 0 1 1
) (3.1)

X X

_ | Vag W3><1:| \ -7 Yo

10 00 1] 2Z, "z

1 1

Camera Screen Camera Coordinates
Coordinates (Xc, Ye, Zc)

Marker Coordinates
(Xm, Ym, Zm)

Fig. 3-6 The relationship between marker coordinates, camera coordinates and camera

screen coordinates [1].
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Fig. 3-7 The flowchart of Kato’s tracking approach [1].

After capturing the image, first step is generating a binary image by image
thresholding. The second step is to find contours from the binary image by gradient
difference. Lager contours are regarded as potential marker regions. Then the four lines
of potential marker regions are simply extracted by fitting line segments to the marker
regions. And the four vertices are found by intersecting the four lines. All parameters of
the four vertices and the four lines found from potential marker regions are stored for later
processes.

The sub-image within regions of potential markers are normalized, warped to
squares and then compared by template matching with patterns which were given the

system off-line to identify specific marker name (marker id). The normalization process

32



uses a perspective transformation shown in (3.2). All variables in the matrix in (3.2) can

be determined by substituting camera screen coordinates and marker coordinates of the

detected markers for (x,,y,) and (X,,Y,) respectively.

hXc Ny N Ny |l X,
hyc =N 21 N 22 N 23 Ym (3-2)
h N N 1 1

Two parallel sides of detected square markers can be projected on the images. The

equations of lines can be represented as (3.3). The values of these markers has been

obtained in the line fitting process in advance.

ax+by+c =0, ax+b,y+c,=0 (3.3)
P. R Ry O] [hx Xe
0 P, P, O h Y

P — 22 23 1 yc — P c (34)
0 0 1 0 h Z,
0 0 0 1 1 1

The perspective projection matrix from camera coordinates to screen coordinates
obtained from camera calibration is shown in (3.4). By substituting x, and y, in (3.4)
for x and y in (3.3), the two parallel sides whose equations are shown in (3.3) can be

represented as (3.5) in the camera coordinate system.

alpnxc +(a1P12 + b1P22)Yc "'(aipls +b1P23 +Cl)zc =0

3.5
azpnxc +(a2PlZ +b2P22)Yc +(3-2Plz +b2P23 +C2)Zc =0 (39)

The direction vector of the two parallel sides can be derived by the outer product

n,xn, ,where n_and n, are normal vectors of the planes shown in (3.5). Given that

33



u, and u, are two unit direction vectors of square marker, they should be perpendicular
ideally. But they are not due to image processing errors. It’s necessary to refine the
direction vectors form u, and u, to v, and v,, shown in Fig. 3-3. And then calculate
the third unit direction vector v, form outer product v, xv,. Here, by concept from
linear algebra the rotation component V,, in the transformation matrix T, from

marker coordinates to camera coordinates specified in (3.1) is [vj v, v;].

Vi ow

u,
v,

Fig. 3-8 u, and u, are used to calculate refined perpendicular unit direction vectors

v, and v,.

Using (3.1) and (3.4), the four vertices coordinates of the detected marker in the

marker coordinate system and those coordinates in the camera screen coordinate system,

eight equations totally, the translation component WW W, are generated by solving

these equations.
Here, the transformation matrix from marker coordinates to camera coordinates is

obtained. And then the transformation matrix is optimized by minimize the sum of
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difference between transformed camera coordinates form marker coordinates and the
detected coordinates. This is the main tracking algorithm used for square marker optical
tracking.
3.4 Summary

The tracking system applied in this research is based on the optical tracking system
using square marker introduced in this chapter. Differences between the new proposed
system and the original system using square marker are the change of marker shape from
square to cylinder and the algorithm of marker detection. Algorithm of calculating
transformation matrix of the original system is still used in the new proposed system.

From the introduction in this chapter, we can see what are needed for the system to
calculate a transformation matrix from marker coordinates to camera coordinates are four
corner points, direction and marker id. Thus, if there is a new design of marker which is
expectedly used in original optical tracking system, the new marker also has to provide
four corner points, direction and marker id. Consequently, the cylindrical marker which

will be introduced in Chapter 4 is designed with ability to provide these information.
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Chapter 4 Cylindrical Marker Optical Tracking

This chapter presents system architecture of intracorporeal optical tracking using
cylindrical marker. Different from square marker optical tracking, the markers used in
this work are cylindrical markers which are affixed to cylindrical marker modules. The
cylindrical marker is a marker set within many independent markers. The design of
marker pattern is one of main contributions of this work. The tracking procedures can be
simply classified into two: marker detection and coordinate transformation. To achieve
tracking work using cylindrical marker, it’s necessary to build some specific algorithm to
detect cylindrical markers and to extract features of them. The method to calculate
transformation matrix is the same with method discussed in section 3.3. Hence, after
extracting features of cylindrical markers, the following work is the same with system
introduced in chapter 3.

The system architecture and abstract ideas are introduced in section 4.1. The design
of cylindrical marker module is introduced in section 4.2. The particular pattern design is
introduced in section 4.3. The algorithm to detect cylindrical markers and to extract
features of them is introduced in section 4.4. Because the cylindrical marker is a marker
set within many independent markers, the interactions between independent markers are

introduced in section 4.5.
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4.1  System Overview

In the field of hardware, the main difference between optical tracking using square
marker and optical tracking using cylindrical marker is the marker module. The
architecture is shown in Fig. 4-1. Because the marker module is designed as a cylinder, it
can avoid damages to tissues when touching tissues in surgeries. To achieve tracking work
using cylindrical marker module, the design of marker pattern is very important. It’s one
of the main contributions of this work.

Instrument
Trocar

Peritoneum Endoscope

Marker ( X;,Y1,Z;)

Pointer (X,,,Y,Z,)
Fig. 4-1 Architecture of intracorporeal optical tracking using cylindrical marker.

In the field of algorithm, Fig. 4-2 shows the flowchart of intracorporeal optical
tracking using cylindrical marker. When image capture device, endoscope here, captures
an image, the system detects cylindrical markers and extracts features of them. After

deciding which markers are confident, their features are used to calculate transformation
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matrix from marker coordinates to camera coordinates, which is extrinsic parameter
matrix. The intrinsic parameter matrix are derived off-line. The position in camera
coordinate system can be derived by transforming the position in marker coordinate
system using extrinsic parameter matrix. The position in camera screen coordinate system
can be derived by transforming the position in camera coordinate system using intrinsic

parameter matrix. After that, the tracking work is achieved.

Off-line work On-line work
. . Endoscope
Camera calibration ) P
image
Distortion & intrinsic Marker
parameter calculation detection
Transformation
matrix
calculation
Point in Coordinate Point in
marker coordinate transformation camera coordinate

Fig. 4-2 Overall flowchart of intracorporeal optical tracking using cylindrical

marker.

4.2  Cylindrical Marker Module

Adoption of cylindrical marker module and cylindrical marker is the largest

difference for this work comparing with intracorporeal optical tracking system using
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square marker. Because the instruments are used inside human body, the existence of

square marker module may give rise to unnecessary damage to tissues by touching and

mowing it accidentally.

The reason why don’t affix marker to instrument surface directly is that we can’t

promise the instrument is a perfect cylinder. The tracking accuracy may be reduced by

imperfect instrument surface. This issue can be solved when using a specific marker

module manufactured precisely. Of course, the aim of this work is to print marker directly

on the instrument surface without marker module when instruments are manufactured in

the future.

The marker module is designed as a cylinder within 6.8 mm diameter, which ensures

the instruments within this marker module can penetrate trocars within 7 mm diameter,

and the length of it is 40 mm. The distance between marker module and tip of instrument

is 25 mm. The design illustration is shown in Fig. 4-3. A punctured line is used to make

sure markers are affixed precisely to the marker module by aligning markers and the

punctured line. Fig. 4-4 shows the picture of it.
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Fig. 4-3 Design illustration of cylindrical marker module.

Fig. 4-4 Cylindrical marker module, no marker affixed to it.

4.3  Pattern Design

Pattern design of cylindrical marker is a key point of this work. The pattern is
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designed with specific features responding to which in square marker. After marker

detection, features can be extracted and can be used in transformation matrix calculation.

The illustration of complete marker set is shown in Fig. 4-5, and a marker set is affixed

to a marker module like Fig. 4-6. Single marker is introduced in this section, and the

multi-layer marker set is introduced in section 4.5.

Fig. 4-5 Complete designed cylindrical marker.

Fig. 4-6 Complete cylindrical marker set is affixed to a marker module attached to

instrument.
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Because the edges of a cylinder are condensed, information near to the edges can’t

be extracted easily and accurately, which leads to loss of information. By test, range about

120 degrees of a cylinder can be observed more completely. Thus, the marker set is

designed with many single markers, making sure that some markers not near to edges of

cylinder can be observed from any view angle. The marker set has four layers of markers.

The selection of number of markers contained in a layer and each marker’s size are trade-

off problems. Larger marker size can make the observed marker have more pixels, which

can provide more information to enhance the accuracy of marker detection. Nevertheless,

it reduces the number of markers in each layer. By test, five markers a layer can let some

markers observed no matter from any angle and keep each marker large enough. And a

shift of half of marker length exists between each two layers. The hollow rectangles,

called direction rectangles, in the right of marker set shown in Fig. 4-6 are used to identify

marker direction.
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Background region

Star region

Triangle
region

Fig. 4-7 Pattern of cylindrical marker, including background region, star region and

triangle region.

The designed pattern of a single marker is composed of three parts, including

background region, star region and triangle region, shown in Fig. 4-7. The background

region is used to segment marker set from image more easily. Hence, the color of

background region is selected differentiable enough from reddish background. In the

meanwhile, colors of other regions are also selected differentiable enough from

background region, so that the possibility of misdetection is reduced.

The star region has two functions: offering corner points and marker identification.

The star region is designed with four convex acute angles, which are detected by corner

detection introduced in 4.4.3 and provided for transformation matrix calculation. Color

of star region is an index for marker identification like colors of other regions.

Two triangle regions of a marker have two functions. The first is specific color as
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combination with colors of other region for marker identification. The second is used for
precise corner detection. The longer side of a triangle region is aligned parallel with
instrument, making sure that the longer side can be observed as a straight line from any
view angle no matter how instruments are rotated. This is a key point for precise corner
detection.

4.4  Marker Detection Algorithm

It is necessary providing features of markers for transformation matrix calculation.
The necessary features are discussed in 3.4, including four corner points, direction and
marker id. The purpose of marker detection is to exact features of designed cylindrical
markers.

Fig. 4-8 shows the flowchart of marker detection. When capturing an image from
image capture device, the first thing is to find potential marker sets. Color segmentation
is used to segment specific colors, which are designed in marker sets, from reddish
background of surgical image. Contours are used to detect whether the segmented regions
are markers. If contours of the segmented regions have inlayer contours, the regions may
be potential marker sets. And then marker id of each markers of the marker set is
determined by the combinations of colors of each regions. The corner points are extracted
in two stages. The first is rough corner detection. Corner points extracted using rough

corner detection are used in marker direction and precise corner detection. The marker
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direction are determined using relative positions of each marker and the background

region, or determined using direction rectangle. Finally, precise corner points are

extracted. To here, all the features for transformation matrix calculation are extracted. The

detailed algorithms are introduced in the following sections.

Marker detection

__________________________ -

| Color segmentation |

Check other
| Contour detection | colors

Dose inner ' No
contours exist’
Yes

Marker identification

Rough corner
dete&:tion

Direction
determination

Precise corner
detection

Have all possibilities
detected?

confident marker
decision

Transformation matrix
calculation

Fig. 4-8 Overall flowchart of marker detection for cylindrical marker.

4.4.1 Color Segmentation
The first stage of marker detection is to find potential markers. A general thought is
to detect potential parts from image by visual cues [26]. Different visual cues are tested

for finding which are useful for this task.
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HSV Color Cue

An original surgical image is separated into three channels, hue, saturation and value.
The hue channel is influenced by strength of light and the marker color in RGB space.
The hue value will be enlarged if the strength of light is enhanced, and vice versa. If a
region in image is reflective, the hue value of it will be very high. On the other hand, if
the color of region is brighter in RGB space, like white, yellow and so forth, the hue value
of it is also higher.

The saturation channel and value channel are not distinguishable as hue channel in
surgical image.
Gray Color Cue

Due to the influence of light strength, strength of a dot in gray space varies frequently.
If a dot in image is lighted, the strength of it in gray space will be high even it’s a deep
color such as black. Thus, gray color cue is thought not a great cue for detecting markers
inside human body.
RGB Color Cue

Color cue in RGB space is more distinguished compared with other color cue, for
the predominant reddish background inside human body. The common colors appeared
in a surgical image are red, white, black and yellow. Green and blue are rare. That means

the marker can be design as blue or green, and it can be distinguished simply from a
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reddish background.

More importantly, even a dot is lighted and it becomes brighter, it still remain

primitive RGB color information. For example, when a blue dot whose blue intensity is

larger than the other two is lighted, its blue intensity remains larger than the other two,

even its green intensity and red intensity are enhanced.

Algorithm of Color Segmentation

A dot in an image has three channels, red channel, green channel and blue channel.

For the convenience of color segmentation, intensities of adopted colors in marker are not

high but low, no middle. The reason is to reduce the illumination variance. For example,

intensities of blue are (Low, High, Low). Intensities of red are (High, Low, Low).

By comparing the differences of intensities of channels and the value of intensities,

different colors can be differentiated. For instance, if intensities of three channels are all

high, color of the dot is identified as white. If intensity of blue channel is high and

intensities of the other two channels are low, the dot is identified as blue. By the process,

dots with specific color in an image can be segmented.

When a source image is provided, the first thing of marker detection is to segment

the potential markers by segmenting specific color which is the same with marker

background region. After that a binary image, intensities of dots with segmented color is

set as highest and intensities of dots without segmented color is set as zero, is generated.
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After that, an ROI is set larger than the segmented potential marker. For the need of

detecting different regions of a marker, color segmentation is used in the ROI of image.

Color Compensation

A special phenomenon of color mixture occurs when detecting specific color from

an original image. There are some yellow star regions in original image like the left of

Fig. 4-9. When segmenting yellow part from it, the segmented yellow star regions are not

pretty complete, like the right of Fig. 4-9. If seeing in detail, a phenomenon can be

discovered is that some part of the yellow star regions near the contour are not be

segmented as yellow parts, but they are segmented as white parts, shown in the center of

Fig. 4-9. The reason is specified as follows.

Intensities of RGB channels of yellow is (High, High, Low). Intensities of RGB

channels of white is (High, High, High) . Intensities of RGB channels of blue is

(Low, Low, High). However, on the boundary between yellow star and blue marker

background, the B channel of some dots which should be segmented as yellow is

enhanced due to mixture with near blue dots, which caused the dots are segmented as

white dots(High, High, High). Similar case occurs on the boundary between yellow stars

and the black regions. Thus, a color compensation is needed to compensate the outcome

of yellow compensation. When observing some yellow regions in the image, we can take

the union of segmented yellow image and segmented white image as a new segmented
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yellow image. This method can be adopted for other color mixture case.

Fig. 4-9 An example showing color mixture. Original image (left). Detected white

part of the original image (center). Detected yellow part of the original image (right).

4.4.2 Contour Detection

Contours of potential markers are used for many application, containing judging

whether the potential marker is a real marker and corner detection. General contour

detection uses gradient information to detect contours. Dots on contours have larger

gradient than other dots with plainer gradient. How to decide the threshold of gradient is

a main problem in general image. Unnecessary contour segments are detected when using

a lower threshold of gradient, and it loses some contours when using higher threshold of

gradient. In our case, the problem doesn’t exist. The source image in our case, shown in

Fig. 4-10, is a binary image. The intensities of dots are not highest but lowest. Thus, dots

on a contour have high gradient value and gradients of other dots are zero. Contours can

be detected definitely using gradient information without threshold problem. The problem

is how to determine which contours are contours of potential markers.
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Fig. 4-10 Original binary image (left). Contour image (right).

In this work, marker pattern is designed with several regions with different colors.
After color segmentation using color of background region, it is observed that the region
of marker set in binary image has hollow caves responding to other regions in background
region. Accordingly, the detected contours of background region have inlayer contours.
Other detected contours, which are not responding to background region of marker set,
don’t exist inlayer contour in general case, which is a useful information for filtering
possible marker set. In other words, if the detected contour exists no inlayer contour, the
contour is not a contour of background region of a marker set.

4.4.3 Rough Corner Detection

The method to detect corner points of cylindrical marker is designed as a two stage

algorithm. First stage of it is rough corner detection, and the second stage of it is precise

corner detection which is introduced in 4.4.6.
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After contour detection of specific color part of image, a contour image is obtained.
If the specific color is one of designed marker background region color and there exist
inlayer contours, the contour is recognized a potential background region of marker set,
and the inlayer contours are recognized potential markers. Before marker identification,
the rough corner points should be detected. The method to detect rough corner points is
to enclose the inlayer contour with a rectangle within minimum area. Because instruments
incline with some angles, the intersections of potential contours and the enclosed
rectangle within minimum area are corner points of potential markers, shown in Fig. 4-11.

Due to illumination variance, the detected contours usually jitter, as the result, the
detected rough corner points also jitter and not so precise. But they can be still used for

some applications which only need rough corner points.

Fig. 4-11 Contour image (left). The contour are enclosed by a rectangle, and the

intersections of the contour and the rectangle are corner points.
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4.4.4 Marker ldentification

The purpose of marker identification is to identify the detected marker name (marker

id). Amarker set has multiple layers, and each layer has multiple same markers. In marker

detection process, multiple markers are detected. Marker name of each detected marker

has to be identified correctly. Marker id is one of necessary information for transformation

matrix calculation.

Markers in different layers has different color combinations. In Fig. 4-12, from left

to right, color of star region of markers in the first layer and which of markers in the

second layer are the same. Color of star region of markers in the third layer and which of

markers in the fourth layer are the same. On the other hand, color of triangle region of

markers in the first layer and which of markers in the third layer are the same. Color of

triangle region of markers in the second layer is the same with which of markers in the

fourth layer. There are three different color information for each detected maker.
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Fig. 4-12 Illustration of a marker set affixed to instrument. Markers in different
layers has different color combinations, which is the same when markers are in the

same layer.

After marker set is detected using contour detection, inlayer contours within area
larger than a threshold are supposed as markers. Center of a marker is derived by
averaging the coordinates of four corner points of the marker. Star color of a marker is
decided by color of center of the marker. The next thing is to search possible colors of
triangle region in ROI of the detected marker. A color of triangle region of a marker is
decided when meeting two conditions: there are two regions within specific color existing
and their areas are both larger than a threshold.

To here, each independent marker has information of three colors, including which
of background region, star region and triangle region. This is enough for system to
identify markers, providing each marker for a marker number defined off-line.

4.4.5 Direction Determination

Each marker of marker set has four possible direction. It’s necessary to determine
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marker direction. In this work, methods to determine marker direction have two: position

relative to background region and direction rectangle.

Position Relative to Background Region

Enclose the detected background region of marker set with a minimum area

rectangle, which is defined as background rectangle, shown in Fig. 4-13. The difference

between longest side and shortest side of a background rectangle is obviously large. The

major axis of background rectangle is derived using the four vertexes of background

rectangle. Marker direction should be parallel with the major axis, so the possible marker

directions of each marker can be reduced into two. Divide the major axis into two parts

and calculate centers of mass of them. Take average of four coordinates of corner points

of detected marker simply as center of mass of it. And then the center of mass is compared

with two center of mass of divided major axis to know the marker is closer to which side

of major axis. Because the marker id is known and which side the marker is closer to is

known, the marker direction is derived. The prerequisite is the distances between each

two marker layers should be designed large enough.
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Fig. 4-13 RGB image of marker set (left). Blue contours of marker set (right). Red

rectangle is the background rectangle of marker set. Green line is the major axis.

Direction Rectangle

The other method to determine marker direction is specified here. The hollow
rectangles in the right of marker set shown in Fig. 4-14 are direction rectangles. There are
two corner points closer to the direction rectangle for each independent marker, which is
used to determine marker direction. First, calculate center of mass (C.M.) of direction
rectangle and then project it to the major axis of marker set, called p”® . Project four
corner points of each marker to major axis of marker set, called p”, i=0,1,2,3.
Calculate the length differences between p”® and each p™, called d., i=0,12,3.
The marker direction is determined by taking the largest and the second largest, because

only one case exists.
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Fig. 4-14 The hollow rectangles in the right of marker set are direction rectangles,

which are used to determine marker direction.

These two method both can be used to determine marker direction, which means

redundant. The reason why adopting the two methods is to avoid occlusions. When parts

of marker set are occluded, the first method may determine an incorrect marker direction

because of incomplete background rectangle. In the case, the second method is preferable.

On the other hand, when direction rectangles are occluded, of course the second method

cannot be used to determine a correct marker direction. The first method is adaptable in

this case. Certainly, the two methods can both be used to determine correct marker

direction if there are no occlusions.

4.4.6 Precise Corner Detection

Corner points are detected initially by rough corner detection. However, due to

jittering of contour caused by illumination variance, corner points detected by rough

corner detection are also jittering. This phenomenon increases errors of transformation
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matrix. So it’s necessary to refine the corner detection.

The idea of precise corner detection is intersecting straight lines to derive precise

corner points, shown in Fig. 4-16. Lines parallel to instrument are observed as straight

lines in image from every view angles, which can be used. Another lines used to derive

intersections are straight lines fitted by contours between inner corners and outer corners.

Because corner points and marker direction are already derived in early stages,

contours between which two corner points are parallel to instrument are known. The

convex corner points detected in early stage are defined as outer corners, and the concave

corners are defined as inner corners, shown in Fig. 4-15. The line parallel to instrument

inimage L, is fitted by least squares regression using contour between two outer corners.

To reduce possibility of missing determination, the contour used to fit a line is pruned by

reducing several points on two sides of it.

Fig. 4-15 Red points represent outer corner points of the contour. Green points

represent inner corner points of the contour.
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The prerequisite to derive another fitted line is inner corner points of the contour.
Shown in lower left of Fig. 4-16, connect two outer corner points to build a line L, and
calculate distances d, between L, and every point of contours between the two outer
corner points. The largest d, means that the i, point is the inner corner points. And,
prune the contour between inner corner point and outer corner points by several points.
The derived line L, is fitted by least squares regression using this pruned contour.

The points intersected by lines parallel to instrument L, and lines between inner
corner points as well as outer corner points L, are new precise corner points. All the
procedures are shown in Fig. 4-16. Different from rough corner detection, corner points
detected using this method includes float information, which enhances precision. On the
other hand, corner points detected using rough corner detection may be closer to center
of marker than real position because of color mixture, but corner points detected by this

method are not.

58



Fig. 4-16 ROI of a detected marker (upper left). Main idea of precise corner detection

IS intersecting segment of contour and segment parallel with instrument as a new
precise corner point (upper middle). Contour image of the detected marker, and red
points are rough corner points (upper right). Green point is an inner corner point (lower
left). Blue point is a precise corner point (lower middle). Four precise corner points

are derived (lower right).

4.5  Multi-layer Marker Set

From discussions above, markers in a marker set can be detected and be used to
calculate transformation matrix. A transformation matrix can be derived using only a

detected marker. The purpose of using multi-layer marker set has two: view-invariant and
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enhancing precision.
4.5.1 Achieving View-invariant

Ideally, when an image capture device observes a cylinder, there is 180 degrees of
cylinder visible. However, parts far form middle region of cylinder cannot be observed
completely, may losing some information or compressed. The angle of cylinder in which
pattern is located can be observed without losing information is defined as visible angle
(6,), shown in Fig. 4-17. It’s necessary that at least a marker is located in visible angle,
so the tracking can work. Nevertheless, a marker located in visible angle originally may

locate out of visible angle after the instrument is moved or rotated, which makes tracking

can’t work normally. That is view-invariant problem.

Fig. 4-17 Marker located in visible angle ( 6,) can be observed with complete

information (left). Marker located out of visible angle is observed missing some

information (right).
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To ensure that at least one marker can be observed from any view angle, a multi-

layer marker set is adopted. There are two solutions for view-invariant problem. The first

is shrinking marker size of each marker so that number of markers on each layer can

increase, shown in Fig. 4-18. Hence the possibility that at least one marker can be

observed increases. However, the smaller the marker size is, the worse the tracking

accuracy is.

Fig. 4-18 Five markers a layer (left). To solve view-invariant problem, one method is

adding number of markers on each layer (right).

The second solution is increasing number of marker layers, shown in Fig. 4-19. With

increase of marker layers, displacement shift between marker layers is reduced. In one

layer case, if a marker is located in visible angle, which means another marker is located

in visible angle when the instrument is rotated with angle of a marker on cylinder. In two

layer case, displacement shift between two layers is half length of marker side. That

means if a marker is located in visible angle, marker on another layer is located in visible
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angle when the instrument is rotated with angle of half marker on instrument. And, in

third layer case, displacement shift between two layers is 1/3 length of marker side. That

means if a marker is located in visible angle, marker on another layer is located in visible

angle when the instrument is rotated with angle of 1/3 marker on instrument. In summary,

with increase of marker layers, the possibility that at least one marker is located in visible

angle increase. However, large number of marker layers may lead to difficulty of marker

identification.

Fig. 4-19 Original marker set design (left). Another method to solve view-invariant

problem is adding number of marker layers (right).

Both methods introduced above has problems respectively. Consequently, when

designing a marker set, the two method should be traded off. In our design, a practicable

version is shown in Fig. 4-20. Markers on layer 1 and markers on layer 2 has a

displacement shift of half-length of marker side. Once markers on layer 1 can’t be

observed, not located in visible angle, markers on layer 2 can be observed. Thus the
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tracking work can achieve normally. The same reason is used for displacement shift

between layer 3 and layer 4.

Layer 1 Layer 2 Layer 3 Layer 4

Fig. 4-20 A marker set consists of background region, multi-layer markers and

direction rectangles.

4.5.2 Enhancing Tracking Precision

The ARToolkit library has an algorithm to calculate transformation matrix using
multiple markers whose relative relations in marker coordinate are known [1, 27]. The
main idea is to minimize amount of errors between the actual feature positions in the
camera screen coordinate system and the estimated positions which transformed by
positions in marker coordinate system.

When multiple markers are used to calculate transformation matrix, the initial

transformation matrix is calculated by the marker within maximum area using the method
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discussed in section 3.3. And, the optimization is performed. Positions in marker
coordinate system can be transformed to positions in camera coordinate system using the
transformation matrix obtained. The quality of transformation matrix is evaluated by the
sum of difference between the actual feature positions of visible markers in the image
(detected) and the estimated positions of visible markers (transformed), shown in (4.1).
e= Zn:(xf”ee”'“‘ — xereensest )2 o ((ypereemact — yereenes )2 , i is vertex number  (4.1)
i=0

The transformation from marker coordinates to camera coordinates is shown in (4.2)

[1], where C(-) means cosine function and S(-) means sine function. The
transformation matrix has six independent variables containing rotation component «
B v and translation component WW W, . In optimization procedure, the variables of
rotation component are adjusted with small variances. The variables of translation
component can be calculated using the adjusted rotation variables and several coordinates
of detected markers by the transformation function in (4.2). And then the error of distance

difference in (4.1) is calculated.
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Z, i Vy Vg Ve W1 Z,
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After testing all the cases of adjusted transformation matrix, the case with minimum

error is preserved as the optimized outcome. This optimization method is also used when

only one marker is observed. However, the optimization results are more precise when

multiple markers are used because there are more points can be used to minimize the error

index.

Even though the transformation matrix can be calculated precisely when multiple

markers are used, the used markers should be filtered. This procedure is called confident

marker decision. Fig. 4-21 shows the procedure after marker detection. In our case,

markers in the same layer have no different marker id. Hence, only one marker of them

can be used in a frame. Markers in nearby layers, like markers in layer 1 and markers in

layer 2, can’t be also used in a frame because there are not only one possible relations

between them, which would give rise to mistakes of transformation matrix calculation.

Markers in different layers can be used only when they are in correspondent layers like

layer 1 and layer 3 or layer 2 and layer 4 because they can meet one relation in marker

coordinate system.

If there are multiple markers observed, the criterions to filter confident markers has

two. First, markers in correspondent layers has high priority because they can be used to

calculate transformation matrix more precisely. When multiple combinations, whose

markers are all in respondent layers, are visible, the second criterion is to select markers
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which the distances between markers and the major axis of background region are smaller.

The reason is that markers closer to major axis of major axis contain more pixels, which

can enhance the detection precision.

____________________ Marker detection

Color segmentation

: Check other
Contour detection colors
Dose inner No
contours exist?
Yes

Marker identification
!

Rough corner
detection
1

Direction
determination
¥

Precise corner
detection

Have all possibilities
detected?

confident marker
decision

Transformation matrix
calculation

Fig. 4-21 The procedure after marker detection is to decided confident markers for

transformation matrix calculation.

In left of Fig. 4-22, multiple markers are visible in the meanwhile. Based on the two

criterions discussed above, markers in correspondent layers have high priority. And then

distances between markers and major axis of background region, green line in the right
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of figure, are calculated. Markers with minimum distances are chosen as the confident
markers. The markers whose corner points are marked green in left of the figure are the
confident markers of this case.

I ‘4 ‘l‘-———V'— ‘ .

Fig. 4-22 The markers whose corner points are marked green are filtered as the
confident markers used to calculate transformation matrix. The criterions to filter

confident markers are distances between markers and major axis of background region.
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Chapter 5 Experimental Results

The experimental results of the proposed system is presented in this chapter. Because
the system is a tracking system with localization function, an experiment to verify the
absolute accuracy is needed. A world coordinate is used as reference coordinate. All the
estimated positions in camera coordinate system are transformed to world coordinate
system. The errors are defined as distances between transformed estimated positions and
the correspondent reference positions in world coordinate system. Hence, a calibration
between camera coordinate system and world coordinate system is necessary, which is
presented in section 5.1. And the absolute accuracy experiment is presented in section 5.2.
The specification of software and hardware used in the experiment is shown in Table 5-1.

Table 5-1 Hardware and software specification

Item Specification

CPU: Inter® Xeon® CPUE3-1230 V2 @ 3.30GHz
Personal
Computer RAM: 8.00GB

OS: Window 7 Enterprise 32-bit SP1

Logitech C920

Camera Frame Rate: 30 fps

Image Resolution: 1280*720

Development
Environment

Microsoft Visual Studio 2010
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5.1 Coordinate System Calibration

The coordinate systems used in the experiment has three: marker coordinate system,
camera coordinate system and world coordinate system. A position in marker coordinate
system can be transformed into position in camera coordinate system using the
transformation matrix from marker coordinate system to camera coordinate system T~
calculated by tracking system. To compared with which in world coordinate system, a
transformation matrix from camera coordinate system to world coordinate system is
needed, so that every estimated point in camera coordinate system can be transformed
into position in world coordinate system. To calculate transformation matrix from camera
coordinate system to world coordinate system is the main purpose of coordinate system
calibration.

5.1.1 Experiment Setup of Coordinate System Calibration

A manufactured panel is used as the world coordinate system, shown in Fig. 5-1.
There are many holes with 2 mm diameter on the module. The distances between centers
of each two nearby holes is 10 mm. Since the panel is manufactured by mechanical factory,
the accuracy of the module is promised less than 0.1 mm, which is accurate enough for
being a reference. A fixed point on the lower left of the panel is chose as the origin of
world coordinate system. The x-axis is chose parallel with ground. The y-axis is chose

vertical to ground. The z-axis is vertical to the panel. Hence, position of each hole in
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world coordinate system can be estimated by the relation between each hole and the hole

regarded as origin of world coordinate system.

Fig. 5-1 A manufactured module is used as the world coordinate system.

Fig. 5-2 A square marker is attached on a specific position of the panel. When

camera catches image with the marker, the position of the marker in camera

coordinate can be estimated.

The calibration setup is shown in Fig. 5-2. A square marker is attached on a specific
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position of the panel. Center of the marker is aligned with a specific hole on the panel.
Hence, position of center of the marker in world coordinate is known, defined as q".
When the square marker occurs on the image captured by the camera, the position of
center of the marker in camera coordinate system, defined as g°, can be estimated using
tracking system of ARToolkit. The transformation between camera coordinates and world

coordinates is shown in (5.1), where T represents the transformation matrix.

q"=T.q° (5.1)
XW r-11 r-12 If-13 tl Xc
Yu _ i T T LY. (5.2)
Z, e T T G| Z

=
o
o
o
=
=

Because the transformation from camera coordinates to world coordinates contains

rotation component and translation component, (5.1) is equal to (5.2), where each r;
represents parameter of rotation component, and each t represents parameter of
translation component. Since there are 12 parameters in the transformation matrix, the
transformation matrix can be calculated by at least 4 sets of known points in the two
coordinate systems respectively using (5.3) and (5.4), where superscript T means
transpose.
T =q"inv(q°), if inv(q°) exists. (5.3)
inv(q°) :(qc)T inv(qC (q°)T ) if g° (q°)T is nonsingular. (5.4)

After the transformation matrix is calculated, the quality of the transformation matrix
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is verified by the error index shown in (5.5), which is distance between each reference

position in world coordinate system and the transformed position in world coordinate

system from estimated position in camera coordinate system.

(5.5)

error =|d,eq = G rans

5.1.2 Experimental Results of Coordinate System Calibration
To enhance the calibration precision, in this calibration procedure, 26 set of points
was used to calculate the transformation matrix from camera coordinates to world
coordinates. Table 5-2 shows the experiment results, where xw_ref, yw_ref, zw_ref mean
the position of marker center in world coordinate system derived by the holes on the panel
directly, and xw_est, yw_est, zw_est mean the position in world coordinate system
transformed from estimated position of marker center in camera coordinate system. The
mean error of coordinate calibration is 0.6 mm, and the standard deviation is 0.1 mm. The
calculated transformation matrix was used for the accuracy experiment presented in

section 5.2.
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Table 5-2 Error of coordinate calibration

Coordinate calibration (unit: mm)
xw_ref yw_ref zw_ref XW_est yw_est Zw_est error
180.0 110.0 0.0 179.9 109.5 -0.1 0.5
120.0 80.0 0.0 120.2 79.8 -0.6 0.7
150.0 80.0 0.0 150.1 80.0 -0.5 0.5
180.0 110.0 10.0 180.1 109.9 10.4 0.5
120.0 80.0 10.0 120.2 80.3 9.6 0.6
150.0 80.0 10.0 150.2 80.4 9.8 0.5
90.0 80.0 10.0 89.8 79.6 10.2 0.5
130.0 110.0 10.0 129.9 110.1 9.6 0.4
170.0 80.0 10.0 169.7 79.7 10.2 0.5
90.0 80.0 0.0 89.8 79.8 0.9 0.9
130.0 110.0 0.0 130.0 110.5 0.1 0.5
170.0 80.0 0.0 169.8 80.3 0.4 0.6
avg error 0.6
std 0.1

5.2  Accuracy Experiment

Because the transformation matrix from camera coordinates to world coordinates is
calculated in the calibration procedure, every estimated position in camera coordinate
system can be transformed into estimated position in world coordinate system.

5.2.1 Experiment Setup of Accuracy Experiment

The experiment setup is shown in Fig. 5-3. In the experiment setup, the instrument
tip should be fixed to the hole on the panel, so that the reference position of instrument
tip in world coordinate system can be derived by relationship between the hole and the

panel. The camera is settled on a specific position and adjusted an appropriate pose. In
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the experiment procedure, the camera remains fixed position to ensure the transformation

matrix from camera coordinates to world coordinate doesn’t change.

Fig. 5-3 The experiment setup of accuracy experiment.

The manufactured panel and the camera used in this experiment are the same with
which introduced in section 5.1. A manufactured acrylic block is used to fix the
instrument with marker module rigidly to the panel, shown in Fig. 5-4. One end of a bolt
is penetrated into the center of instrument, and the other end of the bolt is penetrated into
a hole of the panel, which can assure that the position of instrument tip is regarded as the
position of the penetrated hole. Another two bolts are used to fix the acrylic block to the
panel by penetrating another two holes. The main use the acrylic block is to reduce the

deformation of instrument due to the torque applied to the instrument tip.
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Fig. 5-4 Amanufactured acrylic block with bolts is used to fixed the instrument with

marker module rigidly to the panel.

The cylindrical marker set on the marker module can be detected by the tracking
system, and the position of marker set in camera coordinate system can be estimated,
shown in Fig. 5-5. Because the relative positions between marker set and instrument tip
is known, the position of instrument tip q,, can be estimated using transformation
matrix calculated using the marker set. And then the estimated position of instrument tip
in world coordinate system q, can be derived using the transformation matrix from
camera coordinates to world coordinates, shown in (5.6).

Cest = T Olg (5.6)

The accuracy error is defined as distance between the reference position of

instrument tip qy, in world coordinate system and the estimated position of instrument
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tip q., inworld coordinate system, shown in (5.7).

error =

| (5.7)

w w
Ui —Oest

Fig. 5-5 When marker set is detected, the position of instrument tip in camera

coordinate system can be estimated.

5.2.2 Experimental Results of Accuracy Experiment

The accuracy of tracking system using cylindrical marker is verified in observation
distance from 75 to 150 mm, which is similar with observation distance in minimally
invasive surgery. The experiment results is shown in Table 5-3. The mean error of this

experiment is 2.7 mm. The standard deviation is 1.0 mm.
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Table 5-3 Mean error of accuracy experiment in different observation distance

Distance(mm)| 75-80 80-85 85-90 90-95 95-100 | 100-105 | 105-110 | 110-115
Error(mm) 2.0 1.8 2.3 2.2 2.2 2.2 2 1.8
Distance(mm)| 115-120 | 120-125 | 125-130 | 130-135 | 135-140 | 140-145 | 145-150
Error(mm) 2.6 1.9 2.7 3.1 3.2 3.6 6.0
7.0
6.0
6.0
5.0
ES'O 20 g 23 22 22 22 5,
2.0 :
1.0
0.0
Q& Q \p) L & Q ) N \e) Q \e) Q \e) Q
S S G S %%»Q\’QQ,@@%»\’&Q&Q 5 ¥ &x”’@g@@&\ VQ\P‘&,@
Distance(mm)
Fig. 5-6 Error of accuracy experiment in different observation distance.
5.3 Discussions

The experiment data shows that the mean errors raise increasingly with the increase

of observation distance. The reason is that with the increase of observation distance, the

area which each pixel represents reduced progressively. In observation distance of 75 mm,

side length of a pixel represents 0.08 mm. In observation distance of 140 mm, side length

of a pixel represents 0.14 mm. In other words, the marker can be observed more clearly

77




in shorter observation distance. The data shows that the accuracy of tracking system can
tracks targets in observation distance from 7.5 mm to 140 mm is enough for use in
minimally invasive surgery, which is less than the maximal safe distance: 20 mm in
minimally invasive surgery.

54 Comparison

There is the comparison of tracking technologies. Four benchmarks are chose for
comparison [3, 7, 12, 25]. Extracorporeal tracking contains robot kinematics and optical
tracking. Intracorporeal tracking contains electromagnetic tracking and optical tracking.
The comparison is shown in Table 5-4.

Compared with other tracking technologies, the tracking accuracy of the proposed
approach is similar to which of other tracking technologies. The proposed approach
preserves advantages of intracorporeal optical tracking, including no ferromagnetic
interference, shorter observation distance and simpler coordinate system for coordinate
transformation. Moreover, intracorporeal optical tracking using square marker may lead

to damages to tissues in surgery, but our proposed approach do not.
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Table 5-4 Comparison of tracking technologies

Sensor placement

Extracorporeal tracking

Intracorporeal tracking

) i ) ) Electromagnetic|Optical tracking
Robot kinematics | Optical tracking )
tracking (square marker) Proposed
Approach 2005 2008
) 2011 2013 approach
J. Leven [12] | M. Feuerstein [3]
C.T.Yeo[25] | M.C.Ke[7]
Mean error 2.2 mm 2.6 mm 2.3 mm 1.1 mm 2.7 mm
Ferromagnetic
) No No Yes No No
interference
Visibility problem No Yes No Yes Yes
Operation
) Yes Yes No No No
interference
Damages to
. No No No Yes No
tissues
- Tens of
Cost (USD) Millions Tens of thousands Hundreds Hundreds
thousands
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Chapter 6 Conclusions and Future Work

An intracorporeal optical tracking system using cylindrical marker for minimally
invasive surgery is proposed in this thesis. It can be used to track instruments to which
cylindrical markers are affixed. Based on original intracorporeal optical tracking system,
the shape of marker is improved from square to cylinder. Moreover, a specific marker
detection algorithm used to detect cylindrical marker and extract features from cylindrical
marker is proposed. In the accuracy experiment, the absolute mean error compared with
world coordinate system is 2.7 mm in observation distance from 75 mm to 150 mm.

In this thesis, the coordinate system used in tracking system is camera coordinate
system, which is endoscope in minimally invasive surgery. In the future work, a
mechanism to understand the motion of endoscope is needed. Because the endoscope
moves frequently in surgery, the transformation between endoscope coordinate and world
coordinate changes with the motion of endoscope. With the mechanism, the endoscope
coordinate system can be calibrated with other coordinate system so as to achieve other

applications which need coordinate transformation with endoscope system.
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