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中文 要

在現今的電腦系統中，動態隨機存取記憶體 (DRAM)常被用作主

記憶體，但其效能已漸漸跟不上處理器，此一問題在多核系統中將因

多個處理核心同時存取記憶體而日益嚴重。為了要滿足多核系統的

需求，記憶體容量與頻寬都需隨之增加。現今的研究亦發現記憶體的

功耗與溫度也越來越高，因此在多核系統中，記憶體系統設計的挑戰

是在降低其功耗的同時，滿足效能與工作溫度的限制。由於背景功

耗 (background power)佔記憶體功耗的一半以上，在此論文中，我將

專注於減少記憶體的背景功耗，並避免降低效能且同時滿足工作溫度

的限制。記憶體背景功耗由週邊電路漏電流 (peripheral leakage)及刷

新功耗 (refresh power)組成。為減少週邊電路漏電流，我提出效能/功

耗/溫度共同管理架構 (joint Performance, Power and Thermal management

framework，PPT framework)，透過工作排程與分頁配置，在不同的系

統頻寬需求下，滿足效能與工作溫度的限制並降低記憶體功耗。為

減少刷新功耗，我提出刷新節能選擇性錯誤更正架構 (Selective Error

Correction for Refresh Energy reducTion framework, SECRET framework)，

透過延長刷新間隔 (refresh interval)來減少刷新功耗，並將延長刷新間

隔時產生的記憶錯誤 (retention error)視為硬體錯誤 (hard error)，只為這

些少數會發生錯誤的記憶體單元配置錯誤更正資訊，以減少錯誤更正

機制的額外成本。由於上述兩個架構的設計並無衝突，且用完全獨立

的方式減少不同種類的功耗，因此兩者可以同時使用，以進一步達到

節能省電的效果。

-動態隨機存取記憶體、功率、溫度、週邊電路、刷新
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Abstract

DRAMs are used as the main memory in most computing systems today.

However, memory system performance has been historically lagged behind

CPU performance, and this problem exacerbates in a multi-core system since

memory resources are shared by multiple cores on a chip. To sustain concur-

rent memory requests from multiple cores, the speed, bandwidth, and capac-

ity of DRAMmemories continue to increase. Studies show that DRAMs now

consume a significant part of the overall system power, and the temperature

of DRAMs is also approaching its limit. Therefore, the challenge that we are

facing today from DRAM memory management is how to achieve desired

DRAM power reduction, and meet the performance and thermal constraints

at the same time. Since the background power of DRAMs usually consumes

more than 50% of the total DRAM power, I focus on reducing DRAM back-

ground power with negligible performance overhead, andmeeting the DRAM

thermal constraint in this dissertation.

The background power of DRAMs is composed of power consumption

of peripheral leakage which depends on DRAM power states and refresh

power. To reduce the DRAM peripheral leakage, I propose a joint perfor-

mance, power and thermal management framework (PPT) through orchestrat-

ing task execution and page allocation to exploit DRAM low-power modes

efficiently. The PPT framework adapts to system loading to maximize pe-

ripheral leakage power savings and avoidmemory thermal hotspot at the same

time whiling sustaining the system bandwidth demand. For refresh power re-

duction, I propose SECRET (Selective Error Correction for Refresh Energy

reducTion) that is designed to reduce the inevitable refresh processes by pro-

longing the refresh interval and correcting the retention errors by ECC (Error

Correcting Code). The key observation I make is that retention errors can be
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treated as hard errors rather than soft errors, and only few DRAM cells have
large leakage to cause retention errors. Therefore, instead of equipping error
correction capability in all memory cells as existing ECC schemes, I only al-
locate error correction information to leaky cells under a refresh interval to
minimize the overheads of ECC.

The architectural supports for these two techniques do not conflict, so
they can be used at the same time. Since both techniques incur negligible per-
formance degradation, adopting them together would only hurt performance
slightly as well. The effectiveness for power reduction and thermal control
of these two techniques used simultaneously is as good as that of these two
techniques used separately, because they reduce different parts of the DRAM
background power and there is no interference between these two methods.
So, utilizing the PPT and SECRET frameworks can reduce both the periph-
eral leakage power and refresh power of DRAM systems and alleviate the op-
erating temperature with negligible overheads in performance and hardware
modifications.

keywords - DRAM, Power, Thermal, Peripheral Leakage, Refresh
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Chapter 1

Introduction

Optimizing power consumption has become a critical design issue not just for battery-

operated mobile devices, but also for high end systems due to the reliability issue and

cooling/packaging cost. To achieve an energy-efficient design, all system components

need to be considered. DRAMs are used as the main memory in most computing systems

today. Studies show that DRAMs consume over 30% system power in handheld comput-

ers [2], up to 40% system power in commercial servers [3], and about 20% system power in

mobile phones [4, 5]. The memory system is obviously one of the main contributors to the

overall system power consumption. Recently, multi-core processors are widely adopted

from smart phones to servers. To sustain the increasing bandwidth demand in multi-core

systems, the capacity and speed of DRAM memories are also expected to grow signifi-

cantly. This will lead to increasing power consumption in the memory system. Therefore,

it is ever increasingly important to design a power-aware memory system.

The DRAMpower consumption falls into three different components: background

power, activation power and read/write burst power. A previous study shows that the

background power usually consumes more than 50% of the total DRAM power [6]. So, I

focus on reducing the background power of DRAMs in this dissertation. The background

power includes peripheral leakage power and refresh power which are both consumed due

to leakage currents in DRAMs. The peripheral leakage power comes from the leakage

power of DRAM peripheral circuits that include row/column decoders, sense amplifiers,

row buffers, etc. When the peripheral circuits are turned on, the peripheral leakage power

is a main contributor of the DRAM power consumption, but the peripheral leakage power

can be reduced by turning the peripheral circuits off. The refresh power is generated by

refresh operations that are required to recharge the capacitors in DRAMs to avoid data loss
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due to leakage currents of DRAM cells. A recent study shows that the refresh power may
become the dominant component of DRAMpowerwhenDRAMs scale in density, because
other components of DRAM power increase slowly with the DRAM density scaling, but
the refresh power increases linearly [7]. Therefore, to design a power-aware DRAM sys-
tem, I focus on reducing the peripheral leakage power and refresh power. Now, I introduce
the proposed techniques.

For reducing theDRAMperipheral leakage power, I propose amanagement frame-
work that takes performance, power and thermal all into accounts. The most common ap-
proach to reduce the DRAM peripheral leakage power is to utilize the inactive low-power
modes that turn some components of peripheral circuits off when the DRAMmodules are
idle. Since the DRAMmodules can not serve memory requests in the inactive low-power
modes, to improve the efficiency of the inactive low-power modes, there are two kinds of
mechanisms proposed to prolong the idle periods of DRAM modules. The power-aware
data allocations [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25] clus-
ter data accesses in a small number of memory modules and put the remainings into a
low-power mode to reduce peripheral leakage. Although popularity data layout is good
for power, it is not able to expose memory parallelism thereby impairing memory sys-
tem performance. On the other hand, the mechanisms of memory request alignment
[26, 27, 28, 29, 30, 31, 23] cluster memory requests in a burst to prolong the idle peri-
ods of DRAM modules. In the long idle periods, the inactive low-power modes can be
used efficiently, but memory request alignment may incur performance degradation due
to delaying the requests. In contrast to power reduction, to improve the performance of
DRAM systems, some purely performance-driven memory systems use data striping to
explore maximum parallelism among memory accesses to gain performance [32, 33, 34,
35, 36, 37, 38, 39, 40]. However, activating all memory modules at the same time re-
duces the opportunities of utilizing inactive low-power modes, so data striping usually
gains performance at the expense of high power consumption. Besides the tradeoff be-
tween performance and power, due to the high power consumption of the memory system,
memory thermal management is becoming a critical issue recently [41, 42]. To protect the
memory system from thermal emergency, several dynamic thermal management (DTM)
techniques have been proposed [42, 43, 44, 45, 46, 47, 48, 49, 25]. Although reducing
peripheral leakage power by aforementioned low-power techniques in general can lower

2



average temperature, it may cause adverse effect on peak temperature since clustering
memory requests in few modules in a burst causing high power density and rapid temper-
ature rise in active modules. This may consequently incur more frequent DTM invocation
with performance degradation. The thermal drawback of clustering memory requests to
reduce peripheral leakage is discussed in detail in Section 2.1.1.4. Because there are com-
plex interactions between performance, power and thermal factors, these three factors all
need to be taken into account in designing a power-aware memory subsystem for reduc-
ing peripheral leakage. However, most of previous works look at one or two factors only.
Due to the interplay among performance, power and thermal, a technique optimized for
one factor only often causes uncontrollable degradation at other design metrics. To tackle
this issue, in this dissertation, I propose the first joint performance, power and thermal
(PPT) management framework for DRAM memory in multi-core systems. The details of
the PPT framework are described in Chapter 4.

For DRAM refresh power reduction, I propose a novel error correction framework
for retention errors in DRAMs. Due to process variation, memory cells exhibit reten-
tion time variations. However, current DRAMs use a single worst-case refresh period.
Since prolonging refresh intervals introduces retention errors, previous works adopt con-
ventional ECC (Error Correcting Code) to correct retention errors. These approaches in-
troduce significant area and energy overheads. For example, in a conventional (72, 64)
Hamming code, eight DRAM chips are paired with an extra chip, which requires 12.5%
area overhead and additional power consumption. In this dissertation, I propose a novel
error correction framework for retention errors in DRAMs, called SECRET (Selective
Error Correction for Refresh Energy reducTion). The key observation I make is that re-
tention errors can be treated as hard errors rather than soft errors, and only few DRAM
cells have large leakage. Therefore, instead of equipping error correction capability in
all memory cells as existing ECC schemes, I only allocate error correction information
to leaky cells under a refresh interval. My SECRET framework contains two parts, an
off-line phase to identify memory cells with retention errors given a target error rate, and
a low-overhead error correction mechanism. The experimental results show that the pro-
posed SECRET framework can reduce significant DRAM refresh power with negligible
area and performance overheads. The details of the SECRET framework are described in
Chapter 5.

3



The rest of this dissertation is organized as follows. The discussion of the related
works is presented in Chapter 2. Chapter 3 shows the basics of DDRx-SDRAM. Chapter 4
explains the proposed joint performance, power, thermal management (PPT) that reduces
DRAM peripheral leakage with thermal control. Chapter 5 shows the proposed SECRET
framework that reduces DRAM refresh power. Conclusions are given in Chapter 6.
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Chapter 2

Related Work

In this chapter, I first introduce the related works about reducing DRAM background
power. The studies that focus on reducing peripheral leakage power of DRAMs are dis-
cussed in Section 2.1, and the mechanisms which reduce refresh power are mentioned in
Section 2.2. Then, the dynamic thermal management policies for DRAMs are presented
in Section 2.3. Since the design issues for building a reliable SRAM cache under low
supply voltage are similar to that for reducing DRAM refresh power, I also introduce the
studies that develop reliable low-voltage operations for SRAM caches in Section 2.4. In
the end, I show some works that present some techniques similar to the PPT framework
in Section 2.5.

2.1 Peripheral Leakage Reduction

Traditionally, architects usually use inactive low-power modes of DRAMmodules
to reduce the peripheral leakage. However, DRAMmodules can not serve requests in these
low-power modes. So, to maximize the efficiency of the low-power modes and minimize
performance degradation due to the latency of re-activation for serving requests, it is quite
important to create long idle periods and select appropriate low-power modes for DRAM
modules in the idle periods. In this section, I introduce previous studies that prolong the
idle periods of DRAM modules in Section 2.1.1, and present the works that discuss how
to select the appropriate low-power mode in Section 2.1.2.

2.1.1 Idle Period Prolongation

The most promising approach to reduce the peripheral leakage power of DRAMs
is to utilize the low-power modes of DRAM modules. In the low-power modes, to re-
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duce the peripheral leakage power, some components of the DRAM peripheral circuits
are turned off. However, conventional DRAM low-power modes have several shortcom-
ings. First, the DRAM modules can not serve memory requests when they are in the low-
power modes. When there are read requests sent to the memory modules, the modules
must be transited back to the active mode to serve the requests. Therefore, most policies
only transit the DRAM modules into low-power modes when they are idle to minimize
the performance degradation due to high latency for bringing the DRAM modules back
to the active mode. Second, transiting the DRAM modules between the active mode and
the low-power modes may incur power overheads. So, frequent transitions between the
active mode and low-power modes due to short idle periods may cause adverse effect for
power reduction. To overcome these two limitations, many works focus on prolonging
the idle periods of memory modules to minimize performance and power overheads of
power state transitions and maximize the power savings from using low-power modes for
the memory subsystems.

2.1.1.1 Power-Aware Data Allocation

The policies of power-aware data allocation for prolonging the idle periods of
memory modules mainly focus on clustering the data with similar access patterns into
a subset of memory modules, and transiting the other memory modules into low-power
modes when these data are being accessed.

Delaluz et al. [9, 8, 11, 12] introduce a compiler-based optimization framework to
cluster the arrays that have similar patterns of lifetime into the same set of memory mod-
ules and transit these modules into low-power modes when the lifetime of these arrays
ends. Lebeck et al. [10] propose the sequential first-touch page allocation policy that is
implemented in the operating system. This policy allocates pages in the order they are
accessed and fills an entire DRAM module before moving onto the next. So, this policy
minimizes the number of DRAM modules utilized for applications, and places other un-
used DRAM modules in the low-power modes to reduce energy consumption. Athavale
et al. [13] use data layout transformations to change the storage order, improve spatial
locality of arrays and their cache behavior, and confine the memory requests to a partic-
ular DRAM module for a period of time. The data layout transformations can increase
the average inter-access times between two memory requests to the same DRAM module
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to provide an opportunity for transiting the DRAM module into low-power modes for a
longer time. Delaluz et al. [14] describe an automatic data migration strategy that tries
to increase the number of banks which can be transited into low-power modes and al-
low the use of more aggressive low-power modes by dynamically placing the arrays with
temporal affinity into the same set of DRAM banks. Delaluz et al. [15] then propose an
array interleaving mechanism which minimizes the number of DRAM modules that need
to be active at a given time to put other DRAM modules into low-power modes by clus-
tering the data elements of multiple arrays that are accessed simultaneously into a single
common data space. Tuck et al. [16] introduce a frequency-based dynamic page place-
ment policy which is implemented in the operating system. This policy tries to allocate
the most frequently accessed pages in the same DRAM modules to provide opportuni-
ties to transit other DRAM modules into low-power modes. Huang et al. [17] propose
another page allocation policy that minimizes the total number of active DRAM mod-
ules used per process. Then, the low-power mechanism activates the DRAM modules
used by a process when that process is scheduled, and leaves other DRAM modules in
the low-power modes to save energy. Wang et al. [18, 19] introduce a novel memory
access graph model to capture potential energy savings and potential performance im-
provement simultaneously by variable partitioning and memory operation scheduling in
the multi-bank memory system with multiple memory operating modes. Huang et al. [20]
perform page migration to allocate frequently-accessed pages on hot memory ranks, and
infrequently-used and unmapped pages on cold ranks to elongate the average inter-arrival
time of memory requests by almost 2 orders of magnitude on cold ranks, where the ultra-
low power self-refresh mode can be more utilized. Ozturk et al. [21] combine data mi-
gration and data compression to reduce memory power consumption. Data migration puts
the data blocks with similar access patterns/lifetimes into the same set of DRAMmodules
to increase the chances for utilizing low-power modes, and data compression squeezes the
data blocks and makes it possible to increase the number of inactive DRAMmodules that
can be transited into low-power modes. Ozturk et al. [22] then discuss the effectiveness
of employing nonuniform bank sizes for reducing memory energy consumption. They
propose an integer linear programming based approach that provides the optimal nonuni-
form bank sizes with data-to-bank mapping, and study a data migration scheme to further
improve power savings over nonuniform banking. Pandey et al. [23] cluster frequently
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accessed pages in a small subset of DRAM modules to exploit the skew of access pattern
in workloads. The data layout can increase the energy savings by temporally aligning
the memory requests directed towards the hot DRAM modules and reducing the memory
requests to cold DRAM modules that would stay in low-power modes for a long period
of time. Ozturk et al. [50] propose a novel data allocation strategy with data replication
for multi-bank memory systems. This strategy puts the data blocks with similar access
pattern in the same DRAM modules, and replicates the data blocks when necessary to
prevent re-activating idle DRAM modules that are in the low-power modes. Kumar et al.
[24] restrict the amount of DRAM modules that are available to applications to tradeoff
performance and power. Only the DRAM modules available to applications need to be
active, and other DRAM modules can be transited into low-power modes. Levy et al.
[51] propose a compiler-directed optimization that performs analysis and energy-aware
data allocation on dynamic variables instead of static global variables.

2.1.1.2 Temporal Alignment of Memory Requests

Because theDRAMmodules can not be accessedwhen they are in the non-operational
low-power modes and there are power overheads when transiting between the active mode
and the low-power modes, transiting the DRAM modules into a low-power mode makes
sense only when these DRAM modules can be idle and stay in the low-power mode long
enough to save energy that compensates the energy overheads of transiting the DRAM
modules into the low-power mode and reactivating the DRAM modules [52]. Instead of
altering the data placement to change the access patterns of memory requests spatially to
prolong the idle periods of a subset of DRAM modules, another approach is to batch the
memory requests into a burst, such that the short idle periods can be clustered into a long
idle period.

Pisharath et al. [53] introduce a new kind of on-chip memory module buffers,
called Energy-Saver Buffers (ESB), that reside in-between the L2 cache and DRAMmod-
ules of the main memory to hold the write requests when the corresponding DRAMmod-
ules are in low-power modes, and then flush the write requests to the DRAM modules in
burst when the modules are activated for serving read requests, to prolong the idle periods
of these DRAMmodules. Delaluz et al. [27] present a compiler-based optimization strat-
egy for array-dominated applications. This strategy modifies the execution order of loop
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iterations to prolong the idle period of DRAM modules. Wang et al. [18, 19] not only

exploit variable partitioning and memory request scheduling for power-aware data alloca-

tion, but also use the scheduling policy to achieve temporal alignment of memory requests

to capture potential energy savings. Ozturk et al. [31] present the bank-aware cache miss

clustering mechanism that is a compiler optimization for clustering cache misses and hits,

and increasing bank idleness. Pandey et al. [23] temporally align DMA-memory requests

from different I/O buses to the same DRAM module by delaying DMA-memory requests

directed to a low-powered DRAM module and gathering enough DMA-memory requests

that can fully utilize the active cycles of the DRAMmodule before activating this DRAM

module. Hur et al. [28] propose Power-Aware Adaptive History-Based (PA-AHB) sched-

uler that groups the memory commands sent to the same DRAM module in the memory

queue as close as possible to cluster the memory commands, and they also introduce an

adaptive memory throttling mechanism that blocks memory commands inside the mem-

ory controller for some fixed periods to allow DRAM modules to remain in low-power

modes for long periods of time. Amin et al. [26] introduce a cache replacement policy,

called Rank-Aware REplacement (RARE), that tries to avoid replacing the data blocks

which map to the prioritized DRAMmodules, so that prioritized DRAMmodules receive

less traffic and could be transited into deeper low-power modes for longer periods of time.

They also propose Rank-AwareWrite Buffer (RAWB) that buffers the write requires going

to a DRAMmodule and then issues these requests as a batch to prolong the idle time. Kant

[29] proposes to batch the memory requests by periodically making the DRAM modules

inactive directly, so that newly arriving requests queue up and the DRAM modules can

be put into low-power modes to improve energy efficiency. Kim et al. [30] implement a

DRAM power-aware rank scheduling policy that changes the behaviors of the last-level

cache and the memory controller. The last-level cache then prefers replacing dirty blocks

that map to active ranks, and avoid replacing dirty blocks that map to ranks in deep low-

power modes, so that the overheads of bringing the corresponding ranks back to the active

mode for serving the write requests can be minimized. The memory controller tries to

buffer write requests that map to ranks in low-power modes, and issues these requests in

a batch when the corresponding rank is transited to another power mode to minimize the

overheads of state transitions.
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2.1.1.3 Data Re-computation

Besides the aforementioned works, Koc et al. [54] introduce a new idea called

data re-computation that tries to avoid reactivating a low-powered DRAM module for

accessing the required data by performing extra computation to calculate the required data

according to the data in already active DRAM modules to improve energy efficiency.

2.1.1.4 Thermal Drawback of Request Clustering

The aforementioned methods try to cluster the memory requests issued to DRAM

modules in spatial or in temporal, so that the memory requests are served by a subset of

DRAM modules in a period of time in burst to prolong the idle periods of DRAM mod-

ules. However, during the burst of memory requests, the DRAMmodules that serve these

requests have high power density due to high dynamic power consumption, and raise their

own operating temperature. This may cause thermal emergency on active DRAMmodules

and dynamic thermal management would be required to prevent overheating. In this case,

the thermal issue and the following invocations of dynamic thermal management may

further degrade the performance of the memory system. But, these methods do not take

the adverse thermal effect into consideration. Therefore, these methods are not suitable

to modern high performance and high throughput memory systems that already approach

their thermal limitation without these memory request clustering policies, because the

performance degradation due to dynamic thermal management may hurt the system per-

formance too much. In contrast, the PPT framework in this dissertation not only focuses

on the tradeoff between performance and power, but also takes the thermal effect into con-

sideration to avoid DRAM overheating and performance degradation from invocations of

aggressive dynamic thermal management.

2.1.2 Power Mode Decision

In addition to how to prolong the idle periods of the DRAM modules, another

important issue of utilizing DRAM low-power modes to save energy is when we should

transit the idle DRAM modules into which low-power mode, and when we should reac-

tivate the low-powered DRAM modules back to the active mode. The timing to transit

idle DRAMmodules into low-power modes is critical. If we transit the idle DRAMmod-
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ules into low-power modes when there are only short idle periods, the power overheads
of power state transitions may compensate the energy savings from low-power modes,
and the low-power mechanisms fail to save energy. On the contrary, if we do not transit
the idle DRAM modules into low-power modes, then we may waste the opportunities to
save energy. The timing to activate low-powered DRAM modules is also critical. If the
DRAMmodules are not activated when the memory requests arrive, the memory requests
queue up and the system performance degrades due to long memory latency. On the con-
trary, if the DRAM modules are activated when they are still idle, the memory system
just spends unnecessary energy consumption. Therefore, the decision to perform power
state transitions for DRAM modules is quite important for the energy efficiency. Another
important decision is which low-power mode we should transit the idle DRAM modules
into. A deeper low-power mode that consumes less power usually has more power and
latency overheads of state transitions, and needs to stay in the low-power mode longer to
compensate the overheads. So transiting the idle DRAMmodules that have long idle peri-
ods into a shallow low-power mode does not maximize the energy savings, and transiting
the idle DRAM modules that have short idle periods into a deep low-power mode may
cause adverse effect on performance and power due to its high overheads. Therefore, we
should select the target low-power mode carefully. The followings are some works that
study these issues.

Delaluz et al. [9, 11, 12] propose several compilation techniques and hardware-
assisted approaches to perform power state transitions according to program behavior anal-
ysis and prediction of inter-access times of DRAM modules. Fan et al. [55] investigate
several memory controller policies that manipulate DRAM power states for cache-based
systems by developing an analytic model that approximates the idle time of DRAMmod-
ules. They find that the simple policy which immediately transits the DRAM modules
into low-power modes when they become idle is superior to more sophisticated policies
that make decision according to the prediction of the idle times of DRAM modules. De-
laluz et al. [56] modify the scheduler in the operating system to direct the power mode
transitions by keeping track of the accesses that map to different DRAM banks in a Bank
Usage Table for each process in the system. When a process is scheduled, the DRAM
banks that do not be accessed by the process are transited into low-power modes. Huang
et al. [17] propose a power-aware virtual memory that promotes the DRAM modules
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which have some pages mapped into the address space of a process to the active mode
when the process is executing, and demotes other DRAM modules to low-power modes
to save energy. This approach uses the context switch time to hide the latencies of re-
synchronization for minimizing performance degradation. Pisharath et al. [57] present
a hardware-based dynamic threshold scheme and a query-directed software scheme for
database systems. The hardware-based scheme decides the power states of DRAM mod-
ules according to the length of their idle periods, and makes the system adapt to the access
patterns of queries. The software-based scheme utilizes the information about the query
access patterns from query optimizer that generates the execution plan of queries to tran-
sit DRAM modules to desired power states proactively. Lyuh et al. [58, 59] propose a
compiler-directed integrated approach to maximally utilize the low-power modes of mul-
tiple DRAM modules by solving assignment of variables to DRAM modules, scheduling
of DRAM access operations and determinations of DRAM module power modes. Huang
et al. [60, 61] present a cooperative software-hardware power management that exploits
hardware-controlled power management approach to implement fine-grained and highly-
adaptive control mechanism, and uses OS-controlled approach to track system and process
state information to predict the memory access patterns that constantly change due to in-
terleaved execution of different processes. Li et al. [62] improve the commonly used
control algorithms that dynamically transit DRAM modules into low-power modes after
the modules are idle for a certain threshold period of time, by adjusting the thresholds pe-
riodically according to available slack and recent workload characteristics. The proposed
algorithm has a performance guarantee and is better than previous hand-tuned algorithms.
Zheng et al. [63] investigate the combinations of row-buffer management policies and
memory low-power modes for different workloads. For memory-intensive workloads,
the open-page policy is preferable, but the close-page policy using slow precharge power-
down mode provides a better tradeoff in terms of performance and power efficiency than
the open-page policy for memory-moderate and compute-intensive workloads. Bi et al.
[64] manipulate the power states of the DRAM modules that are dedicated to the buffer
cache for file I/O. The DRAM modules are transited into low-power modes when the I/
O operations are done, and re-activated when they are predicted to be accessed by the
on-going file I/O system calls before the actual data in the buffer cache are read from
the DRAM modules to hide the delay of re-synchronization. Zatt et al. [65] introduce a
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low-power architecture for the on-chip multi-banked video memory used by motion and
disparity estimation in multiview video coding. The architecture considers the knowl-
edge of motion and disparity estimation algorithm and the video properties to predict the
memory access patterns of each macroblock. Then, they propose a cost function that con-
siders the wake-up overheads to determine the appropriate low-power modes for the idle
DRAM modules. Shafique et al. [66] improve Zatt’s work by considering texture, mo-
tion and disparity properties of objects and their correlations in the 3D-neighborhood, and
propose a scheme that groups different macroblocks and predicts the highly-probable mo-
tion/disparity search direction to decide which DRAM module should be transited into
low-power modes. Mukundan et al. [67] design a self-optimizing scheduling policy that
can decide how to schedule DRAM actions including transiting DRAMmodules into low-
power modes and re-activating DRAM modules to achieve a desirable tradeoff between
performance and power efficiency. Chandrasekar et al. [68] propose memory power-
down strategies for real-time systems to reduce memory energy consumption and guaran-
tee real-time memory performance at the same time. They also present an algorithm that
can select the most energy-efficient low-power mode dynamically.

The PPT framework only manipulates the access patterns of the workloads to pro-
long the idle periods of DRAM modules and balance power density across DRAM mod-
ules to avoid overheating, so it basically can cooperate with every policy that decides
the power modes of DRAM modules. In this dissertation, the PPT framework utilizes
the open-page row-buffer management policy for DDRx-SDRAM and adopts the simple
policy that transits the idle DRAM modules into the low-power mode as deep as possible
when the DRAMmodules are idle immediately. However, the PPT framework is also able
to adopt a more sophisticate policy that provides a better tradeoff between performance
and power, but this is out of the scope of this dissertation.

2.2 Refresh Power Reduction

Because the charges in the capacitors in DRAMs leak away gradually and the data
in DRAMs may loss due to the leakage, refresh operations are required to recharge the
capacitors to guarantee the data correctness. Therefore, the mechanisms that reduce the
refresh operations all need to meet the same requirement that the results of program ex-
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ecutions can not be significantly changed due to the leakage. I show several works that

propose to refresh DRAM cells according to the leakage currents sensed by control cir-

cuits instead of utilizing a fixed worst case refresh interval in Section 2.2.1, and introduce

studies that skip the refresh operations to the DRAM cells which are recently recharged

by memory accesses in Section 2.2.2. In Section 2.2.3, I discuss some works that allow

charges of DRAM cells to leak away to reduce refresh operations when the data in these

DRAM cells have some special properties that make the data loss insignificant or recover-

able. Papers presented in Section 2.2.4 apply different refresh intervals to DRAM regions

according to their own worst case refresh intervals instead of setting the refresh interval

according to the worst case of the whole DRAM system. I introduce the works that re-

duce refresh operations by prolonging the refresh interval and correcting retention errors

by ECCs to guarantee data correctness in Section 2.2.5. Then, the studies which adjust

the refresh interval dynamically to adapt to system perturbations that change the leakage

rates of DRAM cells are discussed in Section 2.2.6.

2.2.1 Refresh Reduction by Sensing Leakage Current

Since the refresh operations of DRAMs are designed to recharge the DRAM cells

for preventing data loss due to leakage of DRAM cells, the most straightforward approach

to reduce refresh operations is to refresh the DRAM cells right before the retention errors

occur.

Nyathi et al. [69] present a CMOS circuitry that senses the integrity of stored data

by using differential amplifiers that provide the difference between a degrading stored

voltage and a reference voltage. The difference is converted to an output that is used as

the refresh trigger. Cho et al. [70] monitor the leakage of memory cell data and perform

refresh operations according to the results of monitoring when the DRAMmodules are in

the self-refresh mode. Hsu et al. [71] use a monitor cell that represents the average cell

or worst cell leakage condition in the real array, and adjust the refresh interval according

to the leakage condition of this monitor cell to minimize the refresh power. Burgan et al.

[72] control the refresh rate by utilizing a set of test cells. One approach is to use test

cells with the same capacity but refresh them at different rates, and the other approach

is to use test cells with different capacities but refresh them at the same rate. Then, the
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refresh rate is adjusted according to the states of the test cells. Tsai et al. [73] design an

adaptive refreshing circuitry for DRAMs to automatically adjust the refresh rate for saving

standby power. In this design, the temperature variations are compensated by monitoring

the voltage drop of memory cells with a voltage comparator to adjust the refresh rate,

and the process drifting problem is compensated by utilizing a process variation monitor.

Tran et al. [74] connect many dummy cells on boundaries together to form a leakage

current sensor that emulates the leakage currents in memory cells to provide information

for adjusting the supply voltages and the refresh rate.

All aforementioned techniques change the design of conventional DRAMs such as

DDRx-SDRAM. Since the manufacturing procedure of the modern conventional DDRx-

SDRAM is highly optimized, every change to the DDRx-SDRAM may increase a lot of

cost of DRAMs. Therefore, these techniques are not suitable for current DRAM systems

due to their cost to change the DRAM architecture. On the contrary, the SECRET frame-

work does not change the DRAM architecture and only alters the operating system and

the memory controller with negligible overheads. So, the SECRET framework is more

preferable than these techniques that reduce refresh operations by sensing leakage cur-

rents.

2.2.2 Refresh Reduction by Considering Access Pattern

DRAM cells store data by keeping charges in their capacitors, and the data can be

read by sensing the charges. However, when the sense amplifiers sense the charges, the

charges go away and there is no valid data in the DRAM cells after the read operations.

Therefore, the valid data need to be written back to the DRAM cells after read operations.

Since a refresh operation is only the combination of reading the data from the DRAM

cells and then writing the data back to the DRAM cells, every read or write request to

the DRAM cells can recharge the DRAM cells as the refresh operation. Therefore, the

DRAM cells that are recently read or written do not need to be refreshed because they are

just recharged. Based on this observation, there are several works which skip the refresh

operations for the DRAM cells that are recently recharged to reduce refresh operations.

Emma et al. [75] propose to only refresh the DRAM cells that are not read from

or written to within an allotted data retention time for reducing refresh operations of a
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DRAM cache by using a restore tracking system that records and updates the refresh sta-

tus of the data entries, and invalidates data entries that are expired. Ghosh et al. [76, 77]

present the Smart Refresh mechanism that eliminates the unnecessary periodic refresh op-

erations. This mechanism divides the normal refresh interval into multiple sub-intervals,

and employs a time-out counter for each memory row to indicate if the row should be

refreshed in the next sub-interval. The counter is reset when the row is read or written, so

periodic refresh operations that follow the read or write requests are eliminated to reduce

power consumption. Emma et al. [78] reduce the refresh operations of DRAM caches by

utilizing a time stamp in each directory entry to indicate if the corresponding line is read

or written in its current retention window. When a line is read or written in the retention

window, the refresh engine would skip the next refresh operation to the line. Agrawal et

al. [79] focus on on-chip eDRAM caches and propose Polyphase that is quite similar to

Smart Refresh. Polyphase partitions the retention time into a fixed number of equal inter-

vals called Phases and records the last access phase of each cache line. With Polyphase, a

line is refreshed only when the same phase arrives in the next retention period.

Basically, all these mechanisms use the same idea to reduce refresh operations, but

different implementations. This idea is quite effective for reducing the refresh operations

of DRAM cells that store hot data, because the DRAM cells are read or written frequently

and a lot of refresh operations can be eliminated. However, on the contrary, the DRAM

cells that store cold but valid data should be refreshed as frequent as normal with these

mechanisms, because there are few read or write requests to these DRAM cells. So, these

mechanisms only bring limited refresh reduction and power savings when the memory

system has large capacity and contains a lot of cold data. However, the SECRET frame-

work can achieve the same refresh reduction for both DRAM systems containing hot data

and DRAM systems containing cold data.

2.2.3 Refresh Reduction by Considering Data Property

The main objective of refresh operations is to recharge the DRAM cells period-

ically to prevent data loss due to the leakage currents of DRAM cells. Therefore, the

DRAM cells that do not store valid data actually require no refresh operations. The re-

fresh operations to the cached clean data or non-critical data can also be eliminated since
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the accesses to incorrect cached clean data can be treated as cache misses, and the reten-
tion errors in non-critical data only incur little impact to the final outcome. Besides, the
DRAMs storing values which do not change due to leakage currents also require no refresh
operations. Based on these observations, there are several works which try to identify the
memory segments that can tolerate the effect of leakage currents according to their data
properties, and disable the refresh operations for these memory segments to reduce refresh
operations of the DRAM systems.

Ohsawa et al. [80] propose Selective Refresh Architecture (SRA) that allows
DRAM rows to be refreshed selectively. When the data in a DRAM row is out of the
lifetime, the data is no more required. In this case, the corresponding refresh flag of the
row in the memory controller is reset and the row will not be refreshed any more. In SRA,
the refresh flag can be set or reset by the operating system, the memory management unit
or the compiler according to the data lifetime analysis. Vargas [5] presents the partial-array
self-refresh (PASR) mechanism that reduces the number of refresh operations by refresh-
ing only a part of the memory array when the part contains valid data and other parts do not
contain any data. Venkatesan et al. [81] propose Retention-Aware Placement in DRAM
(RAPID) that reduces refresh operations by concentrating data into physical pages with
long retention times and applying a long refresh interval according to the shortest reten-
tion time of used physical pages. Moshnyaga et al. [82] present an OS-controlled policy
that stops refreshing for the DRAM banks allocated for the DRAM-based swap-caches if
the data in the caches are clean and not accessed for a long time. This approach reduces
refresh operations at the expense of retrieving the required data from the next level of
memory hierarchy when the data in the swap-caches vanish due to stopping refreshing.
Emma et al. [78] reduce the refresh operations of the DRAM write-through caches by
stoping refreshing and protecting the data by using Berger code. This scheme lets the
useful data be refreshed by the innate reference pattern and lets the stale data decay. If
the decayed data are read, the Berger code would show errors and the read request for the
decayed data is treated as a cache miss. Isen et al. [83] stop refreshing the DRAM regions
that are not allocated or only store invalid data to reduce refresh operations, because the
data in these regions are inconsequential to the correct execution of the program. Kim
et al. [84] present an operating system-directed scheme to reduce DRAM refresh opera-
tions. This scheme analyzes the page structures that maintain the status of physical pages
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in the operating system to indicate whether a DRAM row keeps valid data, and shuts down

the refresh operations for the rows that do not store valid data through SRA [80]. Liu et

al. [85] introduce an application-level technique called Flikker that enables developers

to specify critical and non-critical data, allocates critical and non-critical data to different

physical DRAM modules separately, and applies a long refresh interval for the DRAM

modules containing non-critical data to reduce the refresh operations at the expense of a

modest data corruption in the non-critical data with little or no impact on the final outcome

of the application. Agrawal et al. [79] propose a refresh reduction scheme for eDRAM

caches to not only eliminate the refresh operations for invalid cache lines, but also stop

refreshing the cold valid cache lines that are not accessed for a while.

There is a special mechanism that is designed based on the observation that the

leakage currents of DRAM cells are always unidirectional. So, the voltages of capacitors

of DRAM cells always change from high to low due to the leakage currents. Assum-

ing the high voltage represents the one value, and the low voltage represents the zero

value, the capacitors storing zero values do not need to be refreshed because their val-

ues would not change due to leakage. According to this observation, Patel et al. [86]

propose a low-overhead refresh reduction mechanism based on selectively skipping the

refresh operations for the DRAM cells that store zero bits. They add a limited amount of

redundant storage and logic to indicate the DRAM regions that only contain zero values,

and eliminate refresh operations to these regions to reduce refresh power consumption.

This mechanism can cooperate with other refresh reduction mechanisms if there are some

DRAM regions containing only zero values.

These mechanisms reduce refresh operations on the DRAMs containing invalid

data, all zero values, non-critical data, or clean data that are duplicated somewhere else.

Their effectiveness highly depends on the properties of the data in DRAMs. If the DRAMs

are fully utilized, all data in these DRAMs are critical, no DRAM regions contain all zero

values and no retention errors are allowed, these mechanisms can not reduce any refresh

operations. However, the SECRET framework can reduce the refresh operations without

data decay, so it works for fully utilized DRAMs storing critical data as well.
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2.2.4 Multi-Period Refresh

There are variations in the retention times of DRAM cells, and the refresh interval

of a DRAM system is usually bound by the shortest retention time of DRAM cells to avoid

data loss. However, most DRAM cells in a DRAM system have long retention times and

only a few DRAM cells have very short retention times. For the DRAM cells that have

long retention times, frequent refresh operations based on the worst-case refresh interval

are over-provisioned and unnecessary. So, a promising approach to avoid unnecessary

frequent refresh operations for DRAMcells that have long retention times is to partition the

DRAM system into multiple regions and apply a refresh interval to each region according

to the shortest retention time of DRAM cells in that region instead of in the whole system.

Ohsawa et al. [80] propose Variable Refresh Period Architecture (VRA), that al-

lows multiple refresh periods in the DRAM system. Architects can apply the most ap-

propriate refresh period to each row to reduce refresh count. Takase et al. [87] present

the Additional Refresh scheme that applies the refresh interval eight times longer than

the normal refresh interval to reduce refresh operations, and adds additional refresh op-

erations selectively to the rows containing weak retention DRAM cells to avoid retention

errors. Kim et al. [88] also utilize a similar approach that uses a collection of discrete

refresh periods to selectively refresh DRAM regions. DRAM regions comprising DRAM

cells with short retention times are still refreshed with the minimum refresh interval, but

other regions can be refreshed with long refresh intervals. They also develop an algorithm

to maximize the refresh power reduction by selecting appropriate refresh periods accord-

ing to the number of refresh regions, the number of refresh periods and the number of

cells in the refresh regions. Kim et al. [89, 90] improve previous multiple refresh period

schemes by applying the most appropriate refresh intervals to small refresh blocks instead

of DRAM rows to increase the worst case data retention times, extending the retention

time of each refresh block by adding a swap cell, and developing a polynomial-time al-

gorithm to compute an optimal set of refresh intervals for the block-based multi-period

refresh. Liu et al. [7] propose RAIDR (Retention-Aware Intelligent DRAMRefresh), that

is a low-overhead mechanism to identify and skip unnecessary refresh operations accord-

ing to the knowledge of cell retention times. RAIDR utilizes Bloom filters to minimize the

overhead of recording the rows having weak retention cells and efficiently group DRAM
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rows into retention time bins, and applies a different refresh rate to each retention time

bin. So, the rows having weak retention cells are refreshed as frequent as normal, and

other rows are refreshed less frequently. RAIDR requires no modification to DRAMs and

a little modification to the memory controller.

These multiple refresh period mechanisms can cooperate with the SECRET frame-

work. After applying different refresh rates to DRAM regions, the refresh interval of a

DRAM region is still bound by the shortest retention time of DRAM cells in the region.

So, further prolonging the refresh interval of the region would incur data loss due to reten-

tion errors on the weak retention cells. In this case, utilizing the SECRET framework can

allow the region to use a long refresh interval to further reduce refresh power and avoid

data loss by correcting the retention errors on the weak retention cells in the region.

2.2.5 ECC for Refresh Reduction

The main drawbacks of prolonging the refresh interval to reduce refresh power

are retention errors on the weak retention cells that are not refreshed in time. So, this

problem can be overcome by using ECC that corrects retention errors, and prolonging the

refresh interval can save power without data loss in this case. This approach is one kind

of Better Than Worst-Case designs to system implementation [91]. Better Than Worst-

Case designs relax design constraints to reduce the physical design challenges and create

opportunities to improve performance or energy efficiency. In refresh power reduction,

the ECC approaches relax the constraints to allow retention errors in the DRAM systems,

and create the opportunities to prolong the refresh interval for refresh power savings.

Katayama et al. [92] apply a powerful one-shot Reed-Solomon ECC to protect

the data stored in DRAMs, so that they can prolong the refresh interval to greatly reduce

the refresh power while still maintaining data integrity. The Reed-Solomon code pro-

vides up to double-symbol error correction capability and reasonable triple-symbol error

detection capability. However, decoding Reed-Solomon code is quite slow and would

incur noticeable performance degradation. The SECRET framework is more preferable

than this approach, because the SECRET framework only suffers negligible performance

degradation. Katayama et al. [93] then analyze various configurations of error correction

codes for DRAM data retention. They find that combining long and short error correction
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codes can reduce the parity area to 1% of the total memory size, and offer comparable re-
liability and adaptability as the aforementioned Reed-Solomon code that requires 12.5%
parity area. However, the hybrid approach still uses Reed-Solomon code that may incur
performance degradation. Kim et al. [88] not only utilize multiple refresh periods to re-
duce refresh power, but also use error correction codes to recovery corrupted data due to
retention errors to further extend the refresh interval. Klein et al. [94] propose a reduced
power refresh mode. The ECC syndromes are generated and stored before transiting the
DRAMmodules into the reduced power refresh mode. In the reduced power refresh mode,
DRAM cells are refreshed at a relatively slow rate. When transiting DRAMs from the re-
duced power refresh mode to the active mode, stored data and syndromes are both read
and retention errors are corrected according to the syndromes. Then, the corrected data
are written back. Kim et al. [95] design a 512Mb mobile SDRAM with on-chip ECC
that increases the self refresh period at standby state by about 6 times and reduces the self
refresh current to be less than 100µA at 85◦C. Emma et al. [78] propose to use SECDED
(single error correction, double error detection) ECC for eDRAM caches to reduce the
refresh power. When reading cache lines, the lines with only one error can be corrected
directly by the ECCs, and the requests to the lines with two or more errors are treated
as cache misses. They also derive a statistical expression to calculate the desired refresh
interval with ECC. Cha et al. [96] reduce the size of check bits by using a codeword
which has a length that is not a power of two. Compared to the use of 2n data bits in
1Gb DRAMs, the proposed codeword can respectively achieve 3.4% and 4.7% reduction
in check bit and register overheads for self-refresh schemes with ECCs. Wilkerson et al.
[97] use BCH code to provide multi-bit correction for eDRAM caches to reduce refresh
power. They reduce performance overheads by using a low-complexity decoding method
for cache lines with no more than one error, and minimize the area overheads for stor-
ing ECCs by increasing the data size protected by BCH. However, this approach requires
large bandwidth to retrieve the whole data for error detection and correction, and the op-
timization that reduces the required bandwidth is only suitable for on-chip caches, not for
off-chip memory systems.

Most of these mechanisms utilize ECC to protect all data in the DRAM systems
from retention errors for refresh power reduction. So, the area overheads for storing the
ECCs are quite large, and decoding all read data incurs noticeable performance degra-

21



dation. Although some of them [93, 97] reduce the area overheads for storing ECCs by

combining long and short ECCs or increasing the data size protected by ECCs, and mini-

mize the performance overheads of decoding by using a low-complexity decoding method

for most cases where there is no more than one error, these approaches can not be used

on conventional off-chip DRAM systems with negligible area and performance overheads

due to the bandwidth limitation. However, for the target off-chip DRAM systems, the SE-

CRET framework can achieve comparable refresh power reduction as these approaches

with negligible area and performance overheads by selectively protecting the data blocks

that may have retention errors only.

2.2.6 Adaptive Refresh Interval

The leakage currents of DRAM cells may change due to various system pertur-

bations, such as temperature variations. So, the refresh interval should also be adjusted

to adapt to the system perturbations. For example, the leakage currents of DRAM cells

increase as the operating temperature of DRAMs rises, and the data retention times of

DRAM cells decrease as well. Therefore, the worst case refresh interval is limited by the

shortest data retention time at the highest operating temperature in the DRAM specifica-

tions. However, in most cases, the operating temperature of DRAMs is much lower than

the highest operating temperature in the worst case, and it is possible to utilize a long re-

fresh interval by detecting the operating temperature of DRAMs. There are several works

that focus on how to adjust the refresh interval against temperature variations.

Murotani et al. [98] use a memory circuit that comprises an oscillator circuit hav-

ing a frequency characteristic with a positive temperature coefficient. The oscillator cir-

cuit generates refresh signals based on its oscillation period to achieve a temperature-

compensated refresh function. Kagenishi et al. [99] introduce a self-refresh controller

with a temperature detecting circuit composed by a CMOS type differential amplifier and

voltage dividers of resistors that generate the input signals to the amplifier. The resis-

tances of resistors vary with the operating temperature, and the output signals of the de-

tecting circuit are used to select a suitable refresh interval corresponding to the operating

temperature. Ruckerbauer et al. [100] use temperature sensors for DRAM arrays to indi-

cate the operating temperature of the DRAM arrays, and adjust the refresh rate according
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to the operating temperature of the DRAM arrays. Elpida Memroy, Inc. [101] proposes
Auto Temperature Compensated Self Refresh (ATCSR) for Mobile RAMs. The ATCSR
function utilizes a built-in temperature sensor to detect the ambient temperature and re-
duces DRAM refresh power consumption by adjusting self-refresh interval automatically
according to the ambient temperature variations. Kim et al. [102] improve the temper-
ature sensor for controlling the self-refresh interval of mobile DRAMs by presenting a
low-cost CMOS temperature sensor that is highly area-efficient, simple and easy for IC
implementation as compared to traditional temperature sensors based on bandgap refer-
ence. Besides adjusting the refresh interval according to the operating temperature, they
also adjust the refresh interval by detecting the retention errors in DRAM arrays according
to ECCs. When retention errors occur, it means that the refresh interval is not short enough
to maintain the correctness of data stored in DRAM cells. In this case, the refresh interval
should be reduced. On the other hand, when there are no retention errors, it is possible
to prolong the refresh interval for power reduction. Katayama et al. [92] find that system
perturbations affect the number of retention errors in DRAM systems. So, they propose
to adjust the refresh interval according to the number of retention errors by attempting to
keep the number of retention errors constant. They identify some indicator bits that have
data retention times a little longer or shorter than the default refresh interval in the pro-
filing phase. When the retention errors in these indicator bits are more than the expected
retention errors, the refresh interval is decreased to reduce retention errors. When the re-
tention errors in these indicator bits are less than the expected retention errors, the refresh
interval is increased to achieve refresh power reduction. Emma et al. [78, 103] propose a
regressive process to find the appropriate refresh interval for each row in DRAM caches
by utilizing ECCs. In this process, the refresh interval for each row is set to a nominal
value such as the worst case initially. The refresh interval of each row is regressed by one
time step after every program execution interval if there are no retention errors found in
that row. When any errors are found in a row, the retention errors are corrected by ECCs,
the refresh interval of the row is set to the previous one that incurs no retention error, and
the regressive process for this row stops. This regressive process can be performed pe-
riodically to adjust the refresh interval to adapt to the system perturbations. Since each
row can have its own refresh interval after the regressive process, this method is also a
multiple period refresh mechanism.
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These refresh interval adjustment mechanisms which consider the system pertur-
bations can cooperate with other aforementioned refresh reduction schemes that only focus
on reducing the refresh operations under a given runtime environment to compensate the
effect of system perturbations. Since the refresh interval adaptation mechanism to com-
pensate the temperature variations is also required for the SECRET framework to guaran-
tee the correctness, I integrate a refresh interval adjustment mechanism similar to the one
proposed by Katayama et al. [92] into the SECRET framework.

2.3 Dynamic Thermal Management for DRAMs

In the past, the dynamic thermalmanagement policies often focus on the processors
that usually have the highest power density in the computer systems. However, in the
recent years, because the speeds and capacities of DRAM modules increase significantly,
the power density of DRAMmodules also rises. So, the operating temperature of DRAM
modules is approaching the thermal constraints of DRAM cells. To protect the memory
system from thermal emergency, several dynamic thermal management techniques for the
memory subsystems have been proposed.

Iyer et al. [42] find that the memory operating temperature is starting to exceed
the cooling capabilities of DRAM modules in mobile systems. So, they propose to moni-
tor the operating temperature of DRAMmodules and perform memory access throttling if
the DRAMmodules overheat. They implement memory throttling techniques in platforms
built on Intel Centrino Duo mobile technology to maximize performance while keeping
the memory subsystem within its thermal limits. Lin et al. [44] propose adaptive core
gating and coordinated DVFS that throttle the processors which are the source of memory
activities to reduce the memory requests and control the operating temperature of DRAM
modules. When the DRAM modules are overheated, adaptive core gating activates clock
gating on selected processor cores, and coordinated DVFS scales down the frequency and
voltage levels of processor cores. These approaches result in smoother program execution,
higher system performance and better power efficiency than throttling the memory system
directly. Lin et al. [45] then implement the dynamic thermal management policies on real
server systems to evaluate their effectiveness. They find that the operating temperature
of DRAM modules is also affected by the heat dissipation of CPU, and this significant
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factor was ignored. Liu et al. [46] propose Page Hit Aware Write Buffer (PHA-WB) that
improves DRAM page hit rate by buffering write requests which may incur page misses to
reduce the power consumption and alleviate the operating temperature of DRAMmodules
without performance penalty. Liu et al. [47] then develop Throughput-Aware PHA-WB
(TAP) that configures the write buffer for different workloads dynamically to achieve the
best tradeoff between the DRAM power savings and the power overheads of the write
buffer. Ayoub et al. [48] develop a proactive thermal management policy that cooper-
ates with commonly used power-aware page allocation which allocates pages to a subset
of DRAM modules and transits other DRAM modules into low-power modes. When the
operating temperature of the DRAMmodules that contain the pages of working sets is pre-
dicted to approach the thermal limitation, the proposed policy migrates the pages to colder
DRAM modules and transits the hotter ones into the self-refresh low-power mode. Liu et
al. [49] find that the operating temperatures of DRAM chips in the same DIMM can vary
by over 10◦C according to their physical positions. So, they try to minimize this variation
to reduce the peak temperature of DRAM chips by alternating the DIMM organization
to enable independent DRAM traffic to hot and cool DRAM chips on the same DIMM.
They also develop a cache line replacement policy that evicts lines to cool DRAM chips
first, a memory write buffer that improves the access efficiency of the overheated DRAM
chips, and a page allocation policy that allocates pages to cool DRAM chips first to further
reduce peak temperature of the memory system. Meng et al. [104] propose an optimiza-
tion technique to maximize throughput while maintaining the power and temperature con-
straints for 3Dmulticore systemswith on-chip DRAMs bymonitoring workload behaviors
through performance counters and adjusting the voltage-frequency settings dynamically
to adapt to varying program phases. Meng et al. [105] then develop a thermal-aware page
allocation policy for 3D systems with stacked DRAM banks by allocating frequently ac-
cessed pages to DRAM banks with low temperature and rarely accessed pages to DRAM
banks with high temperature according to static analysis or dynamic adjustment.

The PPT framework uses Group Switching that is a quite different way to control
the operating temperature of the memory system by changing the active DRAM modules
periodically to reduce power consumption and balance the temperature of DRAM mod-
ules. This approach does not need additional hardware resources such as an extra write
buffer, and only incurs negligible performance penalties with no throttling for CPUs or
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the memory system. However, the DRAM modules may still exceed the thermal thresh-
old when they are active. In this case, the PPT framework uses Activity Migration that
is similar to the mechanism proposed by Ayoub et al. [48] to move the activities from
the overheated DRAM modules to other cool modules. To further control the operating
temperature of the memory system, the PPT framework can also cooperate with the tech-
niques proposed by Liu et al. [49], and Meng et al. [104, 105]. But that is out of the scope
of this dissertation.

2.4 Reliable Low-Voltage Operation for SRAM Cache

Besides the aforementioned approaches that reduce refresh power of DRAMs in
Section 2.2, one kind of related mechanisms that solve a problem similar to the refresh
reduction is to reduce the power consumption of processors by reducing the supply volt-
age. Due to manufacturing-induced parameter variations, reducing supply voltages of
processors may cause memory circuits to fail. Therefore, to avoid the failures in memo-
ries, supply voltage scaling for power reduction is limited by a minimum voltage, called
Vccmin. The Vccmin is a lower bound supply voltage for memory circuits in processors
similar to the upper bound of the refresh interval for DRAMs. The Vccmin is usually
bound by large memory structures, such as caches in processors. If the supply voltage
is lower than the Vccmin, there will be memory cell failures in caches. That is similar
to prolonging the refresh interval beyond the shortest retention time of DRAM cells with
the drawback of retention errors. A low Vcc for the processors or a long refresh inter-
val for the DRAMs both save energy at the expense of some errors in the memories. So,
reducing the Vcc and prolonging the refresh interval have quite similar tradeoff between
power savings and error handling. Now, I introduce some techniques that provide reliable
low-voltage operations to processors for power reduction.

Wilkerson et al. [106, 107] propose two techniques to handle the faulty bits in the
caches under low supply voltages. The Word-disable scheme combines two consecutive
cache lines to form a single line where only error-free words are utilized, and the Bit-fix
scheme uses a quarter of the ways of each set to store locations and correction information
for faulty bits in other ways of the set. The Word-disable scheme and the Bit-fix scheme
require 50% and 25% area overhead, respectively. These schemes are not good enough
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for refresh power reduction due to very high area overheads. Sasan et al. [108] modify
the peripheral circuitry of the SRAM to selectively overdrive the wordlines which have
weak cells to allow reducing the power by decreasing the supply voltage on the entire
array but maintain the correctness when rows with weak cells are accessed. This solution
for reliable low-voltage operations on caches is similar to the multiple period refreshing
for refresh reduction. Abella et al. [109] disable faulty sub-blocks to tolerate high faulty
bit rates in caches under the low supply voltage. With this scheme, the fault-free blocks
can be used with parity protection or the blocks having up to one error can be used with
SECDED ECC protection. They consider four different granularities of disabling faulty
blocks as cache section, cache line, sub-block and sub-subblock. This approach still has
noticeable area overheads. Ansari et al. [110] reconfigure the internal organization of the
cache architecture to tolerate SRAM failures in the ultra low voltage region. The cache
lines are divided into multiple data chucks, and a chuck having faulty bits is labeled faulty.
The cache lines are partitioned into groups carefully tomake sure that every two lines in the
same group do not have faulty chucks at the same position. Then, one of the lines in a group
is used as the redundant line for the other lines in the same group. Each cache read or write
needs to access the target cache line and the corresponding redundant line, and composes a
fault-free block by selecting the non-fault chucks appropriately. This approach may cause
significant area overheads due to the redundant line in each group. Chishti et al. [111, 112]
proposemulti-bit segmented ECC (MS-ECC) to tolerate both persistent and non-persistent
failures at low voltages. Furthermore, the design of MS-ECC also allows the operating
system to adaptively adjust the cache size and ECC capability to adapt to the condition
of the system. This idea is similar to using ECC to correct retention errors for refresh
reduction. Miller et al. [113] design Parichute that is a powerful error correction technique
based on turbo product codes to handle the failures in caches under low supply voltages.
Parichute can selectively protect the cache sections that exhibit errors with the strong error
correction capability. Parichute is flexible to be disabled to avoid area and performance
overheads in high supply voltage operations. However, in near-threshold, there is still
only 50% capacity available in the caches with Parichute, and the other capacity is used to
store error correction information. Zhou et al. [114] try to minimize the total SRAM area
of LLC by orchestrating the size of SRAM cells, the number of redundant cells, and ECC
strength while meeting the target yields and Vddmin. The redundant cells and ECC can

27



tolerate the failures that occur in small SRAM cells, and the area overheads of redundant
cells and ECC can be compensated by the area reduction from utilizing small SRAM cells.
This is an optimization for the approaches that use redundant cells and ECC to provide
reliable low-voltage operations. Mahmood et al. [115] use fault buffers to dynamically
replace the actively used faulty words in L1 caches under low-voltage operations. The
fault buffers are organized as multiple banks to reduce the cost of implementation and
can be reconfigured dynamically to adapt to different performance requirement. Choi
et al. [116] find that most cache misses in sub-block disable-based methods for reliable
low-voltage operations in processors are caused by accessing faulty words under the low
supply voltage. So, they try to reduce these cache misses by the proposed word-level sub-
block disable-based method that maps the frequently accessed data to non-faulty words.
This approach exploits both access and error patterns, and can give the performance of
the error-free cache even at a low Vcc if these two patterns are always matched in the
best scenario. BanaiyanMofrad et al. [117] propose Flexible Fault-Tolerant Cache (FFT-
Cache) that utilizes aggressive voltage scaling to reduce power and uses a portion of faulty
blocks as redundancy to tolerate other faulty blocks. FFT-Cache tries to sacrifice aminimal
number of cache lines to tolerate the maximum amount of defects and avoid performance
degradation. Alameldeen et al. [118] use variable-strength error-correcting codes (VS-
ECC) to correct the errors in caches under the low supply voltage. In the common case,
cache lines with zero or one failure are protected by a simple and fast ECC with little area
and latency overheads, and a small number of lines with multi-bit failures use a strong
multi-bit ECC with large area and latency overheads. Since only a small number of cache
lines require the strongmulti-bit ECC, compared to prior multi-bit correctingmechanisms,
VS-ECC reduces power without causing large area, latency and bandwidth overheads.
However, they still apply ECC to all cache lines. Yang et al. [119] introduce unequal-
error-protection error correcting codes (UEPECCs) to improve the reliability of caches
under low supply voltages for mobile multimedia applications. Since different bits in the
same word are usually not equally significant for mobile multimedia applications, these
bits deserve different protection levels. They develop a metric to measure the reliability of
a word when different bits are not equally significant and design an optimization algorithm
to construct UEPECC that applies different protection levels to these bits according to their
significance. UEPECC still protects all cache lines even when some cache lines are totally
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error-free.

2.5 Related Work Using Ideas Similar to the PPT Framework

In this section, I will introduce several works that present some techniques similar
to the mechanisms in the PPT framework and they cite PPT. Ayoub et al. [48] propose a
dynamic thermal management technique that moves frequently accessed pages from hot
DIMMs to cold DIMMs when the hot DIMMs approach their thermal threshold, and then
transits the hot DIMMs into low-power modes to save energy and alleviate their operating
temperature. This mechanism is very similar to the Activity Migration mechanism in the
thermal control policy of the PPT framework, but performs page migrations proactively
according to the thermal prediction. Ayoub et al. [25] then present a memory actuator
that reduces the power consumption of the memory system by clustering active memory
pages into a subset of DRAM modules, and controls the power dissipation of specific
DIMMs by performing page migration. This idea is similar to the power reduction mech-
anism and the Activity Migration mechanism of the PPT framework. But, when some
active DIMMs are overheated and no other active DIMMs can accept additional pages,
Ayoub’s memory actuator provides another alternative that is to spin up the fan to cool
the overheated DIMMs in addition to activating a new DIMM. Jia et al. [120] propose the
memory affinity aware scheduling (MAS) that is very like the PPT framework but has two
improvements. First, MAS considers the shared memory address space between threads,
and partitions the threads with shared memory address space into the same group. Second,
MAS takes the fairness into account during scheduling. Jantz et al. [121] use a technique
similar to Adaptive Grouping of the PPT framework to manipulate system performance
and power consumption by concentrating or distributing the pages of the executing ap-
plications across DRAM modules. But, they perform the hot/cold separation and focus
on the hot pages to utilize the active memory space more efficiently. However, this work
does not consider the thermal issue of the memory systems.

To the best of my knowledge, the PPT framework is the first work that focuses
on the performance, power and thermal issues at the same time for the memory subsys-
tems. Although these aforementioned works have some improvements compared to the
PPT framework, their main ideas are still similar to the PPT framework that manages per-
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formance, power and temperature of the memory subsystems by threads scheduling and
page allocation.
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Chapter 3

Introduction to DDRx-SDRAM

In this dissertation, I focus on the memory systems composed of Double-Data Rate 2

(DDR2) or Double-Data Rate 3 (DDR3) SDRAMmemories. DDRx doubles the available

bandwidth by transferring data at both edges of the clock. DDRx internal transfers from

and to theDRAMarray read andwrite twice the number of bits as single data rate SDRAM.

DDRx is often packaged as DIMMs, each of which commonly contains 1 or 2 ranks. A

memory system can contain multiple channels, and each channel is associated with 1 or 2

DIMMs. A rank is the smallest physical unit for power management.

3.1 DRAM Organization

The DDRx-SDRAM is composed of conventional 2D DRAM arrays, which are

rectangular grids of DRAM cells shown in Figure 3.1. By specifying a row address and

a column address, the memory controller can read or write a specific DRAM cell inside

a DRAM chip. As shown in Figure 3.1(a), each DRAM cell is composed of a transistor

and a capacitor connected to the wordline and the bitline. When the wordline is charged,

the transistor of the DRAM cell is opened and the cell can be read or written through the

bitline. To write the DRAM cell, the capacitor is charged or discharged to high voltage

or low voltage through the bitline connected to the write driver. To read the DRAM cell,

the charge in the capacitor is passed to the sense amplifier through the bitline. In a 2D

DRAM array shown in Figure 3.1(b), once the row decoder selects a row and the wordline

is charged, all transistors of the row are activated, and the charges in the capacitors of the

DRAM cells are passed to sense amplifiers through the bitlines. Therefore, DRAMs are

read-destructive, and all data are only stored in the row buffer when a row is opened.
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Figure 3.1: The structure of a DRAM cell and a 2D DRAM array.

3.2 Power States of DDRx-SDRAM

A DDRx memory device can be in four power states – active standby, precharge

standby, active power-down and precharge power-down – listed in a decreasing order of

power dissipation. Figure 3.2 shows the state transitions among these four power states.

A rank can only be accessed when it is in the active standby state, where data are stored in

row buffers and the clock enable signal is set to HIGH. In this case, all subcomponents of a

rank are active. DDRx has a built-in power control policy. When there is no immediately

following request, the memory controller may set the clock enable signal to LOW and a

rank transits from active standby to active power-down. In the active power-down state,

the row/column decoders and bus drivers are turned off for power reduction. A rank is

transferred to the precharge standby state after precharge or refresh operations occur. In

this case, there is no data stored in row buffers, and row buffers are disabled to save energy.

When a rank is in the precharge standby state without immediately following request, the

rank can transit to the precharge power-down state by setting clock enable signal to LOW.

The row/column decoders, sense amplifiers, row buffers and bus drivers are all turned off

to achieve maximal power reduction in the precharge power-down state.

3.3 DRAM Refresh Operation

Due to the limitation of materials, the charges stored in capacitors of DRAMs leak

gradually over time. Over the span of the data retention times of DRAM cells, the voltages

of the capacitors are lower than the threshold voltage and the stored data can not be read
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Figure 3.2: The power state transition of DDRx-SDRAM.

Figure 3.3: Data retention time distribution of DRAM cells.

anymore. Therefore, a periodic refresh of DRAM cells is necessary to guarantee data

correctness. The refresh operation reads a row into the row buffer and write it back to

recharge all DRAM cells of the row. Therefore, any data access to the bank that is in the

refresh operation must be postponed until the refresh operation completes.

The refresh rate is typically set to be higher than the leakage rate of the fastest-

leaking DRAM cells [78]. For example, with the distribution of data retention times of

DRAM cells shown in Figure 3.3, the refresh interval is set as Tref_min indicated by the

dotted line, which is the shortest data retention time of all DRAM cells. In a conventional

DRAM module, the refresh interval is usually set to 64ms. However, frequent refresh

operations may cause high energy and performance overheads since all rows of a DRAM

bank are read into the row buffer and then written back to recharge all the DRAM cells of

the rows when the refresh operation is triggered for the bank. Setting the refresh interval
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according to the worst case cell is over-provisioned for most DRAM cells. Kim et al.
[122] show that only 10−6% of the cells have data retention times shorter than 128ms,
and 10−4% of the cells have data retention times shorter than 500ms. Therefore, if I can
correct the retention errors of DRAM cells with high leakage rate, I can utilize a refresh
interval that is longer than their data retention times to reduce refresh power while data
correctness is guaranteed.
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Chapter 4

PPT Framework: DRAM Peripheral Leakage Reduction
with Thermal Control

4.1 Introduction

As mentioned in Chapter 1, due to the interplay among performance, power and
thermal, a technique optimized for one factor only often causes uncontrollable degradation
at other design metrics. To tackle this issue, in this dissertation, I propose the first joint
performance, power and thermal (PPT) management framework for DRAM memory in
multi-core systems. PPT orchestrates task execution and page allocation to achieve desir-
able tradeoff between performance, power and temperature. In the PPT framework, both
threads and memory resources are partitioned into groups. Threads of the same group are
scheduled concurrently and only one group is active at each scheduling interval. Memory
modules allocated to nonactive groups are put into the low-power mode to save energy.
From thermal aspect, alternating active groups periodically allows memory modules to
cool down in their idle periods. The main challenge in the proposed PPT framework is
to determine how much memory resources should be allocated to a group to sustain the
bandwidth demand of current workloads. To this end, I propose an Adaptive Grouping

mechanism which dynamically adjusts PPT configuration (i.e., number of groups, and
resources per group) to satisfy the bandwidth demand while minimizing power consump-
tion.

To evaluate the proposed PPT framework, I compare the PPT framework with
two task scheduling/page allocation policies, performance-driven and power-driven poli-
cies. Both policies schedule threads in round-robin fashion. The performance-driven
policy distributes pages to all memory modules, and the power-driven policy allocates
pages in the order they are accessed. The experimental results show that compared to

35



the performance-driven policy, PPT with the proposed dynamic bandwidth estimation

method reduces power consumption by 23.8% and delivers comparable throughput; while

the power-driven policy achieves 25.9% power reduction at the cost of peak throughput
reduction of over 50% (9% on the average). From the thermal aspect, PPT has the lowest

peak temperature. The peak temperature of the DRAM subsystem with the power-driven
policy is 10.5◦C higher than that with PPT.

In this chapter, Section 4.2 describes the details of the proposed PPT framework,

and Section 4.3 shows the evaluations for the PPT framework.

4.2 The PPT Framework

The main idea of the proposed PPT framework for reducing DRAM peripheral

leakage power and managing DRAM operating temperature is to orchestrate task execu-

tion and page allocation to achieve desirable tradeoff between performance, power and
temperature. I use throughput as the measurement of memory system performance. Fig-

ure 4.1 shows one PPT configuration for a 4-channel memory system where each channel
contains two ranks. In this example, threads and ranks are partitioned into 4 groups. Each

group uses two ranks associated with two different channels. Threads of the same group

are scheduled simultaneously. Threads in different groups are scheduled in round-robin
fashion. Figure 4.2 illustrates the effect of group scheduling on power and thermal be-

havior. Only one group is active at each scheduling interval. The memory ranks of non-
active groups could be turned into the low-power mode to save energy. Alternating active

groups periodically allows memory ranks to cool down in their idle periods as shown in

Figure 4.2(b).

Different PPT configurations affect the power and performance of the memory

Figure 4.1: 4-group PPT configuration.
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Figure 4.2: Group scheduling of the PPT framework.

system. When the memory system is partitioned into more groups, ranks and channels
allocated to each group are fewer; that means more memory ranks could be shut down
to achieve more power savings, which in turn reduces available bandwidth. To achieve
desirable tradeoff between performance and power, I would like to partition threads into
as many groups as possible provided that the allocated channels are enough to sustain
the bandwidth demand of running threads. To adapt to dynamic system loading, the pro-
posed PPT framework implements anAdaptiveGroupingmechanism thatmonitors system
loading to decide the appropriate PPT configuration to achieve power savings and meet
the performance demand at the same time. Next, I describe the details of the Adaptive
Grouping mechanism, and how thermal control is performed in PPT.

4.2.1 Adaptive Grouping Mechanism

APPT configuration is represented as {G,C,R}, whereG is the number of groups,
C is the number of channels allocated to a group, and R is the number of ranks per group.
For a memory system withm channels, and n ranks per channel, the possible group num-
bers are the factors ofm·n. For example, whenm = 4 and n = 2, the possible group num-
bers are 1, 2, 4 and 8. I represent the possible group numbers as a set S = {g1, g2, ..., gk},
where gi < gi+1 (i ∈ {1...k− 1}). For a PPT configuration {g, c, r}, the available threads
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in system (t) are partitioned into g groups, and ranks of a group are distributed among c

channels.

The objective ofAdaptive Grouping is to adjust the PPT configuration dynamically

to adapt to the variation of system loading such that the memory resources allocated to a

group are sufficient for the bandwidth demand of the group and the number of ranks per

group is minimized. Adaptive Grouping includes two steps. First, I select the new PPT

configuration according to the system loading. Second, I apply the new PPT configuration

and perform page migrations, if necessary.

4.2.1.1 PPT Configuration Selection

The major challenge to decide the new PPT configuration is to accurately estimate

the bandwidth demand of concurrently running threads. In this dissertation, I propose two

approaches: the static and dynamic bandwidth (BW) estimation methods. The static BW

estimation method relies on off-line profiling to obtain the average bandwidth demand

for a thread, while the dynamic BW estimation method monitors the usage of the request

buffer in the memory controller to adjust the PPT configuration accordingly.

4.2.1.1.1 Static Bandwidth (BW)EstimationMethod To estimate system bandwidth

demand (BD), I assume that the average bandwidth requirement of a thread is obtained

through off-line profiling1. In order not to underestimate the system bandwidth demand,

the maximal total bandwidth requirement of threads that could be scheduled concurrently

is used for system bandwidth estimation. Therefore, the bandwidth demand BD(g) in a

system is obtained with the following formula:

BD(g) = MAXg
i=1(

core∑
j=1

ti,j), (4.1)

where g is the number of groups and ti,j is the bandwidth demand of the jth high bandwidth

thread in ith group, and core is the number of cores in the system. Therefore, to minimize

BD(g), threads are partitioned to achieve balanced bandwidth demand among groups.

1The bandwidth demand of a thread is the summation of page fault traffic and L2 miss traffic divided by
the execution time.
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Figure 4.3: Static BW estimation method for Adaptive Grouping in the PPT framework.

In addition to bandwidth consideration, the number of threads in the system should

also be taken into account when choosing the PPT configuration. Since only threads of

the same group can be scheduled simultaneously, in order to fully utilize available cores

in the presence of long latency operations, such as page faults, the number of threads in

each group should be at least 2 · core, where core is the number of cores in the system.

In the static BW estimation method, Adaptive Grouping is triggered when a thread

enters or exits the system. Figure 4.3 shows the steps of the proposed static BW estimation

method. In the first step, I select the largest g that satisfies both the bandwidth and thread

number constraints. Due to the thread number constraint, I may be forced to select a

smaller g than required; that is the bandwidth support of the channels allocated to a group

is more than the bandwidth demand. In this case, the second step is invoked to reduce

the number of channels and ranks allocated to each group. Below I detail these two steps

assuming the PPT configuration is {gi, c, r} before Adaptive Grouping is triggered.

Step1: Examine all possible g and find the largest g that satisfies the following

equation.

BW (c(g)) ≥ BD(g) AND t ≥ 2 · g · core, (4.2)

where c(g) is the number of channels which can be allocated to a group when threads are

partitioned into g groups, and BW (c(g)) is the bandwidth of c(g) channels.
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If Adaptive Grouping is triggered with a new thread, I need to examine {g1 ∼
gi+1}, i.e., all the group numbers smaller than gi due to higher system bandwidth, and one
level higher than gi because I may be able to partition threads into finer granularity due
to more threads in the system now. Similarly, if Adaptive Grouping is triggered because
a thread exits the system, the possible g is {gi−1 ∼ gk}. Given g, the number of channels
which can be allocated to a group (c(g)) is given by the following formula:

c(g) =

{
m·n
g

(g ≥ n)

m (g < n)
(4.3)

For a memory system with m channels and n ranks per channel, when I partition
the memory system into g groups, each group has at most m·n

g
ranks. To maximize the

number of channels allocated to a group, the m·n
g

ranks of a group are distributed to as
many channels as possible. For example, in a 4-channel, 2-rank per channel system, if
g is 2, each group can access 4 ranks (4·2

2
), and these ranks are distributed to 4 different

channels. Therefore, c(2) = 4. In this case, when g < n, then each group is allocatedmore
thanm ranks; that means each group could access all channels, therefore, c(g) = m. Since
I want to minimize the number of ranks per group while providing sufficient bandwidth,
the number of ranks per group is set as c(g). Now, I have a new PPT configuration,
{gj, c(gj), r(gj)}, where r(gj) = c(gj).

Step2: In this step, I examine if I could reduce the channels and ranks allocated
to a group. For example, in a 4-core system with only 7 threads, I am not able to partition
these threads into multiple groups. Therefore, in the first step, gj is equal to 1, and c(gj) is
the total number of channels in the system. If BD(gj) < BW (c(gj)), then I could reduce
the channels and ranks allocated to this group. Therefore, in the second step, I decide the
minimal amount of channels c′ to satisfyBD(gj) ≤ BW (c′). Therefore, in this step, I get
a new PPT configuration {g′, c′, r′}, where g′ = gj and r′ = c′.

4.2.1.1.2 Dynamic Bandwidth (BW) Estimation Method In the dynamic BW esti-
mation method, the usage of the request buffer in the memory controller is treated as an in-
dicationwhether the currentmemory resources are under-provisioned or over-provisioned.
In the memory controller, the request buffer is used to store pending memory requests. So
if the request buffer is usually full, it means memory requests arrive more frequently than
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Figure 4.4: Dynamic BW estimation method for Adaptive Grouping in the PPT frame-
work.

the current DRAM resources can service (i.e., request arrival rate > service rate). In con-

trast, if the request arrival rate is lower than the service rate, the request buffer is usually

empty. Therefore, in the dynamic BW estimation method, I monitor the usage of the

request buffer in the memory controller and adjust the PPT configuration accordingly.

Figure 4.4 illustrates the dynamic BW estimation method. I monitor the usage

of the request buffer periodically with two metrics: full-ratio and empty-ratio. Full-ratio

is the percentage of time when the request buffer is full, while empty-ratio indicates the

percentage of time when the request buffer is empty. If full-ratio/empty-ratio reaches a

predefined threshold, α, I increase/decrease the number of ranks allocated to each group

by one. The α value needs to be carefully selected. If α is too small, the system will be

too sensitive to system variation thereby incurring frequent PPT configuration change. On

the other hand, if α is too large, the system will be slow to respond to variations of system

loading. Note that the value of α should be larger than 50%, such that only one of the

under-provision and over-provision conditions can hold.

With the new rank configuration, I now describe how to decide the number of

channels (c) and groups (g) in the new PPT configuration. Recall that ranks are distributed

to all channels. Therefore, if r′ is not greater than the total number of channels in the

system, then c′ = r′, otherwise, c′ = m in an m-channel memory system. With new c′

and r′, I then decide the appropriate group number. For a memory systemwithm channels

and n ranks per channel, the total number of ranks in the system ism ·n. Since each group
contains r′ ranks in the new PPT configuration, there should be xm·n

r′
y groups at most.
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In addition to the resource consideration, as mentioned previously in Section 4.2.1.1.1,
I need to consider the thread number constraint. That is, each group must have at least
2 · core threads, where core is the number of cores in the system. Therefore, to decide the
new group number, I select the largest g′ that satisfies the following condition:

g′ ≤ m · n
r′

AND g′ ≤ t

2 · core
. (4.4)

Note that, due to the thread number constraint, the group configuration (i.e., g′) needs to
be re-examined every period regardless if the rank value changes or not.

The dynamic BW estimationmethod overcomes three weaknesses of the static BW
estimation approach. First, the static BW estimation method only considers the average
bandwidth demand of each thread, while the dynamic BW estimation method can cap-
ture bandwidth variation within each thread execution. Second, the static BW estimation
method calculates the system bandwidth demand by considering the maximal total band-
width requirement of threads which could be scheduled concurrently. Therefore, the static
BW estimation method tends to overestimate the bandwidth demand of workloads. Third,
the static BW estimation method is not able to estimate the bandwidth demand of threads
that are swapped out due to some long latency operations, e.g. page faults. I call these
memory activities as the background memory activities that are issued by DMA engines
or other I/O operations but not the scheduled threads on processors. So if the workloads
are triggering excessive background memory activities, the static BW estimation method
may underestimate the system loading.

4.2.1.2 New PPT Configuration Adoption

To apply the new PPT configuration {g′, c′, r′} to the system, I first re-partition
threads into g′ groups. If g′ < g, I perform Merge which merges threads in two different
groups into one group. Let M(X) represent the memory ranks which can be used by
groupX ,∼ M(X) represent the memory ranks which should not be used by groupX , and
T (X) represent the threads assigned to group X . After Merge (X,Y ) → (Z), T (X) and
T (Y ) could allocate pages on both M(X) and M(Y ). Merge operations are performed
repeatedly until g′ = g. If g′ > g, a Split operation is performed. After Split (Z) →
(X, Y ), T (Z) is partitioned intoT (X) andT (Y )with balanced bandwidth between groups
inmind. After a Split operation, T (X)(T (Y )) could only allocate pages onM(X)(M(Y )).

42



Split operations are also performed repeatedly until g′ = g. Note that theMerge and Split

operations are performed on all groups. AfterMerge or Split operations, I then adjust the

resources allocated to each group according to c′ and r′. If r′ < r, I de-select some ranks

from M(X) to reduce the number of M(X). If r′ > r, I add some unutilized ranks into

M(X) to increase the number ofM(X). After that, the number of ranks per group should

be r′.

Pagemigrationmay be required tomake the access pattern conform to the new PPT

configuration. For example, after Split (Z) → (X,Y ), T (X) may still access M(Y ). If

most of the memory accesses of T (X) do not map toM(X), the new PPT configuration

does not take any effect. Page migration should be managed carefully since it incurs both

performance and energy overheads. I propose a Deferred Page Migration approach to

exploit the temporal locality of memory accesses. That is, after the PPT configuration

changes, I do not move pages immediately, because running threads might bring in new

pages, which are very likely to be hot data due to temporal locality. Therefore, to decide

whether to perform a page migration, I monitor how the accesses are distributed among

ranks in the new configuration. If many memory accesses of T (X) are not mapped to

M(X), I will try to move the pages of T (X) from ∼ M(X) toM(X), and the operation

is called Page Concentration. On the other hand, if the memory accesses in M(X) are

not distributed evenly, I will try to balance the loading among M(X), and the operation

is called Page Distribution.

Page Concentration may be triggered due to Split operations. As I mentioned in

the previous paragraph, after Split (Z) → (X,Y ), if most of the memory accesses of

T (X) do not map to M(X), the Split operation does not take any effect. In this case,

Page Concentration should be triggered to make the access pattern conform to the new

PPT configuration. Since I want to map all memory accesses of T (X) to M(X), I mon-

itor the access distribution between M(X) and ∼ M(X), and Page Concentration is

triggered when the ratio of accesses mapped to ∼ M(X) reaches a predefined Concen-

tration Threshold. For each Page Concentration, I move n recently accessed MRU pages

of T (X) toM(X) from∼ M(X), where n is a small number to limit the migration over-

head. Besides Split operations, reducing the number of ranks per group may also trigger

Page Concentration to move MRU pages of T (X) from ∼ M(X) toM(X) in the same
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way, because the memory accesses of T (X) may be mapped to some ranks of ∼ M(X),
which belonged to M(X) before the PPT configuration changes. In contrast to Page
Concentration, Page Distributionmay be triggered due toMerge operations. AfterMerge
(X, Y ) → (Z), if there are no new pages of T (X) allocated toM(Y ),M(Y ) will contain
no pages belonging to T (X), and no accesses of T (X)will be mapped toM(Y ). To make
the access pattern conform to the new PPT configuration and fully utilize the bandwidth
ofM(Y ) to sustain the system bandwidth demand, I want to map all memory accesses of
T (X) to the ranks in bothM(X) andM(Y ) evenly. So, I check if the memory accesses
of T (Z) (including T (X) and T (Y )) are evenly distributed to all ranks of M(Z). When
accesses are evenly distributed, the numbers of accesses mapped to the hottest rank (i.e.,
the most frequently accessed rank) and the coldest rank (i.e., the least frequently accessed
rank) should be the same. Therefore, Page Distribution is triggered when the access ratio
between the hottest rank and the coldest rank reaches a predefinedDistribution Threshold.
For each Page Distribution, I move n MRU pages of T (Z) from the hottest rank to the
coldest rank. In addition to Merge operations, increasing the number of available ranks
for T (X) may also trigger Page Distribution to move some MRU pages of T (X) to the
newly allocated ranks inM(X), because the newly allocated ranks may contain no pages
belonging to T (X) and no accesses of T (X) are mapped to these ranks. Please note that,
I perform page migrations for all groups in the same way.

4.2.1.3 Architectural Support

The PPT framework requires two architectural supports. For the dynamic BW
estimation method, since it is a reactive approach to decide PPT configurations according
to the usage of the request buffer in the memory controller, I need two hardware counters:
full-counter and empty-counter in the memory controller. The full-counter is increased
by 1 when the request buffer is full at this cycle, and the empty-counter is increased by
1 when the request buffer is empty. I also need a memory mapping interface to read and
reset the hardware counters periodically. Based on the readings of the hardware counters,
the operating system can perform the dynamic BW estimation method accordingly.

Note that, the static BW estimation method does not require special architectural
support, since all required information can be obtained from the operating system and con-
ventional performance monitor units. In the static BW estimation method, to obtain the
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average bandwidth requirement of a thread, the execution time, the page fault traffic and
the L2 miss traffic of a thread are required. The execution time and the number of page
faults of a thread can be easily obtained from the operating system, since the operating
system is aware of thread execution and virtual memory management. The number of L2
misses can be read from conventional performance monitor units. The remaining calcu-
lation of average bandwidth requirement of a thread can be done in the operating system,
which records all necessary information.

For Deferred Page Migration, one hardware counter for each rank is required to
record the number of accesses in the rank. If the page migrations are required, DMA-like
operations are performed to move the pages and the operating system is interrupted to
update the page table.

4.2.2 Thermal Control Policy

Thermal control in the PPT framework is achieved through Group Switching and
Activity Migration. When the system has enough threads for partitioning into groups, bal-
anced temperature among ranks could be achieved through periodically scheduling threads
in different groups as illustrated in Figure 4.2. The question remains to be answered is how
long the group switch interval should be. To achieve power saving and prevent memory
ranks from overheating, the group switch interval needs to be long enough to transit idle
ranks into a low-power mode, and short enough to balance the temperature among mem-
ory ranks. When a rank is idle, according to the power management policy of DDRx, it
takes several microseconds to perform a refresh operation and enter the precharge power-
down state, which is the state that consumes the least power. Therefore, the group switch
interval should be longer than several microseconds to transit the rank into the precharge
power-down state. As for thermal control, I stressed the memory system to see how fast
temperature rises. I found that with the heaviest loading, the operating temperature of a
DDR2-SDRAM chip only increases at most 1◦C in about 40 milliseconds2. Therefore, I
know that if group switch interval is shorter than 40 milliseconds, temperature could be
kept balanced among ranks to avoid hotspot. In modern operating systems, the context
switch interval is usually set to 1 ∼ 10 ms, which is much longer than several microsec-

2I use the simulation setup described in Section 4.3.1 to perform this experiment.
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Figure 4.5: 1-group PPT configuration.

onds, and shorter than 40 milliseconds. Therefore, setting group switch interval equal to

context switch interval could achieve power savings while maintaining balanced temper-

ature at the same time without causing extra OS scheduling overheads.

When there are not enough threads for partitioning into groups, I use Activity Mi-

gration to control temperature. In this case, threads in a group may use only one rank per

channel, and there may exist ranks which are not utilized at all. For example, for a {1, 4, 4}
configuration as illustrated in Figure 4.5, rank1 of all channels are not allocated to any

group. These unutilized ranks could be used for thermal control. When the temperature of

rank0 in channel0 exceeds the thermal threshold, rank0 in channel0 is de-selected, and

rank1 in channel0 is selected to replace rank0. I call this Activity Migration. Since old

pages of the group are still allocated in rank0 in channel0, page migration may be neces-

sary to achieve desired temperature behavior. Here, I adopt the Deferred Page Migration

approach described in Section 4.2.1.2. Please note that Activity Migration could be also

used together with Group Switching for thermal control as long as there are unutilized

ranks.

4.3 Evaluation to PPT Framework
4.3.1 Experimental Setup

I evaluate the proposed PPT framework with trace-driven simulation. The virtual

memory address traces are obtained by Cachegrind, which is the cache simulation compo-

nent of Valgrind [123] profiling tool. I use the cycle-accurate DRAM simulator, DRAM-

sim [124], to model the DRAM system. The traces from different programs are combined

together to formmulti-core workloads. I annotate the memory traces with correct physical

addresses and timestamps according to the page allocation and thread scheduling policies.
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Table 4.1: Processor and memory configurations for PPT evaluation.
Parameters Value
Processor 4-core, 2GHz, 1 hardware context per core

L1 caches (per core) 64KB Inst/64KB Data, 2-way, 64B line
L2 caches (per core) 1MB, 8-way, 64B line

Memory 4 channels, 2 DIMMs/channel, 1 rank/DIMM
Memory controller 32-entry request buffer
Memory rank 1GB, 800MHz DDR2-SDRAM, 32 banks/rank
Memory bank 8192 rows/bank, 512 columns/bank

Channel bandwidth 8-byte/channel, 6.4GB/s

I alsomodel page faults and their associatedmemory accesses, and reflect the delay caused
by memory contention, thread scheduling, and page faults by adjusting the timestamps in
traces. To evaluate DRAM temperature, I adopt HotSpot 3.0 [125], which calculates tem-
perature by modeling DRAM device physical properties.

Table 4.1 shows the processor and memory configurations. The detailed timing
and power configurations of DRAM chips are obtained from Micron’s DDR2-SDRAM
MT47H64M8CF-25E [126]. I assume the open-page row buffer management policy. The
refresh interval of each row is set to 64 milliseconds. I adopt single rank DDR2-SDRAM
DIMMs, which are commonly used. Therefore, for thermal simulation, there is no thermal
interaction between any two ranks, because the ranks are far from each other. The thermal
resistance is set to 5K/W and the ambient temperature is set to 45◦C.

For the proposed PPT method, both the static and dynamic BW estimation meth-
ods are evaluated. In the dynamic BW estimation method, the α threshold value is set
to 70%. In Deferred Page Migration, Concentration Threshold is set to 0.1 and Distri-

bution Threshold is set to 2. The monitoring interval of Deferred Page Migration is 1
millisecond. For each page migration, I move 25 pages. The temperature threshold for
triggering the Activity Migration mechanism described in Section 4.2.2 is 84◦C to make
the peak temperature of memory under 85◦C. The group switch interval is equal to the con-
text switch interval, which is 1 millisecond in these experiments. Besides the proposed
PPT methods, I also implement two other page allocation policies, performance-driven
and power-driven policies. The performance-driven policy distributes pages to all ranks.
To avoid contention, the performance-driven policy balances the loading between ranks
based on the number of page faults of ranks. The power-driven policy allocates pages in
the order they accessed, and an entire rank is filled up before moving to the next, such
that the accessed ranks are minimized. It is the Sequential First-Touch policy in [10].
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Table 4.2: Workloads for PPT evaluation.
Workload Benchmarks Length (Cycles)
SPEC2000-1 {177.mesa, 181.mcf, 164.gzip, 255.vortex, 197.parser, 173.applu, 800 million

176.gcc, 256.bzip2, 301.apsi, 179.art, 171.swim, 183.equake} × 8
SPEC2000-2 171.swim, 173.applu, 176.gcc, 183.equake, 256.bzip2, 301.apsi 20 billion
SPECjbb light-loading SPECjbb × 64, heavy-loading SPECjbb × 64 800 million

Both policies adopt LRU as the replacement policy, and work with the round-robin thread

scheduling policy.

Theworkloads tested for the PPT framework are fromSPECCPU2000 and SPECjbb2005

[127]. The detailed information of workloads are listed in Table 4.2. SPEC2000-1 and

SPEC2000-2 are composed of SPEC CPU2000 benchmarks. SPEC2000-1 simulates a

system with thread number ranging from 1 to 88 over time. In this workload, I have

enough threads to partition threads into groups. I vary the system loading by creating new

threads periodically (8 new threads are created every 0.5 second), and terminating a thread

after it executes 800 million cycles. SPEC2000-2 is created to test how PPT performs

when the system does not have enough threads for grouping. Therefore, SPEC2000-2 in-

cludes only 6 threads. In SPEC2000-2, applications run longer than SPEC2000-1 so the

peak temperature could be higher than the threshold temperature (84◦C) to trigger Activity

Migration. I create the SPECjbb workload to test how PPT performs for transaction-

based server workloads. SPECjbb consists of threads from the SPECjbb2005 benchmark,

which has much more page faults as I/O operations than the SPEC CPU2000 benchmark.

A thread in the SPECjbb2005 benchmark represents an active user posting transaction

requests within a warehouse. There is a one-to-one mapping between warehouses and

threads. The SPECjbb2005 benchmark is inspired by the TPC-C benchmark and loosely

follows the TPC-C specification, and the TPC-C benchmark usually includes thousands

of warehouses in a database [128, 129]. Therefore, the SPECjbb workload could include

thousands of threads to stress the memory system. However, due to the limitation of sim-

ulation time, I include 128 threads in SPECjbb. I vary the system loading of SPECjbb by

creating light-loading threads and heavy-loading threads. In a computer with Xeon E5320

(1.86GHz), the throughput of a full speed heavy-loading thread is about 18000 bops, and

that of a light-loading thread is about 500 bops. I first schedule the light-loading threads,

and then schedule the heavy-loading ones, such that the system loading is light at the

beginning and becomes heavy later.
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4.3.2 Experimental Results

In this section, I first examine if the proposed Adaptive Grouping mechanisms

achieve comparable throughput to the performance-driven policy at all time while con-

suming less power. I also compare the static BW estimation method and the dynamic

BW estimation method in terms of throughput and power consumption. I then show how

the PPT scheme controls memory temperature through Group Switching and Activity Mi-

gration. Finally, I summarize performance, power and thermal of the PPT, performance-

driven and power-driven schemes.

4.3.2.1 Power/Performance Evaluation of Adaptive Grouping

Figure 4.6 shows thememory throughput breakdown of various threads in SPEC2000-

1 with the performance-driven policy. To evaluate the PPT framework under system load-

ing variation, I schedule 8 new copies of a benchmark into the system in SPEC2000-1 ev-

ery 0.5 second. The total throughput of the 8 copies of a benchmark is plotted together in

Figure 4.6. Due to workload variation of SPEC2000-1, we can observe that the delivered

throughput of the performance-driven policy varies. The peak throughput is 9.4GB/s at

1.25s, while the lowest throughput is 0.06GB/s at 0.5s. Since I schedule different bench-

marks into the system at different times, the major contributors of the memory throughput

vary. At 1.25s and 3.75s, the threads of 164.gzip and the threads of 256.bzip2 are re-

spectively the major contributors of the memory throughput, because they are scheduled

at 1s and 3.5s and bring a lot of compulsory page faults into the system. From 1.75s to

3.5s, the threads of 181.mcf are the major contributors of the memory throughput, and the

threads of 301.apsi are the major contributors from 4s to 5.75s. The threads of 179.art

show significant contribution in memory throughput from 5s to 10s, and the threads of

171.swim also incur a lot of memory throughput from 6.5s to 10s. We can observe that

the system loading changes due to the change of executed threads and the change of the

program behaviors of the benchmarks.

Figure 4.7 compares the memory throughput and power consumption of four poli-

cies for SPEC2000-1. The delivered throughput of both Adaptive Grouping mechanisms

is close to that of the performance-driven policy at all time, while the power-driven pol-

icy suffers the most throughput degradation among four schemes. At the time when the
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Figure 4.6: Memory throughput breakdown of threads in SPEC2000-1 with the
performance-driven policy for PPT evaluation.

performance-driven and Adaptive Groupingmechanisms show peak throughput of 9.4GB/

s, the power-driven scheme could only deliver 4.6GB/s. The performance-driven and

Adaptive Grouping schemes finish serving all the requests in about 10 seconds, while the

power-driven policy takes one more second. Note that the throughput of the power-driven

policy is sometimes higher than other three policies. This is because in the power-driven

policy, more requests are queued due to insufficient bandwidth and these requests are han-

dled later when the system loading is light. From the power aspect, we can observe that

the power consumptions of both Adaptive Groupingmechanisms are lower than that of the

performance-driven policy most of the time. When the system loading is light, between

6s∼ 9s, both Adaptive Groupingmechanisms consume similar power to the power-driven

policy. Because the dynamic BW estimation method can estimate the system bandwidth

demand accurately, but the static BW estimation method tends to overestimate the band-

width demand, PPT with the dynamic BW estimation method can reduce more power

consumption (7% in average) than PPT with the static BW estimation method. In 6s ∼

8s, the PPT with the dynamic BW estimation method even saves more power than the

power-driven policy.

I now discuss the relationship between resource allocation and system loading, and
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Figure 4.7: Throughput and power of DRAM system with SPEC2000-1 for PPT evalua-
tion.

explain why the dynamic BW estimation method is better than the static BW estimation

method and the power-driven policy. Figure 4.8 shows how the PPT scheme adjusts the

resources allocated to each group (i.e., the number of ranks per group) to adapt to the work-

load variation, which is indicated as the memory system throughput of the performance-

driven policy. I also show the average number of concurrently accessed ranks for the

power-driven policy for comparison. We can observe that the number of ranks per group

for the dynamic BW estimation method matches the throughput variation closely. For ex-

ample, at 1.25s and 3.75s, the system shows peak throughput, and therefore the dynamic

method allocates about 6 ranks and 4 ranks for a group, respectively. During 4.75s ∼ 6s

and 9.5s ∼ 10s, the system loading is relatively heavy, so the dynamic method allocates

about 2 ranks for a group. In the remaining durations, the system loading is light, and

thus the dynamic method only allocates one rank for a group. As for the static BW es-
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Figure 4.8: The throughput of the performance-driven policy, the number of ranks per
group for the static and dynamic BW estimation methods, and the number of concurrently
accessed ranks for the power-driven policy in SPEC2000-1 for PPT evaluation.

timation method, it often allocates more ranks per group than the dynamic method. The
reason is that the static method takes the maximal total bandwidth demand of threads that
could be scheduled concurrently as the system loading, so it often overestimates the system
bandwidth demand. This is why the dynamic BW estimation method can achieve more
power savings than the static one. In 6s ∼ 8s, as shown in Figure 4.7(b), the dynamic
BW estimation method saves more power than the power-driven policy. That is because,
in 6s ∼ 8s, the system loading is light, and the dynamic BW estimation method allocates
one rank to sustain the bandwidth demand, but due to large footprint of SPEC2000-1, the
power-driven policy allocates pages in five ranks. Since the scheduler in the power-driven
policy is not aware of the page allocation, it schedules the threads accessing these ranks
simultaneously as shown in Figure 4.8, and loses the opportunities to turn these ranks off.

Figure 4.9 shows thememory throughput breakdown of various threads in SPEC2000-
2 with the performance-driven policy. Recall that SPEC2000-2 contains only 6 threads,
so the system loading is very light, and all threads are all created at the beginning, so it
incurs a peak bandwidth demand at the beginning due to compulsory page faults. From
0.5s to 3.5s, the threads are in a phase that has relatively low throughput, and then they
are in another phase that has relatively high throughput from 3.5s to 15.5s. However, the
system loading is still very light from 3.5s to 15.5s.

In Figure 4.10, I show the memory throughput and power consumption of the
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Figure 4.9: Memory throughput breakdown of threads in SPEC2000-2 with the
performance-driven policy for PPT evaluation.

performance-driven, power-driven and Adaptive Grouping mechanisms for SPEC2000-
2. We can observe that all policies deliver similar throughput except that the static BW
estimation method and the power-driven policy show relatively low throughput at the be-
ginning compared to other two policies. This is because they both allocate only one rank
for the running threads. The static BW estimation method only considers the average
bandwidth demand of each thread during entire program execution, so it underestimates
the peak bandwidth demand at the beginning. Except for the beginning stage, the static
BW estimation method and the power-driven policy also achieve the same level of per-
formance as the performance-driven policy in the steady state, since the system loading
is very light. As for the power consumption, the dynamic method consumes more power
than the static one in the initial phase, but it gradually approaches to the static one. After
the initial phase, most of the pages are brought in, therefore, the system bandwidth demand
drops as shown in Figure 4.10(a). The dynamic scheme successfully detects the change
and allocates only one rank to the group afterwards. However, even though there is only
one rank per group for the PPT schemes, the results show that they still have higher power
consumption than the power-driven policy. It is because Activity Migration is triggered
for thermal control and associated page migrations incur power overheads. I will discuss
the overheads for thermal control in Section 4.3.2.4.
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Figure 4.10: Throughput and power of DRAM system with SPEC2000-2 for PPT evalu-
ation.

In Figure 4.11, I show thememory throughput breakdown of the threads in SPECjbb

with the performance-driven policy. The total memory throughput of all 64 light-loading

threads is plotted together as SPECjbb-Light, and the memory throughput of other 64

heavy-loading threads is plotted together as SPECjbb-heavy. We can see that both light-

loading threads and heavy-loading threads incur massive compulsory page faults at the

beginning of the thread execution. The light-loading threads contribute about 0.44GB/s

at the steady state and the heavy-loading threads contribute about 2.78GB/s at the steady

state.

Figure 4.12 compares the memory throughput and power consumption of four

policies for SPECjbb. The most different workload behavior of SPECjbb to SPEC2000-

1 and SPEC2000-2 is that SPECjbb has many I/O operations incurred by page faults.

These I/O operations are served by DMA in background. Since, in the static BW esti-
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Figure 4.11: Memory throughput breakdown of threads in SPECjbb with the performance-
driven policy for PPT evaluation.

mation method, the system bandwidth demand is obtained by considering the maximal

total bandwidth requirement of running threads, the static method does not consider the

memory accesses from I/O operations of idle threads which are swapped out due to page

faults. In this case, the static method often underestimates the system bandwidth demand

in the SPECjbb workload, since many I/O operations in SPECjbb are not taken into ac-

count. Therefore, from Figure 4.12(a), we can see that the static method is not able to

achieve similar throughput as the performance-driven scheme after 6s, because there is a

peak bandwidth demand due to many compulsory page faults from newly scheduled heavy

threads. While for the dynamic method, we can see that it still achieves throughput close

to the performance-driven policy, and its power savings is similar to the power-driven

policy. Since the static method underestimates the bandwidth demand and only allocates

one rank for a group, it delivers even lower throughput than the power-driven policy that

uses more than one rank due to large footprint. The static method achieves the most power

savings among all policies at the expense of noticeable performance degradation.
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Figure 4.12: Throughput and power of DRAM system with SPECjbb for PPT evaluation.

4.3.2.2 Deferred Page Migration Analysis

An important feature of Adaptive Grouping that requires further examination is the
effectiveness ofDeferred Page Migration triggered by new PPT configurations. Deferred
Page Migration is designed assuming memory accesses presenting temporal locality. For
SPEC2000-1, Adaptive Grouping with the dynamic BW estimation method changes the
PPT configuration several times. Here, I show how access patterns conform to the new
PPT configurations after the Split operation at 0.5s and the Merge operations at 4.6s and
4.9s in Figure 4.13(a) and (b), respectively. The sample time is 0.1s. I use the percentage
of memory requests that do not hit the ranks of a group (Rank Miss Rate) as the metric for
Page Concentration. The higher Rank Miss Rate means that memory behavior deviates
more from the desired pattern of the new PPT configuration. The Rank Miss Rate is com-
pared to Concentration Threshold (i.e., 0.1), and page migrations are triggered for Page
Concentration when the Rank Miss Rate is higher than Concentration Threshold. On the
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Figure 4.13: Rank Miss Rate, Hot/Cold Access Rate, New Page Rate and the number of
page migrations for SPEC2000-1 with the dynamic BW estimation method in 0.5s∼1.0s
and 4.6s∼5.1s for evaluations to Deferred Page Migration.

other hand, for Page Distribution, I use the ratio between the numbers of accesses of the

hottest rank and that of the coldest rank (Hot/Cold Access Rate), to quantify if the mem-

ory accesses distribute to the designated ranks evenly. The ideal Hot/cold Access Rate is

1 (i.e., the numbers of accesses are equal among all designated ranks), and the higherHot/

Cold Access Rate indicates more deviated memory behavior from the new PPT configura-

tion. When the Hot/Cold Access Rate is higher than Distribution Threshold (i.e., 2), page

migrations are triggered for Page Distribution. I also show the New Page Rate (i.e., the

ratio of new pages to total accessed pages in a sample period), and the number of page

migrations.

In Figure 4.13(a), the Rank Miss Rate does not increase right after the Split op-
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eration, because a lot of new pages are brought in during the time interval 0.5s ∼ 0.6s.
Due to temporal locality, the new pages are very likely to be hot data and contribute a lot
of memory accesses which conform to the new PPT configuration. Therefore, Rank Miss
Rate is low and only a few page migrations are triggered. However, in the time interval
0.8s ∼ 0.9s, threads scheduled at that time access more old pages, therefore, Rank Miss
Rate is higher and more page migrations are triggered. After 0.9s, Rank Miss Rate drops
below 10%, and maintains stable thereafter. Figure 4.13(b) shows the similar behavior to
Figure 4.13(a) except that page migrations are triggered for Page Distribution afterMerge
operations. As shown in Figure 4.13(b), during the time interval 4.6s∼ 4.7s, theHot/Cold
Access Rate does not increase right after the Merge operation at 4.6s, because there are
many new pages. However, the New Page Rate decreases and the Hot/Cold Access Rate
increases in 4.7s∼ 4.9s. The behavior after theMerge operation at 4.6s is quite similar to
that after the Split operation at 0.5s. The other example in Figure 4.13(b) is theMerge op-
eration at 4.9s, where the Hot/Cold Access Rate increases right after the Merge operation
and it triggers more page migrations since fewer new pages are brought in.

The experiments show the efficiency of Deferred Page Migration which only
moves the recently accessed MRU pages when the memory behavior does not conform
to the new PPT configuration. I find that the moved pages are only 3% of total pages
in the experiments. Moving a few pages is enough to make the access pattern conform
to the new PPT configuration, because the MRU pages are very likely to be hot pages
which contribute many memory accesses due to temporal locality. The access pattern
always conforms to the new PPT configuration very quickly. After Split operations or
the number of ranks per group decreases, the Rank Miss Rate always drops below 10%
in 1s, and after Merge operations or the number of ranks per group increases, the Hot/
Cold Access Rate always drops below 1.3 in 1s. The experimental results show that the
number of memory requests incurred by page migrations is no more than 3% in the overall
memory requests after PPT configuration changes. Therefore, the performance and power
overhead are negligible.

4.3.2.3 Power State Analysis

The power reduction of the PPT framework comes from clustering memory re-
quests into a subset of memory ranks and putting the remainings into low-power modes
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Figure 4.14: Power state breakdown of DRAM system with SPEC2000-1 for PPT evalu-
ation.

to save energy. Therefore, it is important to know how much time the memory ranks
are transferred into low-power modes, especially precharge power-down state, which is
the state that consumes the least power. Figure 4.14 shows the power state breakdown
of DRAM ranks with the performance-driven policy, the power-driven policy and the
dynamic BW estimation method of Adaptive Grouping for SPEC2000-1. As shown in
Figure 4.14, during the program execution, the memory system spends 31% of the time
in the precharge power-down state with the performance-driven policy, but the memory
system spends more than 57% of the time in the precharge power-down state with the
power-driven policy and the dynamic BW estimation method to achieve significant power
savings. This is because the memory requests are clustered into a subset of memory ranks.
The idle ranks do not receive anymemory request and do not perform row accesses. There-
fore, there is no data in the row buffers of idle ranks after refresh operations and the row
buffers can be turned off to save power.

4.3.2.4 Thermal Evaluation

The proposed PPT scheme controls memory temperature throughGroup Switching
and Activity Migration. I first present the temperature profile of SPEC2000-1 to show how
Group Switching performs. I then demonstrate the thermal effect of Activity Migration

using SPEC2000-2. Please note that the temperature in the following discussion is the
highest temperature among ranks at a time instance.

Figure 4.15(a) shows the temperature of the performance-driven, power-driven,
and PPT mechanisms for SPEC2000-1. We could see that PPT maintains the lowest tem-
perature among all schemes most of the time. The power-driven policy results in signifi-
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Figure 4.15: Temperature of DRAM system for PPT evaluation.

cantly higher temperature than PPT. For example, the power-driven policy achieves about
6.2◦C higher peak temperature than the static BW estimation method at 2.75s and achieves
about 6.9◦C higher peak temperature than the dynamic BW estimation method at 9.25s.
The peak temperature of the power-driven policy even exceeds 85◦C. The performance-
driven policy has pretty good thermal profile but it is still slightly higher than PPT. The
temperature advantage of PPT over the performance-driven policy comes from lower
power consumption of PPT as discussed in Section 4.3.2.1. Since the dynamic BW es-
timation method shows more power savings than the static BW estimation method, the
temperature of the dynamic BW estimation method is also slightly lower than that of the
static BW estimation method.

Figure 4.15(b) shows the temperature of the performance-driven, power-driven
and PPTmechanisms for SPEC2000-2. Since the system has only one group for SPEC2000-
2, memory temperature cannot be kept balanced through Group Switching. So both PPT
mechanisms have higher temperature than the performance-driven policy, which distributes
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Table 4.3: Normalized throughput, power and peak temperature of the performance-driven
policy, the power-driven policy and the PPT mechanisms.

Performance- Power- PPT- PPT-
driven driven Static Dynamic

SPEC2000-1

Normalized Average Throughput 1.00 0.91 1.00 0.99
Normalized Peak Throughput 1.00 0.49 1.00 1.00

Normalized Power 1.00 0.74 0.83 0.76
Peak Temperature 79.1◦C 87.7◦C 78.0◦C 77.2◦C

SPEC2000-2

Normalized Average Throughput 1.00 0.99 0.99 1.00
Normalized Peak Throughput 1.00 0.95 0.95 1.00

Normalized Power 1.00 0.58 0.67 0.70
Peak Temperature 78.5◦C 87.5◦C 84.4◦C 84.4◦C

SPECjbb

Normalized Average Throughput 1.00 0.95 0.93 1.00
Normalized Peak Throughput 1.00 0.45 0.43 1.00

Normalized Power 1.00 0.85 0.68 0.84
Peak Temperature 79.8◦C 84.2◦C 76.1◦C 77.9◦C

pages to all ranks. But with Activity Migration, I could control the temperature under a
pre-defined threshold (i.e., 85◦C in this case). In contrast, the power-driven policy has
no way to control temperature, therefore, its peak temperature exceeds 85◦C. The exper-
imental results show that Activity Migration incurs about 7% more memory requests due
to Deferred Page Migration. Therefore, the overheads of page migration is negligible.
However, since the running threads may access two different ranks3, two ranks are active
during Activity Migration. In this case, the power consumption of PPT is higher than that
of the power-driven policy, which accesses only one rank, by about 10%.

4.3.2.5 Summaries of Performance, Power and Temperature of PPT

Table 4.3 shows the average throughput, peak throughput, power and peak temper-
ature of the performance-driven policy, the power-driven policy, the static BW estimation
method and the dynamic BW estimation method of Adaptive Grouping for SPEC2000-
1, SPEC2000-2 and SPECjbb. Throughput and power are normalized to those of the
performance-driven scheme.

We can see that both Adaptive Grouping ones can achieve comparable peak and
average throughput to the performance-driven policy by utilizing sufficient channels and
ranks to sustain bandwidth demand for SPEC2000-1 and SPEC2000-2. But the static
BW estimation method suffers noticeable throughput degradation for SPECjbb, because
it is not aware of the background I/O operations and underestimates the bandwidth de-

3The rank whose temperature exceeds the thermal threshold and the newly selected rank.
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mand. For SPEC2000-1 and SPECjbb, the power-driven policy only achieves about half
of the peak throughput of the dynamic BW estimation method and the performance-driven
policy. For the power aspect, Adaptive Grouping mechanisms achieve 15.7% ∼ 33.2%
power savings, while the power-driven policy achieving 15.3% ∼ 42.0% power saving
compared to the performance-driven policy. The dynamic BW estimation method can
achieve more power saving than the static BW estimation method for SPEC2000-1, be-
cause it can estimate the bandwidth demand more accurately to transit more ranks into the
low-power mode for power reduction. But the static BW estimation method can achieve
more power saving than the dynamic BW estimation method for SPEC2000-2 at the ex-
pense of performance degradation due to bandwidth underestimation in the initial phase.
For temperature, both Adaptive Grouping mechanisms have the lowest peak temperature
for SPEC2000-1 and SPECjbb, which have a lot of threads to partition threads into groups.
For SPEC2000-2, the peak temperature of the power-driven policy exceeds 85◦C, while
both PPT mechanisms can keep memory devices from overheating. The peak tempera-
ture of the power-driven policy is 3 ∼ 10◦C higher than that of PPT. We can observe that,
the dynamic BW estimation method is good in all cases among all policies to tradeoff
performance, power and temperature.
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Chapter 5

SECRET Framework: DRAM Refresh Power Reduction

5.1 Introduction

As discussed in Chapter 1, one of the main challenges in low-power DRAM de-

sign is the inevitable refresh process. Researchers have proposed several approaches to

reduce DRAM refresh power, such as disabling the refresh operations for memory blocks

that have no data [83], or are recently recharged by memory accesses [77]. Liu et al. ap-

ply different refresh intervals to memory blocks independently according to their retention

times [7]. Another approach is to prolong the refresh interval and adopt conventional Error

Correcting Code (ECC) methods, e.g., Hamming code or Bose-Chaudhuri- Hocquenghem

(BCH), to correct retention errors [97]. In these approaches, error correcting codes are ap-

plied to all DRAM cells. Therefore, it does not only come with significant area overheads,

but also incur performance and energy penalties since decoding and encoding ECCs are

required for every memory read/write. For example, in a conventional (72, 64) Hamming

code, eight DRAM chips are paired with an extra chip, which requires 12.5% area over-

head and additional power consumption. Wilkerson et al. [97] adopt the BCH code to

reduce refresh power consumption of eDRAMs that are used as the last-level caches. In

[97], all cache lines are protected by BCH, and a low-complexity decoding method can

be adopted when there is no more than one error in a cache line. The area overhead of

the method can be reduced by increasing the data size protected by BCH, but this incurs

other overheads, such as bandwidth requirement. Although an optimization is proposed

to solve this issue, the optimization is only suitable for caches, not for off-chip memories.

In this dissertation, I propose a novel error correction mechanism for retention

errors in DRAMs, called SECRET (Selective Error Correction for Refresh Energy reduc-

Tion). SECRET is developed based on the concept called Selective Error Correction.
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Retention errors can be treated as hard errors, and are sparsely distributed over DRAM
chips. According to Kim et al. [122], only 10−6% of the cells have data retention times
shorter than 128ms, and 10−4% of the cells have data retention times shorter than 500ms.
Therefore, if I have a priori knowledge of cells with high leakage rates, instead of equip-
ping error correction capability in all memory cells as existing ECC schemes, I can allocate
error-correcting bits for those leaky cells only and utilize a refresh interval that is longer
than their data retention times to reduce refresh power. This observation leads to a very
different error correction design for retention faults from prior works.

In this chapter, I describe the proposed SECRET framework in Section 5.2, and
Section 5.3 shows the experiments for the SECRET framework.

5.2 The SECRET Framework
5.2.1 Main Idea

The SECRET framework is designed to prolong the refresh interval for reducing
DRAM refresh power with a cost-effective error correction method that corrects the re-
tention errors. Figure 5.1 shows the overview of the proposed SECRET framework. As
mentioned in Chapter 1, the main design concept of SECRET is that with a priori knowl-
edge of leaky cells under a refresh interval, I could construct a resource-efficient error cor-
rection scheme. Therefore, the center of SECRET is a Selective Error Correction (SEC)
mechanism that equips the error correction capability only to identified leaky cells. To
achieve more refresh power reduction (i.e., longer refresh interval), SEC must be able to
tolerate more retention errors, which in turns require more resource overheads. Therefore,
an architect must carefully evaluate the power savings versus overheads tradeoff to decide
the target error rate that SEC is built for. A one-time profiling process to collect actual
retention times of memory chips is performed before a machine is first used. Off-line
profiling can be performed by system providers, or users if the profiling utility is built in
the system. The addresses of leaky cells are stored in a file along with required error cor-
recting bits. During system booting, the addresses of leaky cells and their correcting bits
are then loaded into the main memory. To maintain the robustness against variations in
data retention times due to the change in operating temperature, the SECRET framework
adjusts the refresh interval at runtime to adapt to temperature variation. Below I describe
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Figure 5.1: SECRET framework.

the details of the major building blocks of the proposed SECRET framework.

5.2.2 Candidates of the Error Correcting Scheme in SECRET

As discussed earlier, the retention errors must be corrected when increasing the

refresh interval to reduce refresh power. In this section, I introduce three error correcting

schemes that have been proved to be able to correct errors in main memories.

5.2.2.1 Hamming Code ECC

The Hamming code ECC is widely used to correct soft errors in DRAM modules.

The Hamming code can correct one error in d data bits by p parity bits, where d is smaller

than 2p − p (d < 2p − p). For example, for 64 data bits, at least 7 parity bits are required

to correct 1 error. The Hamming code that is typically used in DRAMs has 8 parity bits

to provide single error correction and double error detection capabilities for 64 data bits.

This is also known as the conventional (72, 64) Hamming code, which is widely used in

main memories due to its simple encoding/decoding process and short decoding time. To

reduce refresh energy consumption, Emma et al. [78] proposed to increase the refresh

interval and correct retention errors by the Hamming code. However, the disadvantage of

the Hamming code is that it can only correct one error.

5.2.2.2 Bose-Chaudhuri-Hocquenghem (BCH) Code ECC

The BCH ECC is a polynomial ECC based on a finite field, and can correct more

than one error. The BCH code can correct k errors in d data bits by using p parity bits,
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where d is smaller than 2p/k − p− 1 (d < 2p/k − p− 1). Although the BCH code can cor-

rect multiple errors and provide variable-strength error-correcting capability, the decoding

and encoding processes of the BCH code are quite complex, and make it not suitable for

time-critical main memories. Currently, the BCH code is widely used in secondary stor-

age systems, such as NAND Flash. Zhang et al. [130] propose to use the BCH code to

correct multiple wear-out errors in the phase change memory that is utilized as a part of the

main memory system. Targeting at platforms utilizing eDRAMs as the last-level caches,

Wilkerson et al. [97] use BCH code to reduce the refresh power consumption of eDRAMs.

5.2.2.3 Error Correcting Pointer

Error Correcting Pointer (ECP) [1] is proposed for correcting wear-out errors in

phase change memories. Since wear-out errors can be known in advance, only faulty cells

are equipped with ECPs. The structure of an ECP is shown in Figure 5.2(a). An ECP entry

is composed of p-bit correction pointer and a replacement cell. Among the 2p data bits,

the correction pointer indicates which bit has a hard error. The replacement cell stores the

correct data. For example, in Figure 5.2(a), the 510-th bit is known to be a faulty cell. Its

ECP has the pointer set to 510, and the replacement cell stores the correct data. A p-to-2p

row decoder is required to align the replacement cell with the error to perform decoding.

Figure 5.2(b) shows the logic of ECP1 decoder [1] that corrects one error in 512 data

bits. The ECP scheme is optimized for wear-out errors that are stuck at a fixed value by

using a differential encoding where the replacement bit conditionally inverts the failed

bit. ECP is very flexible to correct multiple errors since each identified error is protected

by a specific ECP. In the meantime, the ECP scheme keeps its decoding simplicity for

correcting multiple errors by correcting errors one-by-one. However, the ECP scheme

can only handle hard errors that are known in advance, but not soft errors since ECPs

have no ability of detecting errors.

5.2.3 Selective Error Correction (SEC)

To design the SEC mechanism, there are two main design issues. First, what kind

of error correction method should be used to correct retention errors? Second, how do I

locate memory cells with retention errors at runtime?
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Figure 5.2: (a) Error correcting pointer. (b) Hardware implementation for ECP1 decoder
[1].

A good error correction method for SEC should support variable-strength error-

correcting capability. The distribution of retention errors is random within a DRAM chip.

That is, the number of retention errors of a memory block protected by error-correcting

bits varies. Since retention errors can be treated as hard errors, all the leaky memory cells

that are identified at off-line need to associate with error-correcting bits. Therefore, the

most cost-effective error correction method for SEC is to allow memory blocks with more

retention errors to have stronger error correction capability, and vice versa. To achieve

this, the ECP scheme mentioned in Section 5.2.2.3 is a perfect candidate for retention

errors1. The number of ECPs of a protected memory block is equal to the number of faulty

cells. Although BCH is also able to provide variable-strength error-correcting capability,

its decoding and encoding are much more complex than that of ECP.

To locate memory cells with retention errors at runtime, I partition memory space

into equal-sized regions. As shown in Figure 5.3, ECPs of the same memory region are

placed contiguously in the memory, and the ECP directory is used to index the ECPs. The

ECP directory is indexed by the region number. Each entry of the ECP directory records

the number of ECPs in the corresponding memory region and the physical address of the

first ECP of the region. For each memory request, the ECP directory is checked to see

1Bit-fix [106] also provides the same capability. I choose the ECP scheme, but bit-fix can also be adopted
in SECRET.
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Figure 5.3: Error correcting information for the SEC mechanism.

Figure 5.4: Architecture of the SEC cache.

if the corresponding memory region contains faulty cells (i.e., a non-zero number in the
field of the number of ECPs). If there are faulty cells, all ECPs of the memory region are

fetched from the memory, and the memory controller compares the pointers of ECPs and
the address of the requested data. The ECPs that match the address are decoded to perform
error correction.

From the above discussion, we can see that the SEC mechanism introduces extra
memory requests for fetching the ECP directory and ECPs. To minimize the performance

overhead of additional memory accesses, I propose an optimization to cache the ECP
directory and ECPs in the memory controller. When the ECP directory entry and ECPs
of a region are fetched from memory to the memory controller, they are kept in the SEC

cache in the memory controller. Figure 5.4 shows the architecture of the SEC cache. Each
SEC cache line stores the information of one ECP directory entry and all the ECPs in that

region. To have an ECP directory entry and ECPs of a memory region cached in the same
set, the SEC cache is indexed by region numbers instead of the physical addresses of the

ECP directory or ECPs. The dirty bit is used to indicate if the replacement cells of ECPs
are updated. If a replacement is required, a write-back operation of ECPs is triggered if

the corresponding dirty bit is set. Please note that the ECP directory part in the SEC cache
is read-only and does not have to be written back to memory.
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The decision of the SEC cache configuration is crucial for system performance.

The cache configuration includes the number of sets, the number of ways and the cache

line size. The numbers of sets and ways of the SEC cache affect the hit rate of the SEC

cache. Since a design that achieves acceptable cache hit rate is decided by the access

pattern of the memory regions, the numbers of ways and sets of the SEC cache can be

decided along with the configuration of the micro-architecture during system design time,

which performs design space exploration with the target workloads.

For the SEC cache line size, it decides the number of ECPs in a region that can

be cached. So, to decide the appropriate cache line size, an architect needs to estimate

the number of retention errors in a region given an error rate. Here I assume the geo-

metric distribution of retention times is uniformly random distribution. Since the leakage

currents that cause retention errors are from several different sources, e.g., band-to-band

tunneling current, body effect, etc. [131], which may have different geometric distribution

properties. So, it is reasonable to assume that retention errors are uniformly randomly dis-

tributed among DRAM chips. Moreover, memory cells in a region do not usually locate

in the same chip. In a typical DRAM system design, the requested data are interleaved

in all DRAM chips in a rank. For example, in an 8-chip DRAM rank, a contiguous 64-

byte data block is partitioned into eight 8-byte data blocks, which are distributed across

eight DRAM chips in this rank. Therefore, I believe that strong locality among retention

errors are not common cases. Extreme cases only happen when excursions occur dur-

ing DRAM manufacturing. However, to be able to accommodate variations among real

DRAM chips, I could set the line size larger than what is estimated with data generated

based on uniformly random distribution.

Figure 5.5 shows the system architecture of the SEC mechanism. The memory

controller contains the SEC cache and the Error Correcting Unit. The Error Correcting

Unit is similar to the ECP1 decoder described in [1] that decodes one ECP at one time.

However, unlike phase change memories, the data values of faulty DRAM cells with re-

tention errors are not stuck at 0 or 1, and the differential encoding is not applicable. I

explicitly store the replacement value in the replacement cell and slightly modify the de-

coder accordingly. When the memory controller receives a memory request, the memory

controller issues requests to both the memory arrays and the SEC cache. If the requested
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Figure 5.5: System architecture of the SEC mechanism.

ECPs are found in the SEC cache, the error correction information is provided to the Error
Correcting Unit from the SEC cache directly. In this case, no extra memory requests are
issued. If it is an SEC cache miss, the memory controller first issues a memory access
to fetch the ECP directory entry from memory. One or more memory accesses for the
ECPs are needed only when the ECP directory entry indicates that there are errors in the
requested region.

5.2.4 Off-line Phase: ECP Directory/ECPs Construction

During the off-line phase, I first identify memory cells with retention errors given
a target error rate and then build the ECP directory and ECPs accordingly.

I characterize data retention times of DRAM cells in a method similar to the testing
process proposed in [81] and [92]. The process prolongs the refresh interval incremen-
tally and checks if the DRAM cells can retain data. To test the DRAM chips, all refresh
operations are disabled and the row buffers are managed by the close-page policy. The
testing process writes all 1’s to the chips, waits for a refresh interval, and reads the data
back to see if they are intact. The process is executed until the number of retention errors
meets the target number, or I find that the number of errors in a region meets the number
of ECPs that an SEC cache line can keep.

The off-line profiling process is performed once before a machine is first used,
and the time required for retention time testing is quite small. As mentioned above, the
profiling process includes (1) writing data into the DRAM, (2) waiting for the target re-
tention time, and (3) reading the data out. Assume that I perform the profiling process on
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a 4GB DRAM, which has 512K rows, and the tested refresh intervals range from 50ms

to 1s. According to [132], writing and reading a row needs 3.4us and 2.8us, respectively.

Since Step (2) can be overlapped with reads/writes of other rows, one-pass profiling time

can be estimated as reading/writing 512K rows, which is equal to 3.3 seconds. So with 20

refresh threshold steps, the overall profiling process takes about 66 seconds. If the DRAM

system has multiple memory controllers and/or multiple memory channels that allow the

DRAM rows to be read or written simultaneously, the testing of retention times can be

performed in parallel to reduce the time required for the off-line profiling process.

With the knowledge of the physical positions of leaky cells, I then construct the

ECP directory and ECPs. Both the ECP directory and ECPs need to be placed in non-leaky

cells. Since the whole ECP directory needs to be placed in contiguous memory cells, it is

possible that I am not able to find a big enough memory segment without any retention

errors. In this case, I adopt the Triple-Modular Redundancy (3-MR) ECC that duplicates

the original data twice to protect the ECP directory. To avoid three separate accesses to

read an ECP directory entry that is protected by 3-MR, I place the three copies of an ECP

directory entry (108 bits = 14 bytes) consecutively in the same 64B data block so that all

three copies can be accessed in one memory access. A majority vote is performed at the

memory controller when these three copies of the ECP directory are different. The logic

for the majority vote for each bit only requires 3 AND gates and 2 OR gates, so the logic

is quite simple and very fast. The only situation of having uncorrectable errors with 3-MR

is that the same bit positions of two copies of an ECP directory entry have retention errors.

The probability for this to happen is extremely low. For example, in a 4GBDRAM system

with region size of 128KB and 10−6 retention error rate, the probability is 3.5×10−6. The

placement of ECPs is more flexible than that of the ECP directory. Only the ECPs of

the same region need to be stored contiguously in memory not the whole ECPs. The

constructed ECP directory (along with its starting address) and ECPs are stored in a file.

During system booting, these error correction information are then loaded into memory.

5.2.5 Refresh Interval Adaptation

The data retention capability of memory cells are subjected to various system per-

turbations, like temperature. Higher temperature leads to larger leakage current. There-
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fore, to ensure the robustness of the proposed SECRET framework, the refresh interval
needs to be adjusted dynamically to adapt to temperature variation. My approach is similar
to the runtime refresh interval adaptation method in the prototype proposed by Katayama
et al. [92]. The basic idea of the refresh interval adaptation is to adjust the refresh interval
so that the number of retention errors are kept constant. That is, when unexpected reten-
tion errors are detected, the refresh interval should be scaled down. On the other hand,
when expected retention errors are not detected, the refresh interval should be scaled up.
To support this, in addition to identifying the memory cells with retention errors given a
target error rate, I also need to identify the memory cells that may cause retention errors
when fluctuations of temperature occur, and monitor these bits periodically. So, in Sec-
tion 5.2.5.1, the process of identifying the memory cells for refresh interval adaptation is
described. Moreover, I also need to identify the maximum leakage variation during the
monitoring period so that I can guarantee that all memory cells that may cause retention
errors due to temperature change are identified. The calculation of the maximum leakage
variation ratio is described in Section 5.2.5.2. Then, I show the proof of the correctness
of the refresh interval adaptation in Section 5.2.5.3.

5.2.5.1 Profiling Memory Cells for Refresh Interval Adaptation

As shown in Figure 5.6, refn indicates the refresh interval value that reaches the
target error rate. The set of bits with retention times between refn and refn+1 are the
DRAM cells that have the shortest data retention times among the DRAM cells that are
not expected to have retention errors if system temperature is close to the setting of the
off-line profiling. This set of bits are indicated as Set 2 in Figure 5.6. Memory cells in
Set 2 should also be protected by ECPs to prevent retention errors when the leaky current
increases. On the other hand, as shown in Figure 5.6, Set 1 is the set of DRAM cells that
have the longest data retention times among those DRAM cells that may have retention
errors. So, in the SECRET framework, bits in Set 1 and Set 2 are periodically checked
and corrected. When there are no retention errors in Set 1, this indicates that the length
of the refresh interval can be increased to further reduce refresh power since the number
of retention errors is lower than expected. When there are retention errors in Set 2, the
length of the refresh interval should be reduced to guarantee the correctness of the DRAM
system.
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Figure 5.6: Data retention time distribution of DRAM cells and bits in Set 1 and Set 2.

5.2.5.2 Deduction of the Worst Case Leakage Ratio

To guarantee that all retention errors are protected by ECPs, I need to ensure that
Set 2 covers all the bits that may cause retention errors due to temperature change under the
worst case during the monitoring period. To achieve this, I need to find out the maximum
leakage variation ratio, i.e., maximum/minimum leakage current, during the monitoring
period under the extreme temperature change condition. Since retention time variation is
proportional to that of leakage current, the maximum leakage variation ratio is also the
maximum retention time variation ratio during the monitoring period. Let t denotes the
monitoring period, and R denotes the maximum retention time variation (leakage varia-
tion) when chip temperature is T in monitoring period t. I can deduce that, to guarantee
Set 2 (Set 1) to cover all the bits that should be checked periodically with the maximum
leakage variations within the monitoring period, refn+1 (refn−1) in Figure 5.6 should be
set as refn ×R (refn/R).

As mentioned earlier, the maximum retention time variation R is proportional to
the maximum variation of leakage current during the monitoring period t. According
to [133], when the chip temperature is T , the amount of leakage current I0(T ) is modeled
by the following equation.

I0(T ) = I0(25
oC)× (T/300)1.8. (5.1)

Therefore, when the chip temperature is T , and the maximum temperature increase in t is
∆T , the maximum leakage variation ratio R(T, t), which is also the maximum retention
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time variation ratio of the period t, can be calculated by the following equation.

R(T, t) =
I0(25

oC)× ((T +∆T )/300)1.8

I0(25
oC)× (T/300)1.8

= ((T +∆T )/T )1.8.

(5.2)

According to [44], given the chip temperature T and monitoring period t, ∆T can be
modeled by

∆T = ((TR× P + Tamb)− T )× (1− e−t/τ ), (5.3)

where TR is the thermal resistance, P is the peak power consumption of the chip, Tamb is
the ambient temperature, and τ is the time for the temperature difference between T and
(TR× P + Tamb) to be reduced by 1/e.

So, assuming the chip has maximum and minimum working temperature of Tmax

and Tmin, the maximum to minimum retention time ratio R in the extreme case is

R = max(R(T, t)), Tmin ≤ T ≤ Tmax. (5.4)

Therefore, as mentioned earlier, Set 2 (Set 1) should cover all the bits with retention times
between refn and refn × R (refn and refn/R). Equipping ECPs for bits in Set 2 can
guarantee that there are no uncorrectable retention errors even with extreme temperature
change during the monitoring period. I will give the proof of the correctness for the refresh
interval adaptation process in the next subsection.

5.2.5.3 Proof of the Correctness of Refresh Interval Adaptation

According to Section 5.2.5.2, the bits without any error correcting capabilities are
those with retention times that are longer than refn × R. I can prove that, there are no
uncorrectable errors during the period t when refresh interval adaptation process is per-
formed. That is, no uncorrectable retention errors occur no matter the refresh interval is
prolonged or shortened.

Now, I show that bits with retention times longer than that of the bits in Set 2 are
guaranteed not to have retention errors in any cases. The proofs of all cases are as follows:

Maintaining the refresh interval : Assume the current refresh interval is ref . If I find
errors in Set 1, but not in Set 2, this indicates that there is no obvious change in
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chip temperature, and the refresh interval should be still ref . Even if temperature

changes after adaptation, since I can guarantee that the retention time variation dur-

ing time interval t in the worst case isR, at most the bits in Set 2 may cause retention

errors due to temperature change under the worst case during the monitoring period

t. Therefore, non-protected bits are guaranteed to not having retention errors be-

cause these bits have retention times longer than those bits in Set 2 in the worst

case.

Prolonging the refresh interval : Assume the current refresh interval is ref . If I find no

errors in Set 1, this indicates that the chip temperature drops, and the refresh interval

can be prolonged from ref to ref ×R. If temperature does not change, at most the

bits in Set 1 may cause retention errors due to refresh interval adaptation. Even if

temperature changes after adaptation, since I can guarantee that the retention time

variation ratio during time interval t in the worst case is R, at most the bits in Set 2

may cause retention errors due to temperature change under the worst case during

the monitoring period t. Therefore, non-protected bits are guaranteed to not having

retention errors because these bits have retention times longer than those bits in Set 2

in the worst case.

Shortening the refresh interval : Assume the current refresh interval is ref . If I find

errors in Set 2, this indicates that the chip temperature raises, and the refresh interval

should be shortened from ref to ref/R. Even if temperature raises again after

adaptation, since I can guarantee that the retention times are also shortened by R

times in the worst case during time interval t, at most the bits in Set 2 may still

cause retention errors due to temperature change under the worst case during the

monitoring period t. Therefore, non-protected bits are guaranteed to not having

retention errors because these bits have retention times longer than those bits in

Set 2 in the worst case.

Therefore, non-protected bits are guaranteed to not have retention errors because

these bits have retention times longer than those bits in Set 2. As a result, the correctness

of the adaptation process can be guaranteed in all cases.
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Table 5.1: Number of bits/bytes of each ECP directory/ECP field in the SECRET frame-
work.

An ECP Directory Entry
Num. of ECPs 4 bits ×3 = 12 bits
ECP address 32 bits ×3 = 96 bits

Total 14 bytes
ECP

Correction pointer 20 bits
Replacement cell 1 bit

Total 3 bytes

5.2.6 Discussion on Overheads of SEC

ECP Directory/ECPs: The number of bits/bytes required by each field in the ECP

directory and ECPs are listed in Table 5.1. As mentioned in Section 5.2.4, I use the 3-MR

technique to protect the ECP directory. So, I have three copies of each ECP directory

entry which needs 108 bits (14 bytes) in total. The memory space allocated to the ECP

directory is related to the number of regions only and independent of the number of tolera-

ble retention errors. For ECPs, because one ECP is used to correct one retention error, the

amount of memory space occupied by ECPs is related to the number of retention errors.

Assume I have a 4GB DRAM system, which is partitioned into 32K regions where each

of the region is 128KB, each ECP needs 20 bits for recoding the position of the error in

the region, and 1 bit for the replacement cell. With 10−7 retention error rate, the ECP di-

rectory and ECPs occupy only 0.01% of the memory space. Even with the retention error

rate up to 10−4, the memory space required for the ECP directory and ECPs is still very

small, only 0.24%.

Error Correcting Unit: My Error Correcting Unit adopts the ECP1 decoder sim-

ilar to the one shown in Figure 5.2(b). The ECP1 decoder has a 9-to-512 row-decoder

to align the replacement cell with the leaky cell [1]. The ECP1 decoder has a reasonably

small latency which is no more than one processor cycle [1], but only one ECP can be

decoded at a time. The data block size of a memory access is processed in the Error Cor-

recting Unit at a time. In a DDR3 memory, the block size is 64 bytes. The possibility of

having multiple errors in such a small unit is quite low. In my experiments, 0.05% of data

blocks have one error, and only 1.04 × 10−5% of data blocks have two errors. No data

blocks have three or more errors. Therefore, one or two ECPs are decoded only in very

few cases. For the area overhead, my synthesis results show that the Error Correcting
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Unit needs only 0.014mm2 area with 45nm technology, which is negligible compared to
the memory controller.

SEC Cache: The SEC cache size is determined by three configuration parameters,
associativity, the number of sets, and cache line size. The cache line size affects how
many retention errors SEC can tolerate in a region, while the associativity and number
of sets decide the hit rate of an SEC cache, which is workload dependent, not DRAM
size dependent. A larger SEC cache can reduce extra memory accesses and tolerate more
errors at the expense of higher overheads of accessing the SEC cache itself. As mentioned
in Section 5.2.3, the design of SEC cache is workload related and should be performed
along with the micro-architecture during the system design time. In Section 5.3.2.1, I will
present a systematic way to make a right design decision for the SEC cache.

Refresh Interval Adaptation: The monitoring overheads of the refresh interval
adaptation process mainly come from the extra memory accesses for reading the bits in
Set 1 and Set 2 along with their ECP directory and ECPs. Assuming the monitoring per-
formed for every second and the operating temperature between 25◦C and 85◦C, I can
infer that the maximum leakage variation R is equal to 1.003607 according to the method
discussed in Section 5.2.5. So if I have a 4GB DDR3-1333 SDRAM system partitioned
into 32K regions, with the retention time distribution taken from [122] and 10−6 target
error rate, Set 1 and Set 2 contain 694 and 719 bits, respectively. Therefore, reading Set 1
and Set 2 incurs about 91KB/s bandwidth overheads, and accessing the ECP directory
and ECPs incurs about 4MB/s bandwidth overheads. Since the channel bandwidth of a
DDR3-1333 SDRAM is 10.66GB/s, the bandwidth overheads incurred by the adaptation
process take no more than 0.1% of DRAM channel bandwidth.

5.3 Evaluation to SECRET Framework
5.3.1 Experimental Setup

The simulation framework used in this chapter is composed of three components:
Wind River SIMICs [134], Ruby of Gems [135] and DRAMsim [124]. SIMICs is a
full system simulator that can execute target benchmarks on unmodified operating sys-
tems. To simulate memory and cache in details, Ruby that is integrated with DRAMsim
is loaded into SIMICs. I simulate a Sun virtual machine called Abisko that runs a version
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Table 5.2: System configurations for SECRET evaluation.
Parameters Value
Processor 4-core, 2GHz, 1 hardware context per core

L1 caches (per core) 64KB Inst/64KB Data, 2-way, 64B line
L2 cache (shared) 8MB, 16-way, 64B line

DRAM 4GB, 2 channels, 2 DIMMs/channel, 1 rank/DIMM
Memory controller 32-entry request buffer
Memory rank 1GB, 1333MHz DDR3-SDRAM, 8 banks/rank
Memory bank 16384 rows/bank, 1024 columns/bank

Channel bandwidth 8-byte/channel, 10.66GB/s
Row buffer management open-page policy
Refresh configuration 64ms, one-channel, one-rank, all-bank policy

The SECRET framework region size of 128KB, 32K regions in a 4GB DRAM
ECP directory 32K entries

Table 5.3: Workloads for SECRET evaluation.
Workload suit Details
SpecJBB 4 warehouses
Spec2006
Mix1 401.bzip2, 464.h264ref, 453.povray and 447.dealII
Mix2 410.bwaves, 456.hmmer, 400.perlbench and 471.omnetpp
Mix3 454.calculix, 416.gamess, 435.gromacs and 450.soplex
Mix4 482.sphinx3, 444.namd, 434.zeusmp and 437.leslie3d
Mix5 470.lbm, 445.gobmk, 473.astar and 403.gcc
Mix6 462.libquantum, 429.mcf, 433.milc and 458.sjeng

PARSEC blackscholes, bodytrack, ferret, fluidanimate
streamcluster, swaptions, vips, x264, canneal

of Solaris 10. All benchmarks are executed on a 4-core CMP system sharing an 8MB
L2 cache with 4GB DDR3-SDRAM, whose power parameters are set according to Mi-
cron MT41J128M8JP 1Gb DDR3-SDRAM [132]. I implement the power management
policies of DDR3 systems, which have fast-exit and slow-exit modes when entering the
idle state. The detailed system configurations are listed in Table 5.2. Besides the base-
line 4-core system with an 8MB L2 cache, I also evaluate the SECRET framework with
a 4MB L2 cache and a 2MB L2 cache that may be used in a relatively low-end system to
see the effectiveness of SECRET with a small cache and relatively high memory band-
width demand. For SECRET, the size of a region is set to 128KB, and the DRAM is
partitioned into 32K regions. In the SECRET framework, the row buffer is closed as fre-
quently as the baseline configuration, which is the DRAM system without the SECRET
framework and uses 64ms refresh interval. I evaluate SECRET on three categories of
workloads: SPECjbb for on-line transaction processing, PARSEC for multi-threaded ap-
plications, and mixtures of SPEC CPU2006 for multi-programming workloads. Table 5.3
lists the details of each workload. Each set of benchmarks is simulated for 1 billion cycles
after fast-forwarding the first 0.5 billion cycles.
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Figure 5.7: Retention error rates of utilizing various refresh intervals.

For the experiments presented in this chapter, the retention time distribution is

taken from [122], which presents measurements from real DRAM chips. Figure 5.7 shows

the relation between error rates and refresh intervals deduced from the relation between

cumulative failure probability and retention time shown in [122]. As mentioned in Sec-

tion 5.2.3, I assume the leaky cells of a DRAM chip are uniformly and randomly dis-

tributed in the chip. According to this assumption, I generate five different geometric

distributions of leaky cells for evaluation. In the five distributions, with 10−6 retention

error rate, the average number of retention errors of a region with 128KB size for all five

distributions is one error. The maximum number of retention errors in a region of the five

distributions are seven, seven, eight, eight and nine, respectively. However, I also have

interest in how the SECRET framework works when the distributions of the leaky cells

in DRAM chips have some spatial locality. So, I also generate other 60 distributions that

have several different degrees in spatial locality of leaky cells. In these 60 distributions,

with 10−6 retention error rate, the average number of retention errors of a region with

128KB size is still one error, but the maximum numbers of retention errors in a region are

ranging from seven to thirteen. I will introduce these 60 distributions in Section 5.3.2.5

in detail.

5.3.2 Experimental Results

In this section, I first demonstrate how to decide the target error rate and the SEC

cache configuration. For this set of experiments, I use only one of the leaky cell distribu-
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tions for demonstration, which has a maximum of eight retention errors in a region with

10−6 retention error rate. I then discuss the energy and performance behavior of SECRET

on the five generated distributions. After that, I discuss the effectiveness of the SECRET

framework with reduced last-level caches and leaky cell distributions with spatial locality,

and then compare the SECRET framework with the conventional Hamming Code ECC

for refresh power reduction.

5.3.2.1 Design Space Exploration: Deciding Target Error Rate and SEC Cache Config-
uration

The target error rate affects both refresh power reduction and error correction over-

heads. With higher target error rates, I can increase the refresh interval, which is inversely

proportional to refresh power consumption. Therefore, the refresh power reduction can

be correlated with refresh intervals using the following formula:

RPTref
= 1− (Tref_min/Tref ), (5.5)

where RPTref
represents the percentage of refresh power reduction achieved by the oper-

ating refresh interval Tref , and Tref_min represents the worst-case refresh interval. There-

fore, based on Figure 5.7, I can derive the relation between refresh power reduction and

error rates as shown in Figure 5.8. Since refresh power reduction saturates when the re-

tention error rate is larger than 10−4, I only have to consider the retention error rate that is

smaller than 10−4. Target error rates also affect SEC overheads since an SEC cache line

needs to store all the ECPs in a region as discussed in Section 5.2.6.

To estimate the SEC cache overheads of various cache line sizes, I first need to

determine its associativity and number of sets, which affect the hit rate of the SEC cache.

With higher hit rates, I can minimize extra memory accesses to fetch ECPs/ECP directo-

ries. My experiments indicate that the effect of 1% SEC cache miss rate on the overall

performance is negligible. The average SEC cache miss rates of all tested workloads with

different number of sets and ways are shown in Figure 5.9. I observe that only the 256-

set/4-way, 512-set/4-way, 1024-set/2-way, and 1024-set/4-way cache configurations can

achieve miss rate that is below 1%. Therefore, I select 256-set/4-way as my SEC cache

configuration.
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Figure 5.8: Refresh power reduction achieved by utilizing refresh intervals of various
target retention error rates.

Figure 5.9: Average cache miss rate of SEC cache with varied number of ways and sets.

With the associativity and set numbers decided, I now examine how target error

rates affect the SEC cache line size. Figure 5.10 shows the DRAM power reductions

when various cache line sizes of the 256-set/4-way SEC cache are utilized. The results

are normalized to the power consumption of the baseline DRAM, and each of the point

is the average of all tested workloads. Refresh power reduction for a given error rate is

derived from Figure 5.8. I can observe that going beyond 10−6 error rate, it only brings

little improvement in refresh power reduction while the SEC cache line size increases

steadily. Therefore, I choose 10−6 as the target retention error rate, which has 500ms
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Figure 5.10: SEC cache line size vs. DRAM power reduction under various retention
error rates.

refresh interval according to Figure 5.7. Recall that I leave margins to tolerate distribution

variation among DRAM chips by setting the line size larger than what is estimated as

discussed in Section 5.2.3. Here I set the cache line size to 1.5 times of the estimated size.

Since the maximum number of retention errors of a region in the leaky cell distribution

studied in the design space exploration is eight with 10−6 error rate, the SEC cache line

size is set to 36 bytes, which is able to store twelve ECPs and the ECP directory entry of

a region. In my system setup, when the target error rate is set to 10−6, the probability of

having more than twelve errors in a region is 1.43× 10−10, which indicates that the SEC

cache configuration is adequate.

With 256-set/4-way set-associative SEC cache and the target retention error rate

set to 10−6, the total SEC cache size is 36KB. According to CACTI 5.3 [136], assuming

45nm technology, the area of the SEC cache is 0.327mm2, the access latency is 0.683ns

that is about 2 processor cycles when the clock rate is 2GHz, the leakage power is 25mW,

and the energy consumption per access is 0.054nJ.

5.3.2.2 Energy Analysis

I first discuss the energy results of SECRET on DRAMs executing the workloads

mentioned in Section 5.3.1. All the results reported here take all energy overheads dis-
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Figure 5.11: Power consumption of the DRAM system with SECRET normalized to the
baseline.

cussed in Section 5.2.6 into consideration. Figure 5.11 shows the power consumption of

the DRAM system with SECRET normalized to the baseline. The breakdown shows the

power consumption of the SEC cache and the DRAM system, respectively. Even with an

average of 2.6% more power overheads of the SEC cache, SECRET still achieves up to

18.57% DRAM power reduction on the average.

To see how SECRET affects the major parts of the DRAM power consumption, I

breakdown the DRAM power consumption into DRAM peripheral leakage, dynamic and

refresh power as shown in Figure 5.12. This set of results are normalized to the baseline.

For each workload, the bar on the left and right are the results of baseline and SECRET,

respectively. TheDRAM refresh power is reduced by 87.2% for all workloads since the re-

fresh interval is increased from 64ms to 500ms. In my experiments, when the power over-

heads are not considered, the refresh power reduction achieved by SECRET contributes

20.10% of total DRAM power reduction on the average. SECRET also achieves an av-

erage of 1.48% DRAM power reduction by reducing DRAM peripheral leakage power

since infrequent refresh operations lead to long idle times. The dynamic power increases

slightly, about 0.43% on the average, due to additional memory accesses for fetching the

ECP directory and ECPs.
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Figure 5.12: Power breakdown of DRAM peripheral leakage, dynamic and refresh power
of the baseline (left) and SECRET (right).

5.3.2.3 Performance Analysis

As mentioned in Section 5.2.6, the performance overheads come from additional

memory accesses caused by SEC cache misses. Figure 5.13 shows the breakdown of the

three types of additional memory accesses, and the results are normalized to the number of

data accesses issued by the workloads. We can see that SECRET introduces at most 2.87%

and an average of 1.62% more data accesses in my tested cases. On the average, fetching

the ECP directory introduces 0.84% more memory accesses, while fetching ECPs incurs

0.55% additional memory accesses. On an SEC cache miss, fetching the ECP directory

is necessary, but fetching ECPs only happens when the requested region has retention er-

rors. Therefore, the number of memory accesses for ECP directory is slightly more than

that for ECPs. Writing ECPs back introduces only an average of 0.23% more memory

accesses. The additional memory accesses do not incur noticeable penalty on overall per-

formance. The average IPC values of the baseline and SECRET are 13.472 and 13.475,

respectively. Among all test cases, x.264 has the most performance degradation when

SECRET is applied. However, even in this case, x.264 only has 1.3% performance degra-

dation compared to the baseline. For the workload Mix6, SECRET even achieves 1.4%

performance improvement since DRAMmodules are less likely to be occupied by refresh

operations that are executed infrequently.
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Figure 5.13: Additional memory accesses of the SECRET framework normalized to the
number of data accesses issued by the workloads.

5.3.2.4 Evaluating SECRET with Reduced Last-level Cache Size

To see the performance of SECRET with DRAMs that have high access density
and low percentage of refresh power consumption, I perform a set of experiments that have
L2 cache sizes reduced from 8MB to 4MB and 2MB to generate more DRAM accesses.
My experimental results show that, compared to the 8MB L2 cache, the 4MB and 2MB
L2 caches respectively have 56.5% and 192.6%more DRAM accesses on the average. As
mentioned in Section 5.2.3, the design of the SEC cache is decided during system design
time along with the configuration of the micro-architecture. So, for the 4MB and 2MB
L2 cache configurations, I respectively perform the process of design space exploration
for the SEC cache as described in Section 5.3.2.1. The results show that the settings of
256-set/4-way SEC cache and 10−6 retention error rate are also adequate for systems with
4MB L2 cache. For the 2MB L2 cache configuration, since more DRAM accesses are
introduced and the spatial locality of these accesses increases, the settings of 128-set/4-
way SEC cache and 10−6 retention error rate are adequate.

Figure 5.14 shows the power breakdown of the DRAM systems that utilizing 8MB,
4MB and 2MB L2 caches. I show the average DRAM system power consumption of the
16 workloads both with and without SECRET. The results are normalized to the power
consumption of the DRAM system with 8MB L2 cache without SECRET. Since the re-
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Figure 5.14: DRAM system power breakdown normalized to the DRAM power consump-
tion with 8MB L2 cache.

fresh interval is increased from 64ms to 500ms, the DRAM refresh power is reduced by

87.2% for all the cases. However, with the decreasing L2 cache size and the increas-

ing number of DRAM accesses, the percentage of dynamic power and peripheral leakage

power also increase. Therefore, the percentage of DRAM power reduction by SECRET

also diminishes with the L2 cache size. For the 8MB L2 cache configuration, SECRET

achieves 18.57% DRAM power reduction. With the 4MB L2 cache configuration, the

DRAM power reduction achieved by SECRET is reduced to 16.71%. However, even

with the 2MB L2 cache that has 0.6% more percentage of peripheral leakage power and

5.1% more percentage of dynamic power than the 8MB L2 cache size, the SECRET can

still achieve 13.5% DRAM power reduction on the average with 1.4% power overheads

of the SEC cache.

Figure 5.15 shows the additional memory accesses introduced by SECRET when

utilizing the three L2 cache sizes. As mentioned earlier, 256-set/4-way SEC cache size is

utilized for both the 8MB and 4MB L2 caches. 128-set/4-way SEC cache size is utilized

by the 2MB L2 cache. Although smaller L2 caches introduce more accesses to DRAMs

and the SEC cache, the spatial locality of the accesses actually increases. Therefore, for

the 4MB L2 cache configuration, it has lower SEC cache miss rate and less additional

DRAM accesses than the 8MB L2 cache configuration even if systems with 4MB and
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Figure 5.15: Average additional memory accesses of the SECRET framework normalized
to the number of data accesses issued by the workloads with 8MB, 4MB and 2MB L2
cache.

8MB L2 caches both utilize the same SEC cache configuration. My experimental results

show that, SECRET introduces very negligible performance degradation (less than 1%)

for all L2 cache sizes.

5.3.2.5 Evaluation of Distributing Leaky Cells with Spatial Locality

As mentioned in Section 5.2.3, I assume the retention times of DRAM cells are

uniformly and randomly distributed. Based on this assumption, the SEC cache line size is

decided. However, when the clustering of leaky cells happens, the SECRET framework

would choose a shorter refresh interval so that the maximum number of retention errors

in a region can be fit in the selected SEC cache line size. In the end, the amount of refresh

power reduction may be reduced. So, in this set of experiments, I create a set of retention

time distributions with various degrees of spatial locality to evaluate SECRET. Distribu-

tions with high spatial locality indicate that leaky cells are more likely to be clustered in

the neighboring area.

According to [137], the retention time of a DRAM cell, denoted by Tretention, can

be decided by two kinds of effects, random effects and the systematic effects, where the

systematic effects refer to the layout-dependent variation through which nearby devices
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share similar parameters. Therefore, Tretention is modeled by

Tretention = (1−W ) · Trand +W · Tsys, (5.6)

where Trand denotes the retention time decided by random effects, and Tsys denotes the
retention time decided by systematic effects. W is the weight value to adjust the proportion
between random and systematic effects. WhenW is set to zero, this indicates I consider the
random effect only and no spatial locality among leaky cells when generating the retention
time distribution. For this set of experiments, I randomly generate Trand. For generating
Tsys, I adopt the multiple-level quad tree approach [138] to model the correlated within-
die variation effect among retention times of DRAM cells. The smallest quadrant in the
multiple-level quad tree is set to 16K DRAM cells [137].

In this set of experiments, I setW to 0.0, 0.1, 0.2, 0.3, 0.4 and 0.5 to model the dis-
tributions with various degrees of spatial locality. For eachW value, I utilize Equation 5.6
to generate ten sets of retention time distributions. Therefore, there are sixty different re-
tention time distributions generated for this set of experiments. The L2 cache size is set
to 8MB. The settings of SEC cache and the target retention error rate are the same as the
ones obtained in Section 5.3.2.1. That is, the SEC cache line size is set to 36 bytes, which
is able to store at most twelve ECPs of a region, and the target error rate is set to 10−6.

For the retention time distributions with variousW values, in Figure 5.16, I show
the DRAM power reduction of various distributions. Moreover, it also shows the maxi-
mum number of retention errors in a region when the target error rate is set to 10−6. We
can observe that, with the value ofW increases, the spatial locality among retention times
slightly increases and the maximum number of errors in a region also increases. How-
ever, for the sixty retention time distributions, only four distributions have the maximum
number of retention errors larger than twelve when the target error rate is set to 10−6 in
my test cases. To accommodate the selected SEC cache design, instead of utilizing the
500ms refresh interval, the refresh intervals of the four cases need to be shortened so that
the maximum number of retention errors in a region is no more than twelve. The refresh
interval that meets the requirement of each of the four cases is also marked in Figure 5.16,
and the shortest refresh interval is 450ms. Although shorter refresh interval indicates less
refresh power reduction, the 450ms refresh interval achieves only 0.8% less power reduc-
tion than the best case. This shows the proposed SECRET framework can still achieve
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Figure 5.16: DRAM power reduction of various distributions, and the maximum number
of retention errors in a region with the target error rate set to 10−6.

Figure 5.17: Mean time to failure vs. retention error rate in the DRAM system with
Hamming Code ECC.

significant DRAM power reduction when extreme cases of the retention time distribution

happens.

5.3.2.6 Comparison with Traditional ECC Approaches

For systems with a reliability requirement, DRAMs are commonly protected by

the Hamming Code ECC to meet the target MTTF. Here, I evaluate the effect of SECRET

in such a DRAM system. With the same ECC capability, to tolerate retention errors caused

by prolonging the refresh interval, theMTTF of the protectedmemory system is shortened.
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Figure 5.17 shows the relation between retention error rates and the MTTF. In this set of
experiments, I assume a 64GB DRAM, where the Failure in Time (FIT) of soft errors is
2000/Mb [139]. To meet the 10-year MTTF requirement [140], the retention error rate
should not exceed 10−8, which corresponds to a 128ms refresh interval as indicated in
Figure 5.7. That is, under theMTTF constraint, DRAMswith Hamming Code can achieve
50% refresh power reduction compared to the baseline with a 64ms refresh interval. As
shown in Section 5.3.2.2, SECRET can increase the refresh interval to 500ms and achieve
up to 87.2% refresh power reduction. Therefore, the benefit of SECRET is still quite
substantial in a DRAM system protected with Hamming Code.
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Chapter 6

Conclusion

In this dissertation, I develop the PPT framework and the SECRET framework to reduce

DRAM background power. The PPT framework is the first joint performance, power and

thermal (PPT) management framework to orchestrate task execution and page allocation

among tasks to achieve desirable tradeoff between performance, power and temperature.

Previous power-aware DRAM system designs cluster memory accesses to prolong the idle

periods, so they can utilize low-power modes to reduce DRAM peripheral leakage effi-

ciently. However, these mechanisms may increase the power density of the active DRAM

modules and cause thermal emergency. The PPT framework also reduces the DRAM pe-

ripheral leakage by clustering memory accesses, but controls the operating temperature

by alternating active DRAM modules periodically. With accurate bandwidth demand es-

timation, the PPT framework can allocate sufficient memory resources for the running

threads to avoid performance degradation due to clustering memory accesses into a sub-

set of DRAM modules. The experimental results show that PPT with the dynamic BW

estimation method achieves comparable performance to the performance-driven policy at

all time, but much lower power consumption, while the power-driven policy could only

deliver half of the peak throughput of PPT. Furthermore, PPT has the lowest temperature

compared to the performance-driven and power-driven policies.

The SECRET framework is a novel error correction framework for retention errors

in DRAMs to prolong the refresh interval and achieve refresh power reduction based on the

new observations that the retention errors are hard errors rather than soft errors and only

few DRAM cells have large leakage. Therefore, SECRET only allocates error-correcting

bits to leaky cells that occur retention errors under a refresh interval. So, the SECRET

framework is much more area and energy efficient than conventional ECC schemes for
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refresh power reduction. Moreover, the SECRET framework also includes an customized
cache for the selective error correction scheme to minimize the performance overheads
from the additional memory accesses for fetching error-correcting bits. A design space
exploration process is also proposed to select a target number of retention errors that can
achieve the best balance between the correction overheads and the refresh power reduction.
SECRET does not require anymodification in the interface between thememory controller
and the DRAM, and all additional hardware components are in the memory controller.
The experimental results show that SECRET can reduce refresh power by 87.2%, and an
average of 18.57% of DRAM power consumption with negligible area and performance
overheads. The results also show that, for DRAM systems that suffer spatial locality of
retention time distribution or for DRAM systems protected by Hamming Code, the benefit
of SECRET is still quite substantial.

The PPT framework reduces the peripheral leakage power consumption of DRAM
systems by utilizing the low-power modes with power-aware page allocation and thread
scheduling, and the mechanism is mainly implemented in the system software such as
the operating system. So, the PPT framework is a software approach with hardware sup-
ports to achieve power reduction. On the other hand, the SECRET framework reduces
the refresh power consumption of DRAM systems by prolonging the refresh interval and
correcting retention errors, and the SEC mechanism is a hardware approach that is imple-
mented in the memory controller and transparent to the system software and applications.
So, the SECRET framework is a hardware approach with few software supports to achieve
power savings. Since they both incur negligible performance impact for the DRAM sys-
tems and reduce different parts of the DRAM background power consumption with dif-
ferent approaches, they can be used on a DRAM system at the same time to achieve power
reduction on both peripheral leakage and refresh power of the DRAM system.

I choose to use a software approach to reduce peripheral leakage power, because
the PPT framework needs to manipulate the memory access behaviors, and the hardware
approaches are usually not able to collect enough information to perform an efficient
coarse-grained reshaping of memory accesses. For example, the hardware approaches
may not be able to perform power-aware data allocation or power-aware memory access
scheduling as efficiently as the mechanisms implemented in the operating system by uti-
lizing power-aware page allocation and power-aware thread scheduling, because the page
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allocation and thread scheduling are already done by the operating system in conventional
computer systems. On the other hand, I choose to use a hardware approach to reduce the re-
fresh power by prolonging the refresh interval and correcting the retention errors, because
the refresh operations are basically controlled by the memory controller and transparent
to the system software and applications. Since this approach does not use any information
from the operating system or the executed applications, there is no need to implement this
mechanism in software by increasing the design complexity of the operating system or
changing the applications.

However, to reduce the peripheral leakage power, the power-aware page alloca-
tion or thread scheduling policies may be able to get some advantages from utilizing hard-
ware supports. For example, the dynamic bandwidth estimation method of the Adaptive
Grouping mechanism in the PPT framework uses the usage of the memory request buffer
to direct the Adaptive Groupingmechanism and shows more power savings than the static
bandwidth estimation method that is a software approach. On the other hand, to reduce
the refresh power, the hardware approaches such as the SECRET framework can cooper-
ate with the software approaches such as previous works aforementioned in Section 2.2.3
to further reduce refresh operations. Sometimes, the software approaches are better, be-
cause the operating system and applications can provide a high-level overall picture about
the system behaviors and pure software approaches can avoid the overheads of modifica-
tions in hardware. But, the hardware approaches are sometimes better, because hardware
components can perform fine-grained and instant response for specific system behaviors
and pure hardware approaches can avoid the overheads of re-design or re-compilation of
the operating system and applications. However, in general, the software-hardware co-
operative approaches can get more information than the software-only or hardware-only
approaches and provide more opportunities to save energy at the expense of more design
complexity. When we design the low-power policies, we need to know the complexity
of retrieving the required information and the overheads of implementing the low-power
mechanism, and try to figure out how to change the system can minimize the design com-
plexity and overheads by utilizing software approaches, hardware approaches or software-
hardware cooperative approaches. To minimize the DRAM background power composed
of the peripheral leakage power and the refresh power, I believe that putting the PPT and
SECRET frameworks together is a good approach to build a software-hardware cooper-
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ative mechanism that efficiently reduces the DRAM background power with acceptable
implementation overheads.
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