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摘要
本論文概覽重力理論中計算散射振幅的新發展，並且針對一種新的計算方法做探討。我
們首先回顧旋量-螺度理論、在殼超重力以及在殼遞迴式的理論基礎。之後我們重點討
論使用 BCFW 遞迴式對於超重力振幅的計算。特别是我們呈現一種基於 N = 7 超重
力中 BCFW 遞迴式的散射振幅展開式。這個表示式能夠顯現重力振幅在特定高能量極
限下優化的表現。這是尋找重力振幅的自然構件所踏出的初步研究，其終極目標是揭露
重力的結構，以其建構能顯現其隱藏對稱性的描述。

關鍵詞：散射振幅、超重力、N = 8、N = 7、BCFW 遞迴、大 z、壞位移



Abstract
This thesis reviews some aspects of the modern developments in calculation methods
and assesses a new expression for scattering amplitudes in gravity. We first revisit the
basics of spinor helicity formalism, on-shell superspace, and on-shell recursion relations.
Special focus is then given to calculating supergravity amplitudes using BCFW recursion
relations. In particular, we present an expansion in the form of a BCFW representation
in N = 7 supergravity which can manifest bonus behavior of gravity amplitudes under
certain high energy limits. This is a initial step in search of natural building blocks
for supergravity amplitudes, taken with the eventual goal of uncovering the structure of
gravity and providing a description that can manifest its hidden symmetries.

Keywords: scattering amplitudes, supergravity, N = 8, N = 7, BCFW recursion,
large-z, bad shift
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1. Introduction

In search of a geometrical picture for gravity amplitudes

One of the fascinating themes in the study of scattering amplitudes, is that the amplitude
is often a solution to a geometric question. A notable example arises from the Britto,
Cachazo, Feng, and Witten (BCFW) recursion relations [1], which serve as a method to
construct higher-point tree-level amplitudes from lower-point amplitudes iteratively,

An
BCFW recursion

=
∑

(Input from lower-point amplitudes Am,m<n)
BCFW term

. (1.1)

A geometric picture realized in the context of N = 4 super Yang-Mills (SYM), is that
the building blocks for the n-point amplitude with k negative helicity gluons constructed
via BCFW recursion are actually associated with the Grassmannian G(k, n) [2, 3], which
is the moduli space of k-planes in n-dimensional space.
A natural question is whether such geometric structure exists outside of N = 4 SYM.

While certain progress along a similar track has been made for N = 6 super Chern-
Simons matter theory (CSM) [5, 6, 7, 8, 9], progress has been more limited for gravity.
The common property between N = 4 SYM and N = 6 CSM theory is that both allow
for color decomposition such that color ordered amplitudes can be defined, and that the
theories enjoy an infinite dimensional Yangian symmetry [10]. In fact the building blocks
that arise from BCFW recursion are individually Yangian invariant,

AN=4 SYM
n

Yangian invariant

BCFW recursion
=

∑
(BCFW term)
Yangian invariant

. (1.2)

For gravity, both of the above properties are absent and thus it may be unclear how
to proceed. Instead a question we can ask is that, if there are natural building blocks
for gravity amplitudes what would be the nice property one can ask from it, similar to
Yangian invariance for the gauge theories.

Large-z behavior under BCFW shifts: a probe of the high energy limit

One special property of gravity amplitudes is the asymptotic behavior in the large energy
limit. This can be probed in the context of a BCFW shift, where we deform the amplitude
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by choosing two of the external momenta, say i and j, and shifting them,

An = pn

p1
· · ·

pi

· · ·
pj

· · ·

BCFW shift−→ Ân(z) = pn

p1
· · ·

p̂i = pi + z|j]⟨i|

· · ·

p̂j = pj − z|j]⟨i|
· · ·

(1.3)

This BCFW shift is called an [ihi , jhj⟩ shift, where hi, hj are the helicities of legs i and j
respectively. Note that a BCFW recursion relation is constructed out of a certain choice
of BCFW shift. Therefore, the BCFW shift plays a double role in our discussion. First,
as the foundation for building amplitudes in terms of BCFW recursion relations. Second,
as a test to probe the high energy behavior of the amplitude (or partial expressions of
it.)
In order to probe the high energy behavior of the amplitude, we perform a test shift

and look at the limit where z is taken to infinity. The large z behavior of the amplitude
depends on the helicity configurations of the shifted legs, among which [−,+⟩ shifts
are especially of physical interest. Physically, this limit corresponds to a hard particle
shooting through a soft background,

Ân(z) −→ +z|j]⟨i| −z|j]⟨i| for z → ∞. (1.4)

Under this probe, gravity amplitudes express their tamed high energy behavior as faster
large z fall-off. More precisely, if one performs a test [−,+⟩ shift, as the deformation
parameter z is taken to infinity, gravity amplitudes fall off as 1/z2 [11]1, compared with
1/z of Yang-Mills,

Â(z) −→ O
(
1

z

)
M̂(z) −→ O

(
1

z2

) for z → ∞. (1.5)

(We will use An to denote a Yang-Mills amplitude, and Mn to denote a gravity amplitude.)

Note that individual terms in a generic representation of the amplitude are allowed to
cancel only in the sum to express the 1/z2 fall-off of the whole amplitude. Thus in the
same light that “good” building blocks manifest the Yangian symmetry of N = 4 SYM

1Recently, it has been shown that this asymptotic behavior can be attributed to the permutation
invariance of gravity amplitudes [12].

8



amplitudes, we propose that a criteria for a “good” building block for gravity amplitudes
is the manifestation of the 1/z2 scaling of the full amplitude under any pair of test shift
momenta, which we write schematically as

M̂n(z)

shifted amplitude

= O
(

1

z2

)
=

∑
O
(

1

z2

)
shifted individual term

for a “good” formula. (1.6)

To begin with, let us relax our criteria and ask if one chooses two particular legs to
deform, whether there is a formula such that individual terms scale as 1/z2 under large
deformation. There are already known representations with term-by-term 1/z2 fall off
for MHV amplitudes under particular choices of test shift legs [13]. However, expressions
with such properties have not been previously obtained beyond the MHV sector.

N = 8 supergravity and its N = 7 formulation

As the unique maximally supersymmetric gravity theory in 4d, N = 8 supergravity
is chosen as our theory of interest. The individual terms in representations of N = 8
supergravity amplitudes constructed via usual BCFW recursion do not exhibit the desired
1/z2 fall-off of the amplitude under BCFW test shifts,

M̂N=8
n (z)

BCFW recursion
=

∑ [
O
(
1

z

)
or worse

]
. (1.7)

In search of a formula that manifest 1/z2 fall-off of the amplitude term-by-term, we
reformulate N = 8 supergravity in an alternative N = 7 formalism, as suggested by
the work of Hodges [14]. There it was noted that BCFW recursion based on a N = 7
formalism gives a more efficient evaluation of MHV amplitudes, and leads to formulas
with greater symmetry. The N = 7 formalism can be obtained from the usual N = 8 by
SUSY reduction.

N = 7 supergravity [+,−⟩ “bad-shift” BCFW representation

The final ingredient that leads us to term-by-term 1/z2 fall off of is the choice of using
the [+,−⟩ “bad shift” to construct recursion. This special property of terms arising from
the N = 7 bad-shift was first noted for the six-point MHV amplitude by Hodges.
In this thesis we present a representation manifesting the 1/z2 fall off that extends to

general tree-level amplitudes, in the form of a BCFW recursion in N = 7 supergravity,
constructed out of a [+,−⟩ “bad shift”. More precisely we claim that if one constructs
the representation of a N = 7 amplitude based on the [j+, i−⟩ “bad shift”, then the
individual terms in the BCFW expansion scale at large z as 1/z2 under the dual [i−, j+⟩
test shift of the same primary shifted legs i, j,

M̂N=7
n (z)

[i−, j+⟩ test shifted amplitude

[j+, i−⟩ recursion
=

∑
O
(

1

z2

)
[i−, j+⟩ test shifted BCFW term

. (1.8)
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As we will argue, the reason whyN = 7 bad shift recursion allows for term-by-term 1/z2

fall-off is because it secretly uses the 1/z2 fall-off of the full amplitude. The presence of
1/z2 fall-off for theN = 8 amplitude implies extra “bonus relations” [15]. As we will show,
for MHV amplitudes, it is precisely due to the incorporation of these bonus relations that
the N = 7 bad shift recursion exhibit improved term-by-term fall-off relative to N = 8.

Layout of the thesis

Conventional formalisms for calculating scattering amplitudes suffers from unmanageable
large number of Feynman diagrams and redundant information that obscures the hidden
structure and symmetries that have become more apparent due to the developments in
recent years. It is due to modern amplitude methods such as the spinor-helicity formalism,
on-shell superspace, and on-shell recursion relations that have made the discussions in
this thesis possible. Therefore before we discuss the main topic of this thesis, we will first
review the necessary modern amplitude methods that the discussion is built on. We list
here the topics discussed in this thesis in order, which will be further expanded in later
chapters. More information on these topics can be found in reviews such as [4][16][17][18].

• Spinor helicity formalism
Weyl spinor brackets are identified as the fundamental invariants for massless kine-
matics, in terms of which scattering amplitudes are expressed. On-shell amplitudes
are specified using only on-shell information: the momenta and helicities of external
particles, removing the reference to polarization vectors.

• Supersymmetry
Supersymmetry unify particles of different helicites. The existence of supersym-
metry can largely constrain the theory and lead to nicer properties. Maximally
supersymmetric theories such as N = 4 SYM and N = 8 supergravity are of-
ten studied as toy models which allow more simplified descriptions in the on-shell
formalism. In our current discussion, the theory of interest is N = 8 supergravity.

• On-shell superspace formalism
On-shell superspace combines the ideas of spinor-helicty and supersymmetry, such
that supercharges are also described in terms of on-shell variables. Consequently
a supermultiplet can be efficiently described by a single superfield, and several
different amplitudes can be grouped into a single superamplitude.

• 3-point amplitudes
3-point amplitudes of massless particles can be determined uniquely by helicity
structure under the assumption of locality. Furthermore, complex-momentum 3-
point amplitudes serve as the basic building blocks to construct higher-point am-
plitudes.

• Analytical structure of tree level amplitudes
From the knowledge of the analytical structure of an amplitude, we are able to
reconstruct the functional form. The singularities of tree level amplitudes consist
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of only propagator poles. On these poles, the amplitude factorizes into two on-shell
subamplitudes. To probe the singularities in a way that enable us to utilize the
powerful tools of complex analysis and reconstruct the amplitude, we introduce a
complex parameter z to deform chosen momenta.

• On-shell recursion relations
On-shell recursion relations allows up to build higher-point on-shell amplitudes form
lower-point on-shell amplitudes recursively, ultimately reducing to 3-point building
blocks. The derivation of these relations is presented based on complex analysis
combined with the knowledge of the analytical structure of amplitudes. What
we then obtain is an on-shell formalism which enables us to calculate amplitudes
without requiring the Lagrangian or other off-shell information. Different schemes
of deforming momenta lead to different recursion relations.

• BCFW deformations and recursion relations
Among the on-shell recursion relations, the most famous are the BCFW recursion
relations, which we will use extensively in this thesis. Furthermore, the BCFW shift
which recursion is based on can be utilized to characterize high energy behavior
through the fall-off of the deformation parameter z. The supersymmetric versions
of the BCFW relations are called super-BCFW relations.

• N = 8 supergravity and its N = 7 formalism
The unique maximally supersymmetric gravity theory in 4d is N = 8 supergravity.
We can SUSY reduce a theory of greater supersymmetry to obtain a theory of less
supersymmetry. When the on-shell superspace of N = 8 supergravity is SUSY
reduced to N = 7, the N = 8 superfield splits into two superfields Φ and Ψ. The
N = 7 theory, written in the Φ − Ψ formalism, has the same on-shell degrees of
freedom as with N = 8 supergravity, only with a reduced set of supersymmetry
being manifest. High energy behavior represented by the large z fall-off under
BCFW deformation depend on the supersymmetry N .

• N = 7 “bad shift” BCFW and term-by-term bonus fall-off
We will show that by utilizing the N = 7 BCFW recursion relations, which are
derived by SUSY truncation fromN = 8 BCFW, we are able to obtain an expression
which manifest the 1/z2 large z fall-off of the N = 8 amplitude. Furthermore, the
improved fall-off of N = 7 BCFW terms can be linked to the incorporation of bonus
relations implied by the improved fall-off of the N = 8 amplitude.

• Bonus fall-off of “bad shift” BCFW for string amplitudes
We extend the discussion of bonus term-by-term fall-off in “bad shift” BCFW recur-
sion to string amplitudes. The improved high-energy behavior of string amplitudes
is represented by enhanced large z scaling, such that we can expose better term-
by-term large z fall-off compared to field theory when supersymmetry is reduced to
less than N = 7 .
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2. On-shell amplitude methods

2.1. Spacetime symmetry and spinor-helicity
The conventional formalism of expressing scattering amplitudes regards them as functions
of the momenta pi and polarization vectors ϵi (or spin states, polarization tensors, …,
depending on the spin of the particle to represent the external line state ϕi) of each
external particle i,

A(pi; ϵi). (2.1)

Since the amplitude is invariant under spacetime symmetries, the actual expression is
given in terms of the invariants formed by pi and ϵi:

pi · pj, ϵi · ϵj, pi · ϵj. (2.2)

This formulation manifests Lorentz covariance but suffers from much redundancy. For
example, given a momentum pi for an external gluon, we know that the polarization
vectors ϵi must be transverse and satisfy pi · ϵi = 0, and that the gauge transforma-
tion ϵi → ϵi + w pi leaves the amplitude invariant. This generates many different but
physically and numerically equivalent expressions of the same amplitude. Moreover, the
on-shell condition p2i = 0 of massless kinematics needs to be additionally imposed on the
momenta. In light of this, it would be much more economical if we could find a suitable
set of invariant variables that can embody the information of the external particles with-
out the redundancy. This leads us to the spinor-helicity formalism, which replaces the
reference to vector momenta pi by Weyl spinor variables λi, λ̃i to incorporate the on-shell
condition, and removes the necessity of polarization vectors (tensors) by only referencing
the helicities hi of the external particles. We can write the amplitude as,

A(λi, λ̃i;hi). (2.3)

Instead of referring to invariants formed by pi and ϵi, the amplitude is given in terms of
fundamental kinematic invariants formed by the spinors λi, λ̃i, also written as square and
angle brackets:

λi · λj ≡ [ij], λ̃i · λ̃j ≡ ⟨ij⟩. (2.4)

Spinor-helicity does more than providing the amplitude a nicer expression. In adopting
the formalism, calculation of amplitudes can be vastly reduced in length due to the
reduction of redundant information. Moreover, the powerful on-shell superspace and
on-shell recursion relies much on the spinor-helicity language.
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The foundations of spinor-helicity methods are inherently tied to the symmetries of
spacetime. In this section we will first review the Lorentz and Poincaré groups and their
representations, and then introduce the basics of the spinor-helicity formalism. We will
work exclusively in 1+3 dimensions. The discussion follows [19][20][21][22].

2.1.1. The Lorentz and Poincaré groups
Spacetime symmetry is described by the Poincaré group. Note that this is only an
approximate symmetry, broken by the non-flat spacetime due to the presence of grav-
ity. We will however work with perturbative gravity, which is formulated as standard
quantum field theory in flat spacetime with a fluctuating graviton field. We consider four-
dimensional flat Minkowski spacetime endowed with a “mostly minus” signature metric,
η = diag(1,−1,−1,−1), which can be used to raise and lower indices,

xµ = ηµνx
ν , xµ = ηµνxν . (2.5)

Consider the set of Minkowski spacetime isometries (transformations which preserve the
metric). Under such a transformation acting on the coordinates, x → x′, the inverse
metric is invariant,

ηµν → η′µν =
∂x′µ

∂xα
∂x′ν

∂xβ
ηαβ = ηµν . (2.6)

We therefore infer they are transformations of the form

xµ → x′µ = Λµ
νx

ν + aµ, (2.7)

with the condition that

Λµ
αΛ

ν
βη

αβ = ηµν . (2.8)

The Minkowski spacetime isometries form a Lie group, called the Poincaré group. The
group elements are parameterized by (Λµ

ν , a
µ), and have the group multiplication

(Λ2, a2) · (Λ1, a1) = (Λ2Λ1,Λ2a1 + a2). (2.9)

Poincaré group elements of the form (Λµ
ν , 0) correspond to pure Lorentz transformations,

while (δµν , a
µ) correspond to pure spacetime translations. Lorentz transformations and

spacetime translations form a group among themselves respectively.

The Lorentz and Poincaré algebras

Due to the correspondence between Lie groups and Lie algebras, we can study the Lorentz
and Poincaré groups in terms of their algebra, and write the group elements in terms of
generators.
Let us reparametrize the Lorentz group elements by defining Λµ

ν ≡ (eω)µν . Now con-
sider an infinitesimal transformation Λµ

ν = δµν + ωµ
ν , we see that (2.8) translates to the

13



condition that ωµν is antisymmetric,

ωµν + ωνµ = 0. (2.10)

Then let us write an element of the Lorentz group connected to the identity as an expo-
nentiation of the generator Mµν , defined with respect to the group parameter ωµν ,

Λ = eiω
[µν]M[µν] (2.11)

Considering its infinitesimal transformation on xα near the identity, we get

iω[µν]M[µν]x
α = ωα

βx
β. (2.12)

We are therefore able to identify following the field representation for the generators of
the Poincaré group,

M[µν] = i(xµ∂ν − xν∂µ) (2.13)
Pµ = −i∂µ. (2.14)

Under this field representation, the commutation relations of the Poincaré algebra are
easily derived:

[Mµν ,Mρσ] = i(Mµρηνσ −Mµσηνρ −Mνρηµσ +Mνσηµρ) (2.15)
[Pµ, Pν ] = 0 (2.16)

[Mµν , Pρ] = i(Pµηνρ − Pνηµρ), (2.17)

From the commutation relations, we see that Lorentz transformations and spacetime
translations do not commute. The Poincaré group is a semi-direct product of the Lorentz
group and the translation group,

ISO(1, 3) = T (4) ⋉ SO(1, 3). (2.18)

The Poincaré group is also referred to as the inhomogeneous Lorentz group, ISO(1, 3).
From the rules of matrix multiplication, we can also identify the defining matrix rep-

resentation for the Lorentz generators:

(M[µν])
αβ = i(δαµδ

β
ν − δανδ

β
µ). (2.19)

Under this representation, the infinitesimal Lorentz transformation acts as the matrix

(iω[µν]M[µν])
α
β = ωα

β, (2.20)

14



and a generic group element is just the Lorentz transformation matrix:

(Λ)αβ = (eiω
[µν]M[µν])αβ

= (eω)αβ

= Λα
β. (2.21)

More generally, any set of matrices satisfying the commutation relations (2.15) furnish a
linear representation of the Lorentz algebra.

Fields and particles

We now turn our focus to the actors on our spacetime stage: fields and particles, which
correspond to particular representations of the Lorentz and Poincaré groups.
To classify all irreducible representations of the Lorentz algebra, we are going to build up

on the fundamental spin representations of su(2). On the other hand, the classification
of nonnegative energy unitary irreducible representations of the Poincaré algebra is a
classic result by Wigner, namely the Wigner classification. Both constructions follow
the standard procedure of characterizing representations by the eigenvalues of Casimir
operators. The main result for massless kinematics is that we can use the helicity h to
characterize different kinds of particles.

Representations of the Lorentz group

To classify representations of the Lorentz group, we would like to rewrite the Lorentz
commutation relations into a more convenient form. To do so, first we separate the
Lorentz generators into rotations and boosts,

Li =
1

2
ϵijkMjk, K i =M0i, (2.22)

and define

J i
L =

1

2
(Li +Ki), J i

R =
1

2
(Li +Ki) (2.23)

Then the Lorentz commutation relations become

[J i
L, J

j
R] = 0 (2.24)

[J i
L, J

j
L] = iϵijkJk

L, [J i
R, J

j
R] = iϵijkJk

R. (2.25)
We see that the algebra of these generators decouple into two SU(2) algebras. The

representations of the Lorentz algebra are therefore characterized by the two indepen-
dent Casimir operators J2

L and J2
R. We have to be careful though that SO(1, 3) is not

isomorphic to SU(2)× SU(2). The actual relation is that the universal covering (double
covering in this case) of the SO(1, 3), which is the spin group Spin(1, 3), is isomorphic
to the special linear group SL(2,C), which is in turn isomorphic to the complexification
(complex linear combinations) of SU(2). We can write SO(1, 3) = SL(2,C)/Z2. Since
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the mapping from SL(2,C) to SO(1, 3) is two-to-one, we will actually miss the spinor
representation if we only look at representations of SO(1, 3) but not the representations
of SL(2,C). Therefore from now on, we will regard SL(2,C) as the “Lorentz group” and
study its representations.
Aside these subtleties, the main result is that we can label each irreducible representa-

tion of the Lorentz group by a pair of half-integer SU(2) “spins” (jL, jR),

The eigenvalues (jL, jR) of the Casimir operators J2
L and J2

R characterize the irre-
ducible representations of the Lorentz group.

For example, the (1
2
, 0) representation is the left-handed(chiral) Weyl spinor, the (0, 1

2
)

representation is the right-handed(anti-chiral) Weyl spinor, while the (1
2
, 1
2
) representation

is the Lorentz vector. The quantum fields are realizations of various representations of
the Lorentz group.

Weyl spinor formalism

As we have seen in the previous section, we can build all representations of the Lorentz
group in terms of the two-component chiral and antichiral Weyl spinor representations.
Therefore we can discard SO(1, 3) vector indices and rewrite representations in terms
of SL(2,C) spinor indices. Such a notation is sometimes called the van der Waerden
notation.
Chiral spinors, transforming as (1

2
, 0), are given undotted spinor indices,

ψa, (2.26)

while antichiral spinors, transforming as (0, 1
2
), are given dotted spinor indices,

ψ̃ȧ. (2.27)

Analogous to the invariant metric under SO(1, 3), we can build the antisymmetric tensors
ϵab and ϵȧḃ,

ϵab = ϵȧḃ
(

0 1
−1 0

)
= ϵab = ϵȧḃ. (2.28)

Spinor indices can be raised and lowered using ϵab and ϵȧḃ,

ψa = ϵabψb, ψ̃ȧ = ϵȧḃψ̃
ḃ. (2.29)

Lorentz invariant spinor products can be formed by contracting pairs of spinors indices,

ψχ ≡ ψaχa, ψ̃χ̃ ≡ ψ̃aχ̃
a. (2.30)

Notice that the position of the contracted index in the antisymmetric metric matters,
and that raising one while lowering the other contracted index will incur a negative sign.
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Other Lorentz representations can be built up from various tensor products of the
spinor representations, and can be reduced to irreducible representations by Clebsch–
Gordan decomposition.
The transcription between vector and spinor indices are provided by the Pauli matrices.

The defining representation of the Lorentz group SL(2,C) are the complex 2×2 matrices
with unit determinant, spanned by the Pauli matrices:

σ0 =

(
1 0
0 1

)
σ1 =

(
0 1
1 0

)
σ2 =

(
0 −i
i 0

)
σ3 =

(
1 0
0 −1

)
, (2.31)

and their contravariant basis

σ̄µ = ηµνσ
ν . (2.32)

A Lorentz vector Aµ can be represented by a SL(2,C) matrix using the Pauli matrices as
the basis,

A = Aµσ
µ = Aµσ̄µ =

(
x0 + x3 x1 − ix2

x1 + ix2 x0 + x3.

)
(2.33)

The four-vector components can be recovered by (see also section A.1)

Aµ =
1

2
trσµA. (2.34)

The determinant is the Lorentz invariant vector norm squared,

detA = AµA
µ. (2.35)

Writing out the SL(2,C) spinor indices on the matrices explicitly, we see that

Aaḃ = Aµσ
µ

aḃ
. (2.36)

The Poincaré symmetry generators can be written in spinor index notation by contracting
the Lorentz indices using the Pauli sigma matrices,

Maȧbḃ =Mµνσ
µ
aȧσ

ν
bḃ

(2.37)
Paȧ = Pµσ

µ
aȧ. (2.38)

The Lorentz generator can be separated into two parts acting on the chiral and antichiral
indices respectively,

Maȧbḃ = ϵabℓ(ȧḃ) + ϵȧḃℓ̃(ab). (2.39)

Representations of the Poincaré group and the little group

The classification of the representations of the Poincaré group was first introduced by
Wigner. The representations can be characterized by the eigenvalues of the following
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independent Casimir operators of the Poincaré group: the square of the momentum
operator Pµ and the square of the Pauli-Lubanski pseudovector Wµ. The Pauli-Lubanski
pseudovector is defined by

Wµ ≡ 1

2
ϵµνρσM

νρP σ. (2.40)

The Casimir operators of the Poincaré group are

P 2 = PµP
µ, W 2 = WµW

µ. (2.41)

The eigenvalue of P 2 is the squared mass m2. We will restrict our discussion to represen-
tations with m2 ≥ 0, and distinguish between the cases m2 > 0 (massive particles) and
m2 = 0 (massless particles). Since W 2 is a Lorentz invariant, we can choose a particular
frame in which Pµ is reduced to a standard normal form to evaluate Wµ.

• m2 > 0:
For massive particles, we can go to the rest frame of the particle where Pµ =
(m, 0, 0, 0) to evaluate Wµ,

Wµ = 0, Wi = mSi, (2.42)

with the spin vector Si is defined by

Si ≡
1

2
ϵijkM

jk. (2.43)

so we can classify representations of the Poincaré group by the Casimir operator S2

since

W 2 = m2S2. (2.44)

The Si are the generators of the little group, the transformations which leave the
normal form of Pµ invariant. For the massive case, the little group is SO(3) and
the eigenvalues of S2 are s(s + 1) with s ∈ 1

2
N. Therefore we learn that massive

representations of the Poincaré group can be labeled by the quantum number s,
called the spin.

The mass m and the spin s ∈ 1
2
N characterize the massive irreducible representa-

tions of the Poincaré group.

• m2 = 0:
For the massless case, we choose the lightcone frame Pµ = (E, 0, 0, E) as the normal
form. The Pauli-Lubanski pseudovector becomes

W0 = EL, W3 = EL, W1 = ET1, W2 = ET2, (2.45)
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where

L ≡M12, T1 ≡M02 +M23, T2 ≡M01 +M13 (2.46)

are the rotation and translation generators of the little group ISO(2). We classify
the representations of the little group (and the massless Poincaré group) by the
Casimir operator

T 2
1 + T 2

2 = µ2. (2.47)

The case for µ2 is analogous to the discussion for m2. We distinguish between the
cases µ2 > 0 and µ2 = 0. The physical representations correspond to the case
where µ2 = 0, such that T1 and T2 act trivially, so the group action is generated by
the single SO(2) generator L. Therefore the representations of the little group are
labeled by h ∈ 1

2
N, called the helicity.

The helicity h ∈ 1
2
N characterizes the massless irreducible representations of the

Poincaré group.

Since under parity transformations (x0, x⃗) → (x0,−x⃗) the helicity changes sign, the
spectrum of a CPT invariant theory containing a state of helicity +h must therefore
also contain a state of the opposite helicity −h. For instance, Weyl spinors comes
in left-handed and right-handed pairs (h = ±1

2
), and there are two polarizations for

gluons (h = ±1) and gravitons (h = ±2).

2.1.2. Spinor helicity formalism
As implied by its name, the main idea of the spinor helicity formalism is to capture
all information of scattering amplitudes in terms of the representations of the physical
states, and perform calculations in that context. The physical representations we are
going to work with are labeled by helicity hi and built up on the chiral and antichiral
Weyl spinors. We will discuss only the spinor helicity formalism for massless particles
in 1+3 dimensional spacetime, although the formalism can also be extended to massive
particles and other dimensions. The discussion follows [4].
In SL(2,C) notation, the massless on-shell condition p2 = 0 makes the momentum paȧ

a rank-1 matrix, so we can factorize the momentum into the product of some chiral and
antichiral Weyl spinors,

paḃ = λaλ̃ḃ. (2.48)
Therefore instead of considering the amplitude as the function of momenta, we can con-
sider it as a function of the spinors λ and λ̃. The introduction of these variables makes
the on-shell condition automatically implied and built-in. The amplitude can then be
expressed by Lorentz invariant inner products of the spinor variables.
We can write these spinor variables in a convenient Dirac bra-ket notation, where chiral
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spinors are written as square bra-kets, and antichiral spinors as angle bra-kets,

λa = |p]a, λ̃ȧ = ⟨p|ȧ (2.49)

paḃ = λaλ̃ḃ = |p]a⟨p|ḃ (2.50)
Bras are converted to kets and vice-versa by raising and lowering indices,

|p]a = ϵab[p|b, ⟨p|ȧ = ϵȧḃ|p⟩ḃ, (2.51)

and the Lorentz invariant spinor inner products are written as brackets,

[pq] = [p|a|q]a, ⟨pq⟩ = ⟨p|ȧ|q⟩ȧ. (2.52)

These products are antisymmetric due to the antisymmetry of ϵab and ϵȧḃ,

[pq] = −[qp], ⟨pq⟩ = −⟨qp⟩. (2.53)

The massless Weyl equation can be written as

p|p] = 0, p|p⟩ = 0, (2.54)

which is now just the trivial consequence of [pp] = ⟨pp⟩ = 0 due to antisymmetry.
We will also use angle-square brackets ⟨q|p|r] and square-angle brackets [q|p|r⟩, where

p may not be necessary lightlike, which are evaluated by projecting p onto the matching
sigma-matrix,

[q|p|r⟩ = pµ[q|σµ|r⟩ = pµ[q|aσµ

aḃ
|r⟩ḃ (2.55)

⟨q|p|r] = pµ⟨q|σ̄µ|r] = pµ⟨q|ȧσ̄ȧb
µ |r]b. (2.56)

Note that a angle-square bracket can be rewritten as a square-angle bracket,

⟨q|p|r] = [r|p|q⟩. (2.57)

If p is also lightlike, then the square-angle bracket reduces to square and angle brackets,

[q|p|r⟩ = [qp]⟨pr⟩. (2.58)

Using the completeness relation (see also section A.1), we can derive

p · q = pµq
µ

=
1

2
tr(pσµ)qµ

=
1

2
tr(pq)

=
1

2
[pq]⟨qp⟩, (2.59)
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so

(p+ q)2 = 2p · q = [pq]⟨qp⟩. (2.60)

Note also that

[p|γµ|p⟩ = [p|σµ|p⟩
= tr(σµp)

= 2pµ (2.61)

Related is the Fierz identity,

⟨p|σ̄µ|q][r|σµ|s⟩ = 2⟨ps⟩[rq]. (2.62)

Another useful relation is the Schouten identity, which results from the fact that any
two-component spinor can be written as a linear combination of two others. Let us write
a spinor |k] in terms of two other spinors |i] and |j] with some undetermined coefficients,

|k] = a|i] + b|j]. (2.63)

We can then dot in spinors to solve for the coefficients, then we can obtain an identity

|i][jk] + |j][ki] + |k][ij] = 0. (2.64)

A similar identity holds for angle spinors.
The SL(2,C) representations (1

2
, 0) and (0, 1

2
) can be regarded as complex conjugate

representations, as can be seen from the relation J(L/R) = L ± iK. The representations
are sent into one another by Dirac conjugation. For left-handed and right-handed spinors
ψa and χ̄ȧ, their Dirac conjugates are

(ψa)
∗ = ψ̄ȧ, (χ̄ȧ)

∗ = χa. (2.65)

For real momenta p, the reality condition relate the associated square and angle spinors
|p], |p⟩ by complex conjugation,

[p|a = |p⟩ȧ∗, ⟨p|ȧ = |p]a∗. (2.66)

For complex-valued momenta, the associated square and angle spinors are independent.
In amplitudes with many different momenta p1, p2, . . . , pi, . . . , we will use the notation

|i] = |pi], |i⟩ = |pi⟩ etc. Momenta can be written as

pi = |i]⟨i|. (2.67)

The total momentum is denoted by

P =
∑
i

pi. (2.68)
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The Mandelstam variables are defined as

sij = (pi + pj)
2, sijk = (pi + pj + pk)

2, etc. (2.69)

Specifically for the two particles i and j,

sij = (pi + pj)
2 = 2pi · pj = [ij]⟨ji⟩. (2.70)

The power of the spinor helicity formalism is its ability to trivialize the kinematic
constraints by introducing a suitable set of variables. It can also be seen as the natural
consequence of using the representation theory of the Poincaré group to express physical
quantities. Although the spinor-helicity method presented here is formulated in D = 4
and restricted to massless particles, a natural generalization to dimensions other than
four and the massive case is provided by [23][24].

Little group scaling

In the spinor helicity formalism, the expression for momentum by the Weyl spinors p =
|p]⟨p| is invariant under the transformation

|p⟩ → t|p⟩, |p] → t−1|p]. (2.71)

This is termed little group scaling, as the little group is the transformations which leave
the momentum invariant. For a massless particle in 4d, we can go to the frame where
pµ = (E, 0, 0, E). For real momenta, the little group consists of the rotation in the x− y
plane, which can be identified with SO(2) = U(1). Correspondingly, t has to be a complex
phase such that the reality condition |p]∗ = ⟨p| is preserved. For complex momenta, t
can be any non-zero complex number.
We can deduce how an amplitude scale under little group transformations by noting

that internal particles and vertices are invariant, so the transformation is determined by
the external line states. Therefore under little group scaling of each external particle i
with helicity hi, the amplitude transforms homogeneously as

An(. . . , ϕ
hi
i , . . . ) → An(. . . , t

−2hiϕhi
i , . . . ) = t−2hiAn(. . . , ϕ

hi
i , . . . ). (2.72)

Polarization vectors

For spin-1 fields, polarization vectors are used to specify the state. Writing the momen-
tum as pµ = (E,E sin θ cosϕ,E sin θ sinϕ,E cos θ), the transverse polarization vectors are
given by

ϵµ±(p) = ±e
∓iϕ

√
2
(0, cos θ cosϕ± i sinϕ, cos θ sinϕ∓ i cosϕ,− sin θ). (2.73)

For θ = ϕ = 0, we have pµ = (E, 0, 0, E), and the polarization vectors reduce to
ϵµ±(p) = ± 1√

2
(0, 1,∓i, 0). They satisfy p · ϵ±(p) = 0 and the normalization ϵ∗± · ϵ± = −1.

Furthermore, our choice of the helicity basis for polarization have the property of being
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null: ϵ±(p)2 = 0. This allows us to rewrite the polarization vectors in the spinor helicity
language,

ϵ+ =

√
2

⟨qp⟩
|p]⟨q|, ϵ− =

√
2

[qp]
|q]⟨p|. (2.74)

for arbitrary spinors |q], |q⟩. This is a reflection of the equivalence of choosing any set the
polarization vectors under gauge transformation: ϵ± → ϵ± + c |p]⟨p|.

2.2. Supersymmetry
In discussing scattering amplitudes and symmetry raises the question of the most general
symmetry group of the S-matrix that is allowed. This is answered by the Coleman-
Mandula theorem which states that the most general symmetry Lie group of the S-matrix
in four dimensions is the direct product of the Poincaré group with an internal symmetry
group. Supersymmetry, whereas, is an extension of spacetime symmetry that is able to
evade the Coleman-Mandula theorem by generalizing the symmetry from a Lie algebra
to a graded Lie algebra. Fermionic generators are introduced and the algebra is given
by anticommutators between two fermionic generators, and commutators between one
fermionic and one bosonic generator.

2.2.1. Global supersymmetry
Specifically, we introduce N supercharges QA

a and their conjugates Q̃A
ȧ , satisfying

{QA
a , Q

B
b } = {Q̃A

ȧ , Q̃
B
ḃ
} = 0 (2.75)

{QA
a , Q̃

B
ḃ
} = δABpaḃ. (2.76)

The indices A,B, . . . are labels of the SU(N ) R-symmetry that rotate the supersymmetry
generators. A way of viewing the relations is to say that the supersymmetry generators
are some kind of square root of the momentum generators which are fermionic analogs
of momenta, therefore the term “supermomentum”. We also have the supermomenta of
individual particles, qi and q̃i, which sum up to total supermomenta,∑

i

qi = Q,
∑
i

q̃i = Q̃. (2.77)

The supercharges can relate states of different helicities. Consider the action of the
supercharges on the annihilation operators a associated with the fields. The supercharge
Q̃A

ȧ decreases the helicity by 1
2
and removes the index A, while QA

a does the opposite.
States related by the supercharges group together to form a supermultiplet. For example
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for an N = 2 supermultiplet,

[Q̃A
ȧ , a] = 0

[Q̃A
ȧ , a

B] = λ̃ȧδ
ABa

[Q̃A
ȧ , a

BC ] = λ̃ȧδ
A[BaC] (2.78)

and

[QA
a , a] = λaa

A

[QA
a , a

B] = λaa
AB

[QA
a , a

BC ] = 0. (2.79)

2.2.2. On-shell superspace
Similar to the way we introduced the spinors λ, λ̃ to parameterize on-shell massless kine-
matics in the spinor-helicity formalism, we can extend the on-shell formalism to the
supersymmetric case by introducing the Grassmann variables ηA, such that

QA
a = λa

∂

∂ηA
, Q̃A

ȧ = λ̃ȧη
A. (2.80)

The super-Poincaré generators then read as

ℓab = λa
∂

∂λb
, ℓ̃ȧḃ = λ̃ȧ

∂

∂λ̃ḃ
(2.81)

Paḃ = λaλ̃ḃ (2.82)

QA
a = λa

∂

∂ηA
, Q̃A

ȧ = λ̃ȧη
A (2.83)

RAB = ηA
∂

∂ηB
. (2.84)

The on-shell variables can be alternaively defined in terms of the conjugate of ηA

η̃A =
∂

∂ηA
,

∂

∂η̃A
= ηA (2.85)

In this formalism, we can group states of various helicities of a supermultiplet into a
single superfield, by acting the superspace displacement operator eηQ on the top helicity
state |+⟩,

Φ = eηQ|+⟩. (2.86)
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For example for an N = 4 theory, denoting the top state as Φ+1,

Φ = eη
AQAΦ+1

=
∑
n

1

n!
(ηAQA)

nΦ+1

= Φ+1 +QAΦ
+1ηA +

1

2!
QAQBΦ

+1ηAηB +
1

3!
QAQBQCΦ

+1ηAηBηC +
1

4!
QAQBQCQDΦ

+1ηAηBηCηD

= Φ+1 + Φ
+ 1

2
A ηA +

1

2!
Φ0

ABη
AηB +

1

3!
Φ

− 1
2

ABCη
AηBηC +

1

4!
Φ−1

ABCDη
AηBηCηD (2.87)

The superfield terminates at η4 due to the antisymmetric nature of the Grassmann vari-
ables. Under the on-shell superspace formalism, amplitudes are grouped into superam-
plitudes which are now given in terms of the superfields: An[Φ1, . . . ,Φn]. Component
amplitudes can be recovered by integrating out the desired external states. For example,

An[Φ
−
1 , . . . ,Φ

+
i , . . . ,Φ

+
j , . . . ,Φ

−
n ] =

∫
d4η1 . . . d4ηn η

4
i η

4
jAn[Φ1, . . . ,Φn]. (2.88)

2.2.3. Supersymmetry Ward identities
SupersymmetryWard identities were first studied by Grisaru, Pendleton, and van Nieuwen-
huizen [25]. See [26] for a review of supersymmetry Ward identities and their applications.
In a supersymmetric model, the value of the scalar potential V at the vacuum is an

order parameter of supersymmetry breaking [27][28]. V = 0 preserves supersymmetry
while V > 0 breaks supersymmetry. Considering a supersymmetry preserving vacuum,
the supercharges annihilates the vacuum state:

QA|0⟩ = Q̃A|0⟩ = 0. (2.89)

Writing an n-point superamplitude An[Φ1(p1) · · ·Φn(pn)] with all outgoing particles as
an S-matrix element in which the corresponding annihilation operators a1(p1) · · · an(pn)
create the particles by acting on the out-vacuum ⟨0|,

An[Φ1(p1) · · ·Φn(pn)] = ⟨0|a1(p1) · · · an(pn)|0⟩. (2.90)

From this follows the supersymmetry Ward identities,

⟨0|[QA, a1(p1) · · · an(pn)]|0⟩ = 0

⟨0|[Q̃A, a1(p1) · · · an(pn)]|0⟩ = 0, (2.91)

which relates component amplitudes in a web of linear relations. The supersymmetry
Ward identities are equivalent to the statement that the supercharges annihilate the
superamplitude,

QAAn = 0, Q̃AAn = 0, (2.92)
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which is also equivalent to the statement of supermomentum conservation.

2.3. Scattering amplitudes
Scattering amplitudes are complex numbers that describe transition from an initial asymp-
totic free “in” momentum eigenstate to a final asymptotic free “out” momentum eigen-
state, which are each characterized by the momenta and particle types. The amplitudes
can also be viewed as elements of the scattering matrix, also called the “S-matrix”, which
relates all in and out states by mapping each initial state |i⟩ to a final state |f⟩ and en-
compasses all information of the perturbative theory. The probability of an initial state
|i⟩ changing into a final state |f⟩ is given by |⟨f |S|i⟩|2. Separating out the trivial part of
the process where no scattering occurs, we write

S = 1 + iT, (2.93)

where T is called the transfer matrix. Then the amplitude for n particles is

An[Φ
out
1 (p1) · · · ; · · ·Φin

n (pn)] = ⟨Φout
1 (p1) · · · |T | · · ·Φin

n (pn)⟩. (2.94)

Solving the S-matrix then generates all scattering amplitudes at any order in perturbation
theory. The calculation of scattering amplitudes is typically performed using Feynman
diagrams.
Due to crossing symmetry, we can consider all massless particles as outgoing, and

not distinguish between particles and antiparticles but only note their helicities. More
explicity, we can consider the amplitude with all outgoing particles as an matrix element
in which the corresponding annihilation operators a1(p1) · · · an(pn) create the particles by
acting on the out-vacuum ⟨0|:

An[Φ1(p1) · · ·Φn(pn)] = ⟨0|a1(p1) · · · an(pn)|0⟩ (2.95)

At tree level, amplitudes only develop poles as physical singularities, corresponding to
propagators. By deforming the momenta into the complex plane we can probe the am-
plitude as a meromorphic function that enables us to use to powerful tools of complex
analysis. For example, by using the residue theorem and Cauchy’s theorem we obtain
on-shell recursion relations, which will be the foundations of the methods employed in
our discussions.

2.3.1. The MHV classification
Let us consider special cases of the supersymmetry Ward identities. For example in super
Yang-Mills,

⟨0|[Q̃A, aB1 a2 . . . an]|0⟩ = 0 (2.96)
gives

δABAn[g
+ . . . g+] = 0, (2.97)
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which says that the all-plus gluon amplitudes vanish. Similar relations hold for all-
negative gluon amplitudes. Amplitudes of the form An[g

−g+ . . . g+] also vanish except
for the 3-point case. The first non-vanishing amplitudes are An[g

−g−g+ . . . g+], which are
termed Maximally Helicity Violating (MHV) amplitudes. The next class of amplitudes
are called Next-to-MHV (NMHV), and onto NkMHV with k+2 negative-helicity gluons.
Similar notation and relations hold for gravity amplitudes.

2.3.2. 3-point amplitudes
3-point amplitudes are special in that they can be completely determined by little group
scaling and mass dimension, without invoking the Lagrangian. We arrive at this result
from 3-point special kinematics, which states that on-shell 3-point amplitudes of all mass-
less particles only depend on either square or angle brackets of the external momenta.
The following discussion follows [4]. We start by noting that momentum conservation of
the 3 particles, p1 + p2 + p3 = 0 gives

p23 = (p1 + p2)
2 = [12]⟨12⟩, (2.98)

so either [12] or ⟨12⟩ must vanish. Suppose [12] = 0 and ⟨12⟩ ≠ 0, then we have

⟨12⟩[23] = ⟨1|p2|3] = −⟨1|(p1 + p3)|3] = 0, (2.99)

so [23] = 0, and similarly [31] = 0. Thus all square brackets vanish and the amplitude
only depends on angle brackets. An equivalent statement is that all the square spinors
are proportional. Therefore, 3-point special kinematics can be stated as

|1] ∝ |2] ∝ |3] or |1⟩ ∝ |2⟩ ∝ |3⟩. (2.100)

Again supposing that the amplitude depends on angle brackets only, we can write an
general Ansatz

A3(1
h12h23h3) = c ⟨12⟩x12⟨23⟩x23⟨31⟩x31 (2.101)

for undetermined powers x12, x23, x31 and constant c. Little group scaling fixes

h1 = −1

2
(x12 + x31), h2 = −1

2
(x12 + x23), h3 = −1

2
(x31 + x23), (2.102)

which we can solve to find x12 = h3 − h1 − h2 etc. so the amplitude is determined up to
a constant,

A3(1
h12h23h3) = c ⟨12⟩h3−h1−h2⟨23⟩h1−h2−h3⟨31⟩h2−h3−h1 . (2.103)

In deriving the preceding result, we assumed that the amplitude depended only on angle
brackets. However we could have made the alternative assumption that the amplitude
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depended only on square brackets, which would result in

A3(1
h12h23h3) = c [12]h1+h2−h3 [23]h2+h3−h1 [31]h3+h1−h2 . (2.104)

To determine the correct formula, we have to consider mass dimension. Both square and
angle brackets have mass dimension 1.
For example, the 3-point graviton MHV amplitude is

M3[1
−2−3+] =

⟨12⟩8

⟨12⟩2⟨23⟩2⟨31⟩2
. (2.105)

As we will see in the next section, massless complex-momentum 3-point amplitudes serve
as building blocks for determining higher-point amplitudes recursively using on-shell re-
cursion relations.

2.4. On-shell recursion relations
On-shell recursion relations are a powerful method that enable us to build up higher-point
amplitudes recursively from lower-point amplitudes. The starting point is to study the
amplitude as a function of complex on-shell momenta by deforming external momenta
into the complex plane while maintaining on-shell and momentum conservation. Since
tree-level amplitudes are meromorphic functions, they are completely characterized by
their poles, which correspond to propagators going on-shell. The recursion relations then
arise as amplitudes factorize into lower-point subamplitudes on the poles.
Utilizing on-shell recursion relations, we may systematically reduce higher-point am-

plitudes to basic building blocks – the 3-point amplitudes, which are fixed by little group
scaling and locality. As such, we are able to construct all tree-level on-shell amplitudes of
the theory without ever having to reference the Lagrangian or any off-shell information.

2.4.1. On-shell recursion relations: a general formulation
Consider a generic n-point amplitude An[p

hi
i ] as a function of the momenta pi and helicities

hi, where i = 1 . . . n labels the particle number. In the following, the dependence on hi
will be omitted unless needed to be stated explicitly. Since the amplitude is an analytic
function of its momenta, we can reconstruct its functional form from the information of
its analytical structure (for tree level, the poles and residues.) In practice, it is difficult
to deal with a function of n momenta, instead a useful method is to introduce a single
complex parameter z.
Let us introduce a deformation in the momenta

pi → p̂i = pi + zri (2.106)

depending on a complex parameter z for some ri. By considering the amplitude as a
function of the parameter z and varying it, we care able probe the behavior of the ampli-
tude in the resulting complex plane. The deformed momenta p̂i must satisfy momentum
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conservation
∑

i pi = 0 and remain on-shell p̂2i = 0 in order for An[p̂i(z)] to remain being
an on-shell amplitude. We also impose the condition (

∑
ri)

2 = 0, in order for (
∑

i p̂i)
2

to be linear in z such that each propagator develops only one pole. In terms of the ri,
these conditions become ∑

i

ri = 0 (2.107)

ri · rj = 0 (2.108)
pi · ri = 0 (2.109)

Using the residue theorem, we can consider the original amplitude as a contour integral
of the function An[p̂i(z)]

z
around the origin,

An[pi] = An[p̂i(z = 0)] = Resz=0
An[p̂i(z)]

z
=

∮
C
dz
A[p̂i(z)]

z
. (2.110)

By Cauchy’s theorem, we can consider the same integral as surrounding the poles outside
of the loop around the origin. Then the amplitude become a sum over residues,

An[pi] = −
∑
I

Resz=zI

An[p̂i(z)]

z
+Bn, (2.111)

with a possible boundary term Bn arising from z → ∞. The validity of the recursion
relation derived in the following requires the boundary term to vanish. Assuming no
contribution of the boundary term, let us specialize to the case of tree-level amplitudes,
then the places z = zI where An[p̂i(z)]

z
develop singularities are where a certain internal

propagator p̂I goes on shell, p̂2I(z = zI) = 0. On such a propagator pole, the deformed
amplitude factorizes into two on-shell amplitudes on each side,

Atree
n [p̂i(z)] = AL[p̂i, i ∈ L]

1

p̂2I
AR[p̂i, i ∈ R] (2.112)

The locations where poles develop are at p̂2I = 0, which we can solve for. Noting that the
internal momentum is the sum of the momenta on the right hand side, pI =

∑
i∈R pi,

p̂2I = (pI + zrI)
2

= 2 pI · rI z, (2.113)

we solve for p̂2I = 0,

zI =
−p2I

2pI · rI
, (2.114)

so
1

p̂2I
=

1

2pI · rI(z − zI)
=

−zI
p2I(z − zI)

. (2.115)
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The residue is

Resz=zI

1

p̂2I
=

1

2pI · rI
=

−zI
p2I

. (2.116)

Therefore we conclude the original amplitude is

An[pi] = −
∑
I

Resz=zI

Mn[p̂i(z)]

z

= −
∑
I

∑
hI

1

z
AL[p̂i, i ∈ L]

1

p̂2I
AR[p̂i, i ∈ R]

=
∑
I

∑
hI

AL[p̂i(zI), i ∈ L]
1

p2I
AR[p̂i(zI), i ∈ R], (2.117)

which is given in terms of two lower-point on-shell amplitudes AL and AR of deformed
momenta evaluated at z = zI . We have to sum over all possible helicity configurations hI
corresponding to the same propagator momentum pole. Writing AL/R[p̂i(z)] = ÂL/R(z),
the on-shell recursion relation is

An[pi] =
∑
I

∑
hI

ÂL(zI)
1

p2I
ÂR(zI), (2.118)

with I summed over all factorization channels. In the following, we will choose certain
schemes of deforming the momenta to obtain specific recursion relations.
Note that the boundary term Bn arising from the pole at infinity is not readily known

in general, so recursion is preferably constructed using a shift under which the boundary
term vanishes. In most applications the recursion relations are justified by proving that

Ân(z) → 0 for z → ∞ (2.119)

Such a shift is called a valid (or good) shift, while shifts without this property are called
bad shifts.

2.4.2. BCFW recursion relations
The most famous of recursion relations are the Britto, Cachazo, Feng, and Witten
(BCFW) recursion relations, which we will use extensively in the later sections. In this
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scheme, only two momenta, which we label as i and j, are selected to be shifted,

An(p1, . . . , pn) = pn

p1
· · ·

pi

· · ·
pj

· · ·

−→ Ân(z) = pn

p1
· · ·

p̂i

· · ·

p̂j

· · ·

(2.120)

p̂i = pi + z|j]⟨i|, p̂j = pj − z|j]⟨i|. (2.121)

In terms of the spinors, the shift reads as

|̂i] = |i] + z|j], |ĵ⟩ = |j⟩ − z|i⟩. (2.122)

Such a shift is called the [i, j⟩ shift. The brackets [̂ik] and ⟨ĵk⟩ are linear in z while
all other brackets are unshifted. The only propagators detectable by the BCFW shift
are those which separate the shifted legs i and j onto opposite sides, since if the two
shifted momenta are on the same side, the internal propagator will remain unshifted due
to momentum conservation,

Ân(z) =

P̂I = PI − zr

p̂i(z)

· · · · · ·

p̂j(z)

= AL(z)
1

P̂ 2
I (z)

AR(z) (2.123)

Using BCFW recursion, we can obtain the classic Parke-Taylor formula for MHV gluon
amplitudes iteratively,

A[1−2−3+ . . . n+] =
⟨12⟩4

⟨12⟩ . . . ⟨n1⟩
. (2.124)

2.4.3. Super-BCFW recursion relations
In accordance with the on-shell superspace formalism, we can extend BCFW to include
a shift in the Grassmann variable and preserve supermomentum conservation. The [i, j⟩
supershift is

|̂i] = |i] + z|j], |ĵ⟩ = |j⟩ − z|i⟩, η̂i = ηi + zηj. (2.125)

In evaluating the BCFW recursion relations, we have to sum over all possible states that
can be exchanged over the internal propagator, as in the non-supersymmetric case. Due
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to the on-shell superspace formalism, we can represent the sum as a Grassmann integral,

An[pi] =
∑
I

∫
dN η̂I ÂL(zI)

1

p2I
ÂR(zI). (2.126)

The development of the Grassmannian picture for N = 4 SYM is then related to
the realization that the terms arising from super-BCFW recursion actually manifest the
Yangian symmetry of the full amplitude.

2.4.4. Large z behavior under BCFW shifts
The validity of BCFW recursion relations requires the boundary term Bn in (2.111) be
absent1. This is typical approach is to show that the shifted amplitude vanish as z → ∞,

Ân(z) → 0 for z → ∞ (2.127)

The large z behavior of the amplitude, and hence the validity of BCFW recursion, depends
on the helicities of the shifted legs. For pure Yang-Mills theory, an argument based on
the background field method establishes the following large z behavior of color-ordered
gluon tree amplitudes under shifts of adjacent gluons with indicated helicites:

[−,+⟩ [−,−⟩ [+,+⟩ [+,−⟩
Ân(z) ∼

1

z

1

z

1

z
z3

(2.128)

For non-adjacent shifted legs, an extra power 1/z is gained in each case. Thus the
[−,+⟩, [−,−⟩, [+,+⟩ shifts give valid recursion relations, while [+,−⟩ shifts do not and
is termed the bad shift as such.
For amplitudes of pure gravity, the large z behavior were shown by [31][32][33] to be

[−,+⟩ [−,−⟩ [+,+⟩ [+,−⟩
M̂n(z) ∼

1

z2
1

z2
1

z2
z6

(2.129)

Since gravity amplitudes are not color ordered, there is no notion of adjacency. That
the large z behavior of gravity amplitudes is the square of Yang-Mills can be antici-
pated via the KLT relations which express graviton amplitudes as products of Yang-Mills
amplitudes: Mn ∼ An × An.
Naively, the large z behavior of YM and gravity amplitudes should have been much

worse from the result of power counting looking at Feynman diagrams [34]. The better
than expected large z behavior signals that YM and gravity amplitudes are actually
tamed in the high energy limit. We can use BCFW shifts as a tool to probe the high
energy behavior of amplitudes. The large z limit under opposite helicity shifts is especially
noteworthy, since it has the physical interpretation of a hard light-like particle shooting

1Recently, a new algorithm known as multi-step BCFW recursion relations has been developed that
can systematically deal with situations with the boundary term being present [29][30].
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through a soft background [34]. This can be understood by noting that for an [i, j⟩ shift,
as z → ∞, p̂i and p̂j become opposite, while other moment become irrelevant,

p̂i → z|j]⟨i|, p̂j → −z|j]⟨i| for z → ∞ (2.130)

Since we have chosen to represent all momenta as outgoing, for this to be interpreted as
a single particle moving through a background, the helicites of i and j must be opposite
(such that the helcities are actually the same when we reverse pj to be incoming.) This
is drawn schematically below, where the dashed lines indicate other momenta, which are
suppressed in the large z limit.

Â(z) −→ p̂i p̂j for z → ∞ (2.131)

For maximally supersymmetric theories, all particles are of the same superfield, so there
is no distinction between different kinds of super-BCFW shifts. Specifically, N = 4 SYM
amplitudes behave as 1/z and N = 8 supergravity amplitudes as 1/z2. The large z
behavior of component amplitudes can be recovered from the maximally supersymmetric
superamplitude by integrating away some Grassmann variables.
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3. Supergravity amplitudes

To lay ground for the discussion of BCFW in N = 7 supergravity, we first review per-
turbative gravity and the calculation of amplitudes using on-shell methods following the
discussion in [4]. We introduce supergravity in general and the maximally supersym-
metric gravity theory, N = 8 supergravity. Calculation of scattering amplitudes using
BCFW recursion is discussed.

3.1. Perturbative gravity
The Lagrangian formulation of pure gravity is given in terms of the Einstein-Hilbert
action,

SEH = Spure gravity + Smatter. (3.1)

The pure gravitational part is

Spure gravity =
1

2κ2

∫
dDx

√
−gR (3.2)

where R is the Ricci scalar and 2κ2 = 16πGN with GN being Newton’s constant. The
gravitational field is realized by the metric gµν . The equation of motion given by the
variation of SEH with respect to the metric gµν is the Einstein equation,

Gµν = 8πTµν , (3.3)

where the Einstein tensor part Gµν = Rµν − 1
2
gµνR is derived from the variation of

Spure gravity and the variation of Smatter gives the stress-tensor Tµν = −2√
−g

δSmatter

δgµν
. The matter

action Smatter can be obtained from a theory without gravity by promoting ηµν into gµν
and dDx into dDx

√
−g to introduce gravitational coupling with matter. For example, the

matter action for a massless free scalar and for a photon put in a gravitational background
respectively are

Sscalar =

∫
dDx

√
−g 1

2
gµν∂µϕ∂νϕ (3.4)

Sphoton =

∫
dDx

√
−g

[
−1

4
gµαgνβ∇[µAν]∇[αAβ]

]
. (3.5)

The property that gravity interacts with all fields can be explained by the universal
appearance of √−g as well as metric contractions upon the introduction of gravity. Our
interest of discussion in the following is pure gravity, which is given by Smatter = 0.
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In our discussion of gravity amplitudes, the focus is not the application of quantum
field theory in curved spacetime, but rather perturbative gravity in a flat spacetime
background. More precisely, we expand the gravitation field gµν around the flat metric,
gµν = ηµν + κhµν and regard the fluctuation hµν as the graviton field. From the view of
perturbative gravity, black holes are considered non-perturbative states which are sup-
pressed by powers e−1/κ2 in the weak coupling κ << 1 scattering processes. Suppressing
the intricate index structure, we can write the connection as Γ ∼ κ∂h+ κ2h∂h, the Ricii
scalar as R ∼ (ΓΓ + ∂Γ)2, and √

−g ∼ c + κh + κ2h2 + · · · , which involves an infinite
series. Therefore, the expansion can be written schematically as

SEH =

∫
dDx

[
h∂2h+ κh2∂2h+ κ2h3∂2h+ κ3h4∂2h+ · · ·

]
(3.6)

The infinite set of interaction terms generate Feynman rules for n-graviton vertices for
any n = 3, 4, 5, . . . .
In order to extract Feynman rules from the Lagrangian and do explicit calculation of

scattering amplitudes, we have to first choose a gauge. A common choice is the de Donder
gauge, ∂µhµν = 1

2
∂νh

µ
µ, which results in the propagator

Pµ1ν1,µ2ν2 = − i

2

(
ηµ1µ2ην1ν2 + ηµ1ν2ην1µ2 −

2

D − 2
ηµ1ν1ηµ2ν2

)
1

k2
, (3.7)

and the 3-point vertex

V3(p1, p2, p3) = pµ3

1 p
ν3
2 η

µ1ν2ηµ2ν1 + (many other terms), (3.8)

and so on. Each graviton leg has two Lorentz indices, which are to be contracted by
graviton polarization tensors. The polarizations can be constructed as products of spin-1
polarization vectors,

ϵµν+ (p) = ϵµ+(p)ϵ
ν
+(p), ϵµν− (p) = ϵµ−(p)ϵ

ν
−(p). (3.9)

The complicated terms derived from the Lagrangian makes calculation of even the
simplest tree-level amplitudes a formidable task. However, final results for on-shell am-
plitudes turn out to have expressions that are much more simple than the process. In
accordance to the central theme of the thesis, instead of starting with the Lagrangian,
we can construct gravity amplitudes much more efficiently using on-shell methods. In
4d, little group scaling and dimensional analysis fix the gravitational 3-point amplitudes
to be

M3(1
−2−3+) =

⟨12⟩6

⟨23⟩2⟨31⟩2
= A3(1

−2−3+)2 (3.10)

M3(1
+2+3−) =

[12]6

[23]2[31]2
= A3(1

+2+3−)2. (3.11)

They serve as the building blocks from which all higher-point tree-level amplitudes can
then be calculated using on-shell recursion relations. For example, we calculate the 4-
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point tree-level MHV graviton amplitude using BCFW recursion by a [1−, 4+⟩ shift,

M tree
4 (1−2−3+4+) =

+ P̂ −

1̂−

2− 3+

4̂+

+
− P̂ +

1̂−

2−3+

4̂+

=M3(1̂
−2−P̂+)

1

P 2
M3(3

+4̂+-P̂−) +M3(1̂
−P̂−3+)

1

P 2
M3(-P̂+4̂+2−)

=
⟨12⟩6

⟨2P̂ ⟩2⟨P̂1⟩2
1

⟨12⟩[12]
[34]6

[4P̂ ]2[P̂3]2
+

⟨1P̂ ⟩6

⟨P̂3⟩2⟨13⟩2
1

⟨13⟩[13]
[P̂4]6

[24]2[2P̂ ]2

=
⟨12⟩5[34]6

[12]⟨1|P̂ |3]2⟨2|P̂ |1]4
+

⟨1|P̂ |4]6

⟨13⟩3[13][24]2⟨3|P̂ |2]2

=
⟨12⟩5[34]6

[12]⟨12⟩2[23]2⟨23⟩2[34]2
+

[13]6⟨34⟩6

⟨13⟩3[13][24]2⟨13⟩2[1̂2]2

=
⟨12⟩3[34]4

[12]⟨23⟩2[23]2
+

⟨13⟩[34]6

[13][24]2[1̂2]2
.

We can solve for [1̂2] by noting that for the diagram on the right,

P̂ 2 = (p̂1 + p3)
2 = ⟨13⟩[1̂3] = 0

⇒ [1̂3] = [13] + z[43] = 0

⇒ z =
[13]

[34]

⇒ |1̂] = |1] + [13]

[34]
|4]

⇒ [1̂2] =
[12][34] + [13][42]

[34]
= − [14][23]

[34]
,

where we have used the Schouten identity in the last line. Therefore,

M tree
4 (1−2−3+4+) =

⟨12⟩4[34]4

[12]⟨23⟩2[23]2
+

⟨13⟩[34]8

[13][24]2[14]2[23]2

=
⟨12⟩4[34]4

[12]⟨23⟩2[23]2
+

⟨13⟩[34]8⟨12⟩4

[13]⟨1|2|4]2⟨2|1|4]2[23]2

=
⟨12⟩4[34]4

[12]⟨23⟩2[23]2
+

⟨13⟩[34]8⟨12⟩4

[13]⟨1|3|4]2⟨2|3|4]2[23]2

= −⟨12⟩4[34]4

s214

(
1

s12
+

1

s13

)
=

⟨12⟩4[34]4

s12s13s14
,

where we have used momentum conservation p1 + p2 + p3 + p4 = 0 in the process.

In terms of the usual Mandelstam variables, we can write the compact expression for the
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4-point amplitude:
M tree

4 (1−2−3+4+) =
⟨12⟩4[34]4

stu
. (3.12)

This derivation for the 4-point graviton amplitude is drastically simpler than brute force
calculation using Feynman diagrams, which can be looked up in [35], clearing demonstrat-
ing the power of BCFW recursion. Beyond tree level, loop amplitudes can be constructed
with unitary techniques. From the point of on-shell scattering amplitudes, the infinite set
of interaction terms in the Lagrangian is not needed. They are only required to ensure
off-shell diffeomorphism.
Let us now discuss formulas of graviton amplitudes for various helicity configurations,

with designation NkMHV by the MHV classification. Unlike gluon amplitudes, there is
no color ordering, so the order of external particles is irrelevant. At tree level, graviton
amplitudes vanish for all-plus and all-minus configurations,

M tree
n (1−2− . . . n−) =M tree

n (1+2+ . . . n+) = 0, (3.13)

as well as configurations with exactly one negative or positive helicity graviton for n > 3,

M tree
n (1+2−3− . . . n−) =M tree

n (1−2+3+ . . . n+) = 0, n > 3. (3.14)

These relations are most easily proven using the supersymmetry Ward identities. For
MHV graviton tree-level amplitudes, there are several formulas available in the literature,
including the BGK (Berends, Giele, and Kuijf) formula [36],

M tree
n (1−2−3+ . . . n+) =

∑
P (3,4,...,n−1)

⟨12⟩8
∏n−1

l=3 ⟨n|2 + 3 + · · ·+ (l − 1)|l](∏n−2
i=1 ⟨i, i+ 1⟩

)
⟨1, n− 1⟩⟨1n⟩2⟨2n⟩2

(∏n−1
l=3 ⟨ln⟩

) , n > 4,

(3.15)
where the sum is over permutations of (3, 4, . . . , n− 1).

3.2. Supergravity
Supergravity is the beautiful union of gravity and supersymmetry, which can also be
viewed as the result of making the supersymmetry transformations local in the sense
that the supersymmetry parameter is dependent on spacetime. For a 4d supergravity
theory with N supersymmetry generators, we can construct the spectrum by acting the
generators QA on the positive helicity graviton h+ as the highest-weight state to generate
a supermultiplet. We also have to include the CPT conjugate states in the full spectrum.
For example, the spectrum of N = 1 pure supergravity consists of two CPT conjugate

pairs (h+, ψ+) and (h−, ψ−) each with a graviton and a gravitino,

h = +2 h = +3
2

h = −3
2

h = −2
graviton gravitino gravitino graviton
h+ ψ+ ψ− h−

(3.16)

The two pairs can be written as two superfields in the on-shell superspace formalism,
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here adopting the Φ−Ψ form, by introducing a Grassmann variable η such that Q = ηλ,

Φ = h+ + ψ+η, Ψ = ψ− + h−η. (3.17)

For pure N = 2 supergravity, the spectrum is

1 2 1 1 2 1
h = +2 h = +3

2
h = +1 h = −1 h = −3

2
h = −2

graviton gravitinos gravi-photon gravi-photon gravitinos graviton
h+ ψ+

A v+ v− ψ−A h−

(3.18)

labeled by the SU(2) index A = 1, 2. On-shell superfields can be formed by introducing
Grassmann variables ηA such that QA = ηAλ,

Φ = h+ + ψ+
Aη

A + v+(η)2, (3.19a)
Ψ = v− + ψ−AηA + h−(η)2. (3.19b)

where (η)2 = η1η2, and ηA = 1
2!
ϵABη

B so η1 = η2.
For pure N = 4 supergravity, the spectrum is

1 4 6 4 1 + 1 4 6 4 1
h = +2 h = + 3

2
h = +1 h = + 1

2
h = 0 h = − 1

2
h = −1 h = − 3

2
h = −2

graviton gravitinos gravi-photons gravi-photinos scalars gravi-photinos gravi-photons gravitinos graviton
h+ ψ+

A v+AB χ+A S, S̃ χ−
A v−AB ψ−A h−

(3.20)

labeled by the SU(4) index A = 1, 2, 3, 4. On-shell superfields can be formed by intro-
ducing Grassmann variables ηA such that QA = ηAλ,

Φ = h+ + ψ+
Aη

A +
1

2!
v+ABη

AηB + χ+Aη3A + Sη4, (3.21a)

Ψ = S̃ + χ−
Aη

A +
1

2!
v−ABη

AηB + ψ−Aη3A + h−η4. (3.21b)

where η3A = 1
4!
ϵABCDη

BηCηD, and η4 = η1η2η3η4.
Since applying QA once lowers helicity by 1

2
, by acting QA on the graviton top state

h+, we see that if N > 8 we cannot avoid states with spin grater than 2. Since there are
no consistent interactions in flat space for particles with spin greater than 2, the theory
with maximal supersymmetry in 4d is N = 8 supergravity.
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3.3. N = 8 supergravity
The spectrum of N = 8 supergravity consists of 128 bosons and 128 fermions,

1 8 28 56 70 56 28 8 1
h = +2 h = + 3

2
h = +1 h = + 1

2
h = 0 h = − 1

2
h = −1 h = − 3

2
h = −2

graviton gravitinos gravi-photons gravi-photinos scalars gravi-photinos gravi-photons gravitinos graviton
h+ ψA vAB χABC SABCD χABC vAB ψA h−

(3.22)

We can formulate N = 8 supergravity using an on-shell superspace by introducing eight
Grassmann variables ηA, labeled by the SU(8) index A = 1, ..., 8. This allows us to
associate the states of various helicities in the N = 8 theory with components of different
orders of η in an on-shell chiral superfield, which we write as

Ω = h+ + ψAη
A +

1

2!
vABη

AηB +
1

3!
χABCη

AηBηC +
1

4!
SABCDη

AηBηCηD

+
1

3!
χABCη5ABC +

1

2!
vABη6AB + ψAη7A + h−η

8, (3.23)

where η5ABC ≡ 1
5!
ϵABCDEFGHη

DηEηFηGηH , and other η polynomials are similarly defined.

3.3.1. N = 7 formalism of N = 8 supergravity
The effectiveness of using the N = 7 formalism instead of the standard N = 8 was noted
by Hodges [14]. There it was shown that the N = 7 BCFW lead to new forms for 6- and
7-point graviton MHV amplitudes with greater symmetry. In particular, term by term
1/z2 fall off was noted for the 6-point amplitude. It is from these observations that we
will extend to a more general amplitudes in this thesis. In the following we review the
derivation of N = 7 supergravity amplitudes from its N = 8 counterpart, as well as its
large z behavior. This discussion follows [37].
Following the Φ − Ψ formalism introduced by [37], we reduce the manifest supersym-

metry from N = 8 to N = 7, such that the on-shell states separate into two superfields,
which are obtained respectively from two different ways of reducing supersymmetry: set-
ting η8 to zero or integrating away η8.

Φ ≡ Ω|η8→0 =

∫
dη8 η8Ω , (3.24a)

Ψ ≡
∫

dη8 Ω . (3.24b)
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The explicit forms of the superfields are:

Φ = h+ + ψAη
A +

1

2!
vABη

AηB +
1

3!
χABCη

AηBηC +
1

3!
S8ABCη4ABC

+
1

2!
χ8ABη5AB + v8Aη6A + ψ8η7, (3.25a)

Ψ = ψ8 + v8Aη
A +

1

2!
χ8ABη

AηB +
1

3!
S8ABCη

AηBηC +
1

3!
χABCη4ABC

+
1

2!
vABη5AB + ψAη6A + h−η7. (3.25b)

The indices are now summed from 1 to 7, and η4ABC ≡ 1
4!
ϵABCDEFGη

DηEηFηG. Note
that setting η8 to zero can be represented by an integration over η8 after multiplying
by η8. The Φ multiplet has helicity +2, and contains the positive helicity graviton h+,
while Ψ has helicity +3/2, and contains the negative helicity graviton h−. Although
the superfields contain more than the positive and negative helicity gravitons, we will
continue to use the “+” and the “−” sign to mark quantities associated with the Φ and
Ψ multiplet respectively, as in the non-supersymmetric case.
Using the same operations, N = 7 amplitudes can be derived from the correspond-

ing N = 8 amplitudes. As an example, the N = 7 MHV 3-point graviton scattering
amplitude is obtained from the N = 8 MHV 3-point amplitude as follows:

MN=7
3 [1−2−3+] =

∫
dη81dη82dη83 η83 MMHV

3 (123). (3.26)

Here the subscript of η refers to the associated particle number, while the superscript
refers to the SU(8) index.
For a general NkMHV amplitude, there will be k + 2 external legs in the Ψ multiplet,

which we denote by the set {x}, and n − k − 2 external legs in the Φ multiplet, which
we denote by the set {y}. Then we have the following map between N = 7 and N = 8
amplitudes:

MN=7[{x}, {y}] =
∫ [

n∏
a=1

dη8a

] ∏
b∈{y}

η8b

MN=8. (3.27)

Or more explicitly,

MN=7
n [1−, · · · , (k + 2)−, (k + 3)+, · · · , n+] =

∫
dη81 · · · dη8n η8k+3 · · · η8nMN=8

n (1, · · · , n).
(3.28)

In the following we will introduce super-BCFW recursion in the formalism of N = 7
supergravity, and examine its validity under different scenarios, leading us to investigate
the large z behavior of the [+,−⟩ “bad shift” representation. We then present a proof for
term-by-term O (z−2) scaling of the “bad shift” representation under a correspondingly
chosen test shift. Furthermore, we discover the improved scaling in N = 7 is related to
bonus relations in N = 8.
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3.3.2. N = 7 BCFW recursion
Validity of a BCFW representation requires the amplitude vanish as the deformation
parameter z goes to infinity:

|̂i] = |i] + z|j], |ĵ⟩ = |j⟩+ z|i⟩, η̂i = ηi + z ηj,

M̂n(z) −→ 0 as z −→ ∞ . (3.29)
N = 8 amplitudes scale as O (z−2) for large z. In the case of N = 7, we can deduce

the large z behavior by relating the N = 7 amplitude to the parent N = 8 using (3.27).
Unlike in the case of N = 8, amplitudes in N = 7 specialize into different supermultiplet
configurations for lines i, j which may show different large z behavior.
Note that in order to deduce the large z behavior of N = 7 from N = 8 using (3.27),

we need to take into the subtlety that for N = 8, we shift η̂Ai for A = 1...8, while for
N = 7, we only shift for A = 1...7. Thus we need to somehow unshift η̂8i . This can easily
be done by a change of variables. We define

η8i = η8i − zη8j , η8a = η8a for a ̸= i. (3.30)

The Jacobian is simply 1. Now we can promote (3.27) into a relation for the shifted
variables:

MN=7(z) =

∫ [
n∏

a=1

dη8a

] ∏
b∈{y}

η8b (η
8
c)

MN=8(z) , (3.31)

where η8b is a function of η8c , as defined by (3.30).

We can now analyze different scenarios for which multiplet the lines i, j in our [i, j⟩
shift sits in:

• For [i−, j+⟩ and [i−, j−⟩: Since i is not in the Φ multiplet, η8b does not contain any z
dependence, and hence the N = 7 amplitude behaves as O (z−2) at large z exactly
like N = 8.

• For [i+, j+⟩: Now i belongs to the Φ multiplet, so naively applying a change of
variable, one would pick up a z factor. However the z will be proportional to ηj
which is already present in η8b and thus this term drops out, i.e. (ηi−zηj)ηj = ηiηj.
Thus we see for this shift, the N = 7 amplitude again behaves as O (z−2) at large
z exactly like N = 8.

• For [i+, j−⟩: Now i belongs to the Φ multiplet, while j does not, so η8b obtains an
overall factor of z. Thus the large z behavior for N = 7 amplitude behaves as
O (z)×O (z−2) = O (z−1).

From the above we conclude that for the “good” shifts [i−, j+⟩, [i−, j−⟩, [i+, j+⟩, the
N = 7 amplitude behaves as 1/z2 just as the N = 8 parent. The BCFW built for N = 7
from the good shifts will be using the same 1/z pole as the N = 8 parent. Thus the
BCFW built from the [+,−⟩ ”bad” shift in N = 7 is secretly using information of the
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1/z2 behavior of the N = 8 amplitude. In the following section, we will demonstrate
that the N = 7 BCFW expansion built from the [j+, i−⟩ “bad shift” indeed has bonus
behavior in the form of term-by-term O (z−2) large-z scaling under the [i−, j+⟩ test shift.

3.4. N = 7 “bad shift” BCFW representation
3.4.1. A particular [−,+⟩ test shift: NkMHV amplitudes
We would like to prove that the N = 7 [j+, i−⟩ “bad shift” BCFW terms have O (z−2)
large z fall off under the secondary [i−, j+⟩ test shift. Note our analysis can be easily
applied to other helicity configurations as well, where the O (z−2) fall off is no longer
present. Therefore, we start without fixing which superfields particles i and j belong to
and construct the [j, i⟩ BCFW representation of the amplitude (see Fig. 3.1):

Mn(1, · · · , i, · · · , j, · · · , n) =
∑∫

d7ηP̂ ML(−P̂ , ĵ, · · · )
1

P 2
MR(P̂ , î, · · · ) |P̂ 2=0 ,

(3.32)
|ĵ] = |j] + w|i], |̂i⟩ = |i⟩ − w|j⟩, η̂j = ηj + w ηi . (3.33)

We use w to denote the deformation parameter of the BCFW shift used to construct the
representation, and z for the test shift used to probe high energy behavior.

îĵ

P̂
ML MR

Figure 3.1.: Diagram of a BCFW term.

For the on-shell condition P̂ 2 = (P + w |i]⟨j|)2 = 0, we can solve for w and P̂ in terms
of i, j and P .

Derivation of P̂
Consider a [j, i⟩ BCFW representation:

Mn =
∑∫

d7ηP̂ ML
1

P 2
MR |P̂ 2=m2 , (3.34)

|ĵ] = |j] + w|i], |̂i⟩ = |i⟩ − w|j⟩, η̂j = ηj + w ηi , (3.35)

P̂ = P + w |i]⟨j|. (3.36)

42



We can evaluate w using the on-shell condition P̂ 2 = m2.

P̂ 2 = (P + w |i]⟨j|)2

= P 2 + 2P · w |i]⟨j|
= P 2 + w ⟨j|P |i] = m2.

Therefore,

w =
−P 2 +m2

⟨j|P |i]
. (3.37)

Plugging the expression for w into P̂ ,

P̂ = P +
(−P 2 +m2)

⟨j|P |i]
|i]⟨j|

=
[i|P |j⟩P − P 2|i]⟨j|+m2|i]⟨j|

⟨j|P |i]
.

This can be simplified by invoking the Schouten identity as follows:

⟨j|P |i]Paḃ = jċP
ċdidPaḃ

= −P d
ċ idP

ċ
a jḃ − Paċj

ċP d
ḃ
id

= PaċP
ċdidjḃ + Paċj

ċPḃdi
d.

Using P a
ċP

ċd = P 2ϵad, we have

⟨j|P |i]P = P 2δ d
a idjḃ + Paċj

ċPḃdi
d

= P 2iajḃ + Paċj
ċPḃdi

d

= P 2|i]⟨j|+ P |j⟩[i|P.

We obtain for P̂ :

P̂ =
P |j⟩[i|P +m2|i]⟨j|

⟨j|P |i]
. (3.38)

The result for the massless case is

w = − P 2

⟨j|P |i]
, (3.39)

P̂ =
P |j⟩[i|P
⟨j|P |i]

. (3.40)

Let us now deform (3.32) by an [i, j⟩ test shift:

|i](z) = |i] + z|j], |j⟩(z) = |j⟩ − z|i⟩, ηi(z) = ηi + z ηj. (3.41)

Under the test shift, the amplitude is deformed into

Mn(z) =
∑∫

d7ηP̂ ML(−P̂ (z), ĵ(z), · · · )
1

P 2(z)
MR(P̂ (z), î(z), · · · ) (3.42)
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Now |i], |j⟩, ηi, P 2, |ĵ], |̂i⟩, η̂j, |P̂ ], |P̂ ⟩ have become functions of z. Since the BCFW terms
must have zero little group weight in P̂ , the z dependence of the BCFW terms only comes
from |i], |j⟩, ηi, P 2, |ĵ], |̂i⟩, η̂j, P̂ . By analyzing their large z behavior individually, we can
deduce the large z behavior of the BCFW term as a whole. We thus proceed to do so.
From the [i, j⟩ test shift (3.41), deriving the large-z behavior of |i], |j⟩, ηi, P 2 is straight-

forward:
|i](z) −→ O (z) , |j⟩(z) −→ O (z) , ηi(z) −→ O (z) . (3.43)

P 2(z) = P 2 − z⟨i|P |j] −→ O (z) . (3.44)
The primary deformed quantities |ĵ], |̂i⟩, η̂j, P̂ transform under the test shift as

|ĵ](z) = |j] + w(z)|i](z), |̂i⟩(z) = |i⟩ − w(z)|j⟩(z), η̂j(z) = ηj + w(z)ηi(z), (3.45)

P̂ (z) =
−(P − pj)|i⟩[j|(P + pi)

⟨i|P |j]
+O

(
z−1

)
−→ O

(
z0
)
. (3.46)

To determine the large-z behavior of |ĵ], |̂i⟩, η̂j, we solve for the z-deformed primary shift
parameter w(z), and expand it in powers of z:

w(z) = −1

z
+

−P 2 − ⟨j|P |j] + ⟨i|(P − pj)|i]
⟨i|P |j]

1

z2
+O

(
z−3

)
. (3.47)

We expand to O (z−2) since the leading term gets canceled when we plug in expressions
(3.41) and (3.47) into (3.45). We get:

|ĵ](z) =
(
−|i] + −P 2 − ⟨j|P |j] + ⟨i|(P − pj)|i]

⟨i|P |j]
|j]

)
1

z
+O

(
z−2

)
,

|̂i⟩(z) =
(
|j⟩+ −P 2 − ⟨j|P |j] + ⟨i|(P − pj)|i]

⟨i|P |j]
|i⟩

)
1

z
+O

(
z−2

)
,

η̂j(z) =

(
−ηi +

−P 2 − ⟨j|P |j] + ⟨i|(P − pj)|i]
⟨i|P |j]

ηj

)
1

z
+O

(
z−2

)
. (3.48)

Now we can read off their large-z behavior. The results are organized below:

|i](z) −→ O (z) , |j⟩(z) −→ O (z) , ηi(z) −→ O (z) ,

|ĵ](z) −→ O
(
z−1

)
, |̂i⟩(z) −→ O

(
z−1

)
, η̂j(z) −→ O

(
z−1

)
,

P̂ (z) −→ O
(
z0
)
,

P 2(z) −→ O (z) . (3.49)

With the large-z scaling of |i], |j⟩, ηi, P 2, |ĵ], |̂i⟩, η̂j, P̂ in hand, we can know how the
BCFW term behaves at large z by counting the orders of these contributing components.
From (3.49) we see that |i], ηi, which have helicity 1/2, behave as O (z). On the other
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hand, |̂i⟩, which has helicity −1/2, scales oppositely as O (z−1). We can write a general
Ansatz that if particle i contributes to the amplitude in the form of |i]aηbi |̂i⟩c, then it
scales as O

(
za+b−c

)
.

In general, determining the orders of the spinors and the Grassmann variable can be
nontrivial. However, in this case little group scaling of external leg i trivializes the
counting by fixing a + b − c = 2hi, where hi and hj are the helicities of the superfield
corresponding to legs i and j. Therefore, particle i contributes O

(
z2hi

)
at large z. A

similar analysis shows that particle j contributesO
(
z−2hj

)
at large z. Since P̂ approaches

a constant at z → ∞, the large z scaling of each BCFW term is of:

O
(
z2(hi−hj)−1

)
. (3.50)

Crucial to this result is the choice of the [j, i⟩ primary shift followed by [i, j⟩ test
shift, which enjoys the cancellation of order z0 terms while obtaining (3.48) and thus
ensures that the square spinors and the Grassmann variable scale oppositely to the angle
spinors. Other choices would not have allowed us to determine the large z scaling from
the helicities alone. For example, if we chose a [j, i⟩ primary shift followed by a [k, j⟩
test shift, where i ̸= k, then |k] and ηk would scale as O (z) while |k⟩ scale as O (z0).
If particle k contributes to the amplitude in the form of |k]aηbk|k⟩c, then it would scale
as O

(
za+b

)
, so a + b − c = 2hk would not be sufficient to determine the large z scaling

contributed by particle k.
Note that up until this point we have not designated the helicities of superfields i and j.

If we choose a [j+, i−⟩ “bad” N supershift for supergravity, hj and hi would be separated
by 8−N

2
, such that the large z scaling of each BCFW term be:

O
(
zN−9

)
. (3.51)

We now specialize to theN = 7 [j+, i−⟩ “bad shift” BCFW expansion under the secondary
[i−, j+⟩ test shift. From the expressions for the N = 7 superfields (3.25), superfield i has
helicity +3/2 and therefore contributes O (z3) at large z, while superfield j has helicity
+2 and gives us O (z−4). 1/P 2 gives O (z−1). Collectively, we find that the large z scaling
for the BCFW term is of:

O
(
z−2

)
. (3.52)

We are lead to this result only if we specialize to the case where the [j+, i−⟩ bad shift
is the primary shift. Other choices can result in O (z−1) or worse fall off. However, note
that our counting is only indicative of the worst behavior, so the terms can actually have
better fall off than shown by the counting. For example, both N = 7 [j+, i+⟩ and [j−, i−⟩
count to O (z−1), but explicit calculations have shown that some but not all of their
BCFW terms behave as O (z−2).
Finally, note that the place where N = 7 plays a crucial role is the fact that the bad

shift BCFW recursion is not valid for N < 7, while N = 8 does not distinguish between
different shifts.
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3.4.2. Large z behavior under general test shifts
Our proof above for the N = 7 “bad shift” BCFW representation is restricted to particu-
lar chosen test shift legs that match the ones used to construct the BCFW representation.
In the following we examine its large z behavior under more general test shifts.

[−,+⟩ test shifts: the MHV case

The above result fails for general BCFW test shifts other than the [i−, j+⟩ shift, and an
alternative analysis is required. In general, there are many combinations of test shifts
that we can choose from, however we are mainly concerned with the [−,+⟩ test shift,
since it is the most relevant in the high energy limit. In the following, we analyze the
large z scaling under general [−,+⟩ test shifts in the MHV case. (See Fig. 3.2)

n̂
+

1̂
−

P̂
ML MR

k
+

2
−

Figure 3.2.: Diagram of a MHV “bad shift” BCFW term.

Choosing the [n+, 1−⟩ primary shift, the amplitude factorizes into an n− 1 point MHV
subamplitude and a 3-point MHV subamplitude. Similar to our previous analysis, first
we solve for w and P̂ :

w =
⟨1k⟩
⟨nk⟩

, (3.53)

P̂ = −
(
|k] + ⟨n1⟩

⟨nk⟩
|1]

)
⟨k|. (3.54)

We now analyze the large z scaling under different [−,+⟩ test shifts:

• For the [1−, n+⟩ shift: The proof in the previous section applies, and there is O (z−2)
term by term behavior.

• For the [2−, n+⟩ shift: There is O (z−2) term by term behavior. The large z behavior
of the deformed quantities are:

P̂ −→ O
(
z0
)

|2](z) = |2] + z|n]
|n⟩(z) = |n⟩ − z|2⟩
|n̂](z) = |n] + w|1] −→ |n]
|1̂⟩(z) = |1⟩ − w(|n⟩ − z|2⟩) −→ O

(
z0
)
. (3.55)
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In the large z limit, dependence on z only comes from the n−1 point subamplitude
ML, also we see that |n̂] → |n]. Therefore, the chosen test shift is precisely a
BCFW shift on the subamplitude ML at large z, so the BCFW term must scale as
O (z−2).

• For a [2−,m+⟩ shift (where m ̸= n): Individual terms scale as O (z−2). The same
argument as above applies if m is not on the 3 point amplitude, so terms scale as
O (1/z2). Moreover, the BCFW expansion is summed over all possible permuta-
tions, but there is only one diagram where m is on the 3 point amplitude, therefore
this term must also scale as O (z−2), since the existence of an O (z−1) part cannot
be canceled by other terms.

• For a [1−,m+⟩ test shift: The above argument fails and there are terms which do
not behave as O (z−2).

Summarizing the results above, we have demonstrated that for the MHV case, the
N = 7 [n+, 1−⟩ bad shift BCFW representation has O (z−2) term by term large z scaling
under [1−, n+⟩, [2−, n+⟩ and [2−,m+⟩ test shifts.

Explicit example: 5-point N = 7 “bad shift” representation

The [5+, 1−⟩ BCFW representation of the N = 7 5-point MHV amplitude M5(123̃4̃5̃)
has just two terms and is given by

M5(123̃4̃5̃) =
δ(14)(Q̃)[13][24]

⟨13⟩⟨15⟩⟨23⟩⟨25⟩⟨34⟩⟨35⟩⟨45⟩
+ (3 ↔ 4) (3.56)

Note that the two terms can be related by either 1 ↔ 2 or 3 ↔ 4. The few number of
terms and the symmetry between terms causes the two terms to be O(1/z2) under many
kinds of test shifts, which may not generalize to higher-point amplitudes.

• [−,−⟩ test shifts
Under a [1−, 2−⟩ test shift, the two BCFW terms behave at large z respectively as
(with some numerical factors ommited)

−1

z
[23][24]⟨13⟩⟨14⟩+O

(
1

z2

)
and

1

z
[23][24]⟨13⟩⟨14⟩+O

(
1

z2

)
Summing the two terms, the O(1/z) parts are cancelled, leaving only the O(1/z2)
part. This kind of cancellation is not desirable for our purposes. The [2−, 1−⟩ test
shift shows the same behavior due to 1 ↔ 2 symmetry.
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• [+,+⟩ test shifts
Under the [+,+⟩ test shifts with one leg being the original shifted leg, i.e the
[3+, 5+⟩, [4+, 5+⟩, [5+, 3+⟩, [5+, 4+⟩ test shifts, the individual BCFW terms fall off
as O(1/z2) for large z.

Under all other [+,+⟩ test shifts, i.e the [3+, 4+⟩, [4+, 3+⟩ test shifts, the individual
BCFW terms O(1/z) for large z and the summation shows cancellation between
the O(1/z) terms.

• [−,+⟩ test shifts
Under all the [−,+⟩ test shifts, the individual BCFW terms behave as O(1/z2) for
large z.

Explicit example: 6-point N = 7 “bad shift” representation

The BCFW representation of the 6-point MHV amplitude M6(123̃456̃) constructed from
the [6+, 1−⟩ shift is:

M6(123̃456̃) = δ(14)(Q̃)

(
[13][25](⟨62⟩[24] + ⟨65⟩[54])

⟨62⟩⟨56⟩⟨13⟩⟨54⟩⟨16⟩⟨36⟩⟨43⟩⟨25⟩⟨46⟩

+
[13][24](⟨62⟩[25] + ⟨64⟩[45])

⟨62⟩⟨56⟩⟨13⟩⟨53⟩⟨16⟩⟨36⟩⟨54⟩⟨24⟩⟨64⟩

)
(3.57)

Under all [−,+⟩ test shifts, the individual BCFW terms behave as O(1/z2) for large z.

3.4.3. Comparison to other formulas for supergravity
amplitudes

The large z scaling of the “bad shift” BCFW representation can be compared with the
tree formula for MHV amplitudes by Nguyen, Spradlin, Volovich, and Wen [13], which
also manifest O (z−2) large z fall off term-by-term under certain test shifts. The formula
chooses two legs as special, and involves a sum of terms each represented by a tree
diagram. By directly counting the orders of z in the z deformed formula, we see that if at
least one of test shift legs are special, then the term will scale as O (z−2). Otherwise, for
an [i, j⟩ test shift where neither i or j is a special leg, the term scales as O

(
zdeg(i)+deg(j)−4

)
.

The degree of a leg refers to the number of propagators that connect to the leg in the tree
diagram. The best fall off occurs when both leg i and j have only one connection, where
the term scales as O (z−2). The tree formula and the N = 7 BCFW is complementary
in the sense that both manifest the O (z−2) scaling term by term, but under different
conditions of test shift legs.

48



3.4.4. N = 8 bonus relations and N = 7 bonus scaling: the MHV
case

After demonstrating our proof, we would like to show that N = 7 BCFW terms manifest
the improved scaling because they are using “bonus relations”, which come from the
O (z−2) fall off of N = 8 amplitudes. The bonus scaling of N = 8 amplitudes enables us
to multiply a linear function of z on our amplitude and deform z as in BCFW recursion,
except that we do not have to consider the boundary integral. These extra relations are
called “bonus relations”. Multiplying by the s channel, we have the sum over residues at
z = zk,

s(0)MN=8
n =

∑
k

s(zk)

∫
d8ηP̂ ML

1

P 2
MR. (3.58)

Our purpose is to use the bonus relations to recombine N = 8 terms and cancel out
linear relations between terms, such that the remaining expression corresponds to the
N = 7 representation. The following analysis focuses on the MHV case for simplicity
and parallels Appendix C of [38]. Note that the BCFW representation for the N = 8
n-point MHV amplitude will always have one more diagram than N = 7. We will show
that we can use the bonus relation to express the additional N = 8 term using terms
appearing in N = 7. More explicitly, we write the N = 8 n-point MHV amplitude
as M(123 · · ·n) or MN=8

n , the N = 7 amplitude as M(1−2−3+ · · ·n+) or MN=7
n , and

construct the BCFW representation using the [n+, 1−⟩ shift:

|n̂] = |n] + w|1], |1̂⟩ = |1⟩ − w|n⟩, η̂n = ηn + w η1. (3.59)

The N = 8 representation has n− 2 diagrams while the N = 7 representation has n− 3
diagrams. The additional term for N = 8 can be written as∫

d8ηP̂ ML
1

P 2
MR(1̂P̂2). (3.60)

Intuitively, we want to expand this term into the other n − 3 terms, so we separate the
additional term and multiply s12 on each side

MN=8
n =

∫
d8ηP̂ ML

1

P 2
MR(1̂P̂2) +

n−1∑
k=3

∫
d8ηP̂ ML

1

P 2
MR(1̂P̂ k), (3.61)

s12(0)MN=8
n =

n−1∑
k=3

s12(zk)

∫
d8ηP̂ ML

1

P 2
MR(1̂P̂ k). (3.62)

After some manipulation, we successfully expand the additional term in N = 8 using
others terms which have correspondence with N = 7.

MN=8
n =

n−1∑
k=3

s12(zk)

s12(0)

∫
d8ηP̂ ML

1

P 2
MR(1̂P̂ k). (3.63)
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To compare with N = 7, we need to reduce the N = 8 terms to N = 7. In the
MHV case, legs 1 and 2 are in multiplet Φ−, which have helicity +3/2, while the other
particles are in multiplet Φ+, which has helicity +2, so we integrate out η81, η82 and η̂P in
the integral in (3.63) as follows:∫

d8ηP̂ ML
1

P 2
MR(1̂P̂ k)

=

∫
dη81dη82

∫
dη̂8P δ(|n⟩η̂8n + |P̂ ⟩η8

P̂
+ · · · ) δ([1k]η8

P̂
+ [kP̂ ]η81 + [P̂1]η8k)

∫
d7ηP̂ M̃L

1

P 2
M̃R

= (w⟨2n⟩[1k] + [kP̂ ]⟨2P̂ ⟩)
∫

d7ηP̂ M̃L
1

P 2
M̃R

= ⟨12⟩[1k]
∫

d7ηP̂ M̃L
1

P 2
M̃R, (3.64)

where M̃L and M̃R are ML and MR with the supermomentum conservation delta func-
tion stripped off. Combining this result with (3.63), we obtain

n−1∑
k=3

∫
d7ηP̂ ⟨1̂2⟩[1k]M̃L

1

P 2
M̃R, (3.65)

which is exactly the explicit form for the corresponding N = 7 BCFW representation:

n−1∑
k=3

∫
d7ηP̂ MN=7

L

1

P 2
MN=7

R =
n−1∑
k=3

∫
d7ηP̂ ⟨2P̂ ⟩[P̂ k]M̃L

1

P 2
M̃R. (3.66)

What we have demonstrated is that we can use a bonus relation to relate N = 8 BCFW
terms to N = 7 BCFW terms. In other words, the reason why N = 7 BCFW terms have
nicer large z behavior in this example is precisely because they are implicitly using bonus
relations to cancel out linear dependent terms which appear in the N = 8 representation.
The next question we can ask is whether the result applies to the general n-point

NkMHV case. To answer this question, we try the same analysis on the 6-point NMHV
amplitude. Now we have 14 terms in N = 8 compared with 9 terms in N = 7, so we
require 5 bonus relations to reduce the additional 5 terms to the other 9 terms. We cannot
continue, since we only have one bonus relation and it is impossible to solve 5 parameters
with one condition in general. This implies the O (z−2) large z behavior of N = 7
individual terms include not only bonus relations which cancel out linear dependence but
also some unknown property in N = 7.

3.5. Bonus scaling of “bad shift” BCFW for string
amplitudes

Applications of BCFW recursion to string amplitudes have demonstrated improved large
z scaling compared to field theory amplitudes in certain kinematic regimes [39] [40].
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This not only validates the construction of a “bad shift” recursion formula without the
requirement of N = 7 supersymmetry, but also enables the application of our previous
argument to pursue even better term-by-term large z bonus scaling.
Since we encounter an infinite tower of massive states in string theory, we first demon-

strate the validity of our argument in the case of a massive propagator. The previous
derivation is modified such that the on-shell condition becomes P̂ 2 = (P+w |i]⟨j|)2 = m2.
The primary shift parameter w and |ĵ], |̂i⟩, η̂j, P̂ become:

wm =
−P 2 +m2

⟨j|P |i]
(3.67)

|ĵ]m = |j] + wm|i], |̂i⟩m = |i⟩ − wm|j⟩, η̂jm = ηj + wmηi, (3.68)

P̂m =
P |j⟩[i|P −m2|i]⟨j|

⟨j|P |i]
. (3.69)

In the numerator of wm, the additional m2 term scales as z0 while the original P 2 scales
as z, so the large z scaling of wm and hence |ĵ], |̂i⟩, η̂j are not affected. The large z scaling
of P̂m is O (z0), which is also unchanged compared to that of the massless P̂ . Hence
making the propagator massive does not affect the large z behavior under the [i, j⟩ test
shift.
It was shown in [40] that the large z scaling under an [i, j⟩ shift of superstring gluon

amplitudes is improved by z−α′sij compared to the corresponding field theory amplitude.
For a [j+, i−⟩ adjacent bad shift, the superstring amplitude scales as z−α′sij+3−N since the
corresponding super-Yang-Mills amplitude scales as z3−N , thus by requiring the amplitude
fall off faster than z0, this leads to the kinematic condition Re [3−N − α′sij] < 0 for a
valid representation. Following our previous result (3.50), under an [i−, j+⟩ test shift the
N bad shift representation has zN−5 term-by-term scaling, compared to the z−α′sij−1 large
z fall off of the whole amplitude. Note the curious result that for 3 − N < Re [α′sij] <
4 − N , the term-by-term scaling is actually better than the whole amplitude. We turn
to a specific amplitude for further investigation.
As an example, we look at the superstring four-point gluon component amplitude,

which is given by:

A4(1
−, 2−, 3+, 4+) =

⟨12⟩4

⟨12⟩⟨23⟩⟨34⟩⟨41⟩
Γ(1 + α′s)Γ(1 + α′t)

Γ(1 + α′(s+ t))
(3.70)

Here the s and t are the usual Mandelstam variables, which in our convention read as
s = s12 = (p1 + p2)

2, t = s23 = (p2 + p3)
2, and u = s13 = (p1 + p3)

2. The kinematic
constraint for a valid recursion for this amplitude Re [3− α′t] < 0 was first given in [39]
by demonstrating the vanishing of the boundary term. We construct a bad shift repre-
sentation by first deforming the amplitude with a N = 0 [3+, 2−⟩ shift,

A4(w) =
(⟨12⟩ − w⟨13⟩)3

⟨23⟩⟨34⟩⟨41⟩
Γ(1 + α′s+ wα′[12]⟨13⟩)Γ(1 + α′t)

Γ(1 + α′(s+ t) + wα′[12]⟨13⟩)
. (3.71)

From the asymptotic expansion of the ratio of gamma functions, which can be obtained
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by using Stirling’s series,

Γ(z + α)

Γ(z + β)
= zα−β

[
1 +

(α− β)(α + β − 1)

2z
O
(
z−2

)]
, (3.72)

we can readily see that A4(w) indeed scales as w−α′t+3.
Using the function A4(w)

z
, we can form the [3+, 2−⟩ representation of the amplitude as

the sum of the residues at w = − k+α′s
α′[12]⟨13⟩ , k ∈ N. This representation can be simplified

into
A4(1

−, 2−, 3+, 4+) =
⟨12⟩4

⟨12⟩⟨23⟩⟨34⟩⟨41⟩
−1

α′3s3

∞∑
k=1

(
α′t

k

)
(−1)kk4

k + α′s
. (3.73)

Through direct summation using Mathematica, we can observe the convergence of the
bad shift representation (3.73) to the closed form of the amplitude (3.70) within the
kinematic regime Re [3− α′t] < 0. Another way to look at the convergence of the series
is through the alternating series test. The ratio between terms of the series ak expands
at large k as

r =

∣∣∣∣ak+1

ak

∣∣∣∣ = 1 +
3− α′t

k
+O

(
k−2

)
. (3.74)

We obtain the condition 3− α′t < 0 by requiring r < 1 for sufficiently large k such that
the series converges.
Under the [2−, 3+⟩ test shift, the [3+, 2−⟩ bad shift representation deforms into

A4(z) =
⟨12⟩4

⟨12⟩⟨23⟩(⟨34⟩+ z⟨24⟩)⟨41⟩
−1

α′3(s− z⟨12⟩[13])3
∞∑
k=1

(
α′t

k

)
(−1)kk4

k + α′(s− z⟨12⟩[13])
.

(3.75)
From this form, we can observe directly that individual terms of the series fall off as z−5

as predicted. Also note that for α′t = n ∈ N, the series terminates after n terms and
A4(z) has finite poles, in contrast to the case for α′t at generic values. This property can
also be observed by shifting the closed form formula for A4.
We now turn to the previously mentioned curiosity at 3 < Re[α′t] < 4. Firstly, it is

tested numerically by Mathematica that the series converges in this kinematic region and
that under the [2−, 3+⟩ test shift, individual terms scale as z−5 at large z, better than the
z−α′t−1 scaling of the amplitude in its closed form. We observe that the series converges
slower at larger z, such that the number of terms required to sum to a certain fraction of
the amplitude increases with z. From this, we expect that convergence issues may arise
at the large z limit, allowing the large z fall off for individual terms to be better than the
closed form in this kinematic region.
Similar analysis can be applied to the closed superstring. In our previous reasoning

for supergravity, we noted that our argument for bonus scaling only applies to N = 7
since the amplitude scales as z6−N under the bad shift, and thus only offers a valid
representation for N > 6. For gravitons in the superstring, the condition for a valid
[j+, i−⟩ “bad shift” representation is:

Re [6−N − 2α′sij] < 0. (3.76)
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In this kinematic regime, the [j+, i−⟩ bad shift representation has zN−9 term-by-term
large z scaling under an [i−, j+⟩ test shift according to (3.50), compared to the z−2α′s2ij−2

scaling of the whole amplitude. Similarly, note that the term-by-term large z fall off is
better than the whole amplitude for 6−N < Re [2α′sij] < 7−N .
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4. Conclusion and Future directions

In this thesis, we proved that the “bad shift” BCFW representation ofN = 7 supergravity
gives building blocks that exhibit term by term bonus O (z−2) fall off. In particular, we
prove that using the [j+, i−⟩ BCFW representation of NkMHV amplitudes, each term
vanishes as O (z−2) under the [i−, j+⟩ deformation. Focusing on the MHV case, we find
that the O (z−2) behavior is also present for a large number of other [−,+⟩ deformations.
For example, in the [n+, 1−⟩ representation, all [2−,m+⟩ deformation exhibits term by
term O (z−2) asymptotic behavior. The reason that the “bad shift” is a valid BCFW
shift can be traced back to the O (z−2) fall off of N = 8 supergravity, which allows for
the susy reduction to still have vanishing asymptotic, i.e. the shift behaves as O (z−2).
Thus the “bad shift” BCFW representation of N = 7 supergravity is the only BCFW
recursion that utilizes the O (z−2) fall off of the amplitude. We demonstrate this claim
by showing that for the MHV case, we can use the bonus relation to recombine building
blocks in N = 8 BCFW into building blocks of the N = 7 bad shift.
Our previous analysis only allows us to relate the BCFW representation of N = 8

supergravity to the N = 7 bad shift representation for the MHV amplitude. This relation
is no longer straightforward for NMHV amplitude and beyond. For example the six-point
NMHV contains 14 diagrams inN = 8 supergravity versus 9 diagrams forN = 7 bad-shift
representation. Since there is only one bonus relation at each multiplicity, it is insufficient
to convert one representation to the other, unless one incorporates the information of the
bonus relations for the lower point amplitudes. This would require us to further expand
the BCFW representation. Indeed it is known that using all bonus relation, one can
express the supergravity amplitudes in terms of (n − 3)! building blocks [41]. It will be
interesting to see if one can utilize these building blocks to form term by term O (z−2)
fall off for all deformations.
Recent studies [12] have shown how BCFW terms of gravitational amplitudes can pair

into combinations with improved permutation invariance, such that leadingO (z−1) pieces
cancel and O (z−2) fall off is exposed. However, it appears that to have O (z−2) fall off
for all shifts, one eventually requires the combination of everything and end up with
the full amplitude, which is similar to the N = 7 bad shift result. Thus it would appear
that the improved fall off obtained by implementing partial permutation invariance can be
similarly achieved without. It might be interesting to perform a general search of rational
functions of spinor products that satisfies the correct helicity weight, mass dimension, at
most simple poles and O (z−2) fall off for all shifts. These are very stringent constraints,
and it is likely that the solution can serve as the true building blocks for the amplitude.
Finally, we note that the “bad shift” BCFW recursion is also valid for string amplitudes

under certain kinematic conditions. Unlike the story for the N = 7 theory, whose validity
of the “bad shift” BCFW is attributed to the bonus fall off of N = 8 gravity, here
the validity of the string amplitude representation is tied to its improved high-energy
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behavior. Due to the enhanced large z scaling of string amplitudes, the restriction to the
N = 7 representation is lifted and we can further reduce supersymmetry to expose better
term-by-term large z fall off compared to field theory. Furthermore, just as the bonus
scaling of the N = 7 bad shift representation may be considered as the incorporation of
N = 8 bonus relations, the improved behavior of BCFW terms of string amplitudes hint
at possible relations inviting deeper investigation. It would be interesting to understand
further, whether or not new symmetry or new amplitude relations emerge from this
picture.
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A. Amplitudes of Yang-Mills

In this appendix, we discuss topics specific to amplitudes of Yang-Mills and its super-
symmetric extensions.

A.1. Yang-Mills and super-Yang-Mills
In the Lagrangian formulation, pure Yang-Mills theory is described by the Lagrangian

L = −1

4
trFµνF

µν . (A.1)

The field strength is given by

F = ( ig√
2
)−1D2 = [d,A]− ig√

2
A2

= Fµνdx
µdxν = ( ig√

2
)−1[Dµ, Dν ]dx

µdxν = 2(∂[µAν] − ig√
2
A[µAν])dx

µdxν , (A.2)

which is related to the gauge covariant derivative,

D = d+ ig√
2
A

= Dµdx
µ = (∂µ +

ig√
2
Aµ)dx

µ (A.3)

of the non-Abelian gauge potential one-form

A = Aµdx
µ = Aa

µTadx
µ. (A.4)

The gauge group for QCD is G = SU(3), however we will consider the more general case
and take the gauge group to be G = SU(N).

su(N) Lie algebra

Consider U = eiA = eiA
aTa ∈ SU(N), where Ta, a = 1, . . . N2− 1 are the generators of the

associated Lie algebra su(N), which can be represented by traceless Hermitian N × N
matrices. We choose the normalization such that

TaTb =
1

N
δabI +

1

2
(if c

ab + d c
ab )Tc, (A.5)

where the structure constants f are antisymmetric in all indices and the d-coefficients are
symmetric in all indices. Then it follows that

trTaTb = δab (A.6)
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and
1

2
{Ta, Tb} =

1

N
δabI +

1

2
d c
ab Tc, (A.7)

[Ta, Tb] = if c
ab Tc. (A.8)

Completeness relations and Fierz identities

We can expand any N ×N matrix A by the basis {I, Ta}:

A = A0I + AaTa. (A.9)

Then the coefficients can be determined by the traces

A0 =
1

N
tr IA

Aa = trT aA. (A.10)

Therefore
A = (

1

N
trA)I + (trT aA)Ta. (A.11)

Writing in index form reads

Ai
j =

1

N
Ak

kδ
i
j + (T a)klA

l
k(Ta)

i
j

⇒(Ta)
i
j(T

a)klA
l
k = δilδ

k
jA

l
k −

1

N
δijδ

k
lA

l
k.

We obtain the completeness relation

(Ta)
i
j(T

a)kl = δilδ
k
j −

1

N
δijδ

k
l. (A.12)

Gervais-Neveu gauge

In order to extract Feynman rules from the Lagrangian, we have to choose a gauge. A
good choice for calculating amplitudes is the “Gervais-Neveu gauge”, with gauge fixing
term Lgf = −1

2
tr(H µ

µ )2, Hµν = ∂µAν − ig√
2
AµAν , which has the simplification that some

of the terms in the Yang-Mills self-interaction have been canceled. In this gauge, the
Lagrangian is

L = tr
(
1

2
∂µAν∂

µAν − i
√
2g∂µAνAνAµ +

g2

4
AµAνAνAµ.

)
(A.13)

The Feynman rules then give a gluon propagator δab ηµν
p2

and 3-point and 4-point gluon
vertices dressed with color factors fabc and fabxfxcd + (permutations), respectively.
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A.2. Color structure of Yang-Mills amplitudes
It follows from (A.10) and the definition of the structure constants (A.8) that

ifabc = [Ta, Tb]c = trTc[Ta, Tb]. (A.14)

We can use the completeness relation in index form (A.12) to contract structure constant
products into generator product traces. However, it is more straightforward to carry out
the contraction by combining the use of (A.10) and (A.14). For example,

fa1a2bf
b
a3a4

= −[Ta1 , Ta2 ]b δ
bc [Ta3 , Ta4 ]c

= −[Ta1 , Ta2 ]b (trT bT c) [Ta3 , Ta4 ]c

= − tr[Ta1 , Ta2 ]bT b[Ta3 , Ta4 ]cT
c

= − tr[Ta1 , Ta2 ][Ta3 , Ta4 ]
= − trTa1Ta2Ta3Ta4 + trTa1Ta2Ta4Ta3 + trTa1Ta3Ta4Ta2 − trTa1Ta4Ta3Ta2 .

Similarly, generic color factors of tree amplitudes in terms of contractions of the structure
constants can be grouped into single-trace color factors. We can therefore separate color
and kinematic degrees of freedom by using trace color factors as a basis,

Atree
n =

∑
σ

An[1σ(2 . . . n)] tr(Ta1T(a2 . . . Tan)), (A.15)

where the summation is over the permutations σ of (2 . . . n) due to the cyclic symmetry of
the trace. The partial amplitudes in the summation are called color-ordered amplitudes,
which are gauge invariant quantities. More information on color-ordered amplitudes can
be found in [42].
To calculate color-ordered amplitudes, we can use color ordered Feynman rules accord-

ingly. The color ordered Feynman rules in the Gervais-Neveu gauge are

• 3-gluon vertex

V µ1µ2µ3(p1, p2, p3) = −
√
2(ηµ1µ2pµ3

1 + ηµ2µ3pµ1

2 + ηµ3µ1pµ2

3 ). (A.16)

• 4-gluon vertex
V µ1µ2µ3µ4(p1, p2, p3, p4) = ηµ1µ3ηµ2µ4 . (A.17)

The color ordered amplitude is calculated in terms of diagrams with no lines crossing and
the ordering of the external lines fixed as given 1, 2, 3, . . . , n. To illustrate the calculation
explicitly, let us start from the simplest examples.

Example: YM color-ordered 3-point tree amplitude

The 3-gluon amplitude consists of a single Feynman diagram given by the 3-vertex rule,
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A3[123] =
p1, ϵ1

p2, ϵ2

p3, ϵ3

= −
√
2 [(ϵ1 · ϵ2)(p1 · ϵ3) + (ϵ2 · ϵ3)(p2 · ϵ1) + (ϵ3 · ϵ1)(p3 · ϵ2)] . (A.18)

Let us now choose the helicity configuration to be 1−2−3+, and translate to spinor helicity
formalism to proceed,

A3[1
−2−3+] = −⟨12⟩[q1q2]⟨q31⟩[13] + ⟨q32⟩[q23]⟨12⟩[q12] + ⟨q31⟩[q13]⟨23⟩[q23]

[q11][q22]⟨q33⟩
(A.19)

We must now consider 3-point special kinematics |1⟩ ∝ |2⟩ ∝ |3⟩ or |1] ∝ |2] ∝ |3]. If
|1⟩ ∝ |2⟩ ∝ |3⟩, all three terms in the numerator of (A.19) vanishes, therefore |1] ∝ |2] ∝
|3] and the first term vanishes,

A3[1
−2−3+] = −⟨q32⟩[q23]⟨12⟩[q12] + ⟨q31⟩[q13]⟨23⟩[q23]

[q11][q22]⟨q33⟩
(A.20)

By momentum conservation, ⟨12⟩[q12] = −⟨13⟩[q13]. Then

A3[1
−2−3+] = − [q13][q23] (−⟨q32⟩⟨31⟩+ ⟨q31⟩⟨23⟩)

[q11][q22]⟨q33⟩

=
[q13][q23]⟨q33⟩⟨12⟩
[q11][q22]⟨q33⟩

=
[q13][q23]⟨12⟩
[q11][q22]

(A.21)

by Schouten identity. Finally, we simplify the expression by momentum conservation,

A3[1
−2−3+] =

[q13]⟨32⟩[q23]⟨31⟩⟨12⟩
[q11][q22]⟨32⟩⟨31⟩

=
[q11]⟨12⟩[q22]⟨21⟩⟨12⟩
[q11][q22]⟨32⟩⟨31⟩

(A.22)

The result is remarkably simple,

A3[1
−2−3+] =

⟨12⟩3

⟨23⟩⟨31⟩

This form can also be derived solely by considering the helicity structure with assumption
of locality, as considered in Section 2.3.2.
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A.3. N = 4 super-Yang-Mills
From the helicity of the gluon, we can infer that the maximal supersymmetric extension
to Yang-Mills theory is N = 4 super-Yang-Mills (SYM). The theory is invariant under
the a Yangian symmetry. The spectrum for the theory is

1 4 6 4 1
h = +1 h = +1

2
h = 0 h = −1

2
h = −1

gluon gluinos scalars gluinos gluon
g+ λ+A SAB λ−A g−

(A.23)

In the on-shell superspace formalism, the superfield for N = 4 SYM is

Φ = g+ + λ+Aη
A +

1

2!
SABη

AηB + λ−Aη3A + g−η4. (A.24)
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