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摘要 

條碼長期被當作資訊的圖形辨識原件，不過在複雜背景中，可自動偵測出不同

扭曲或傾斜的條碼，還是一大挑戰。此研究提出可自動偵測這些類型的條碼定位系

統。在這研究中用來測試此系統的條碼，包含一維條碼 Code 39、Code 128和 EAN- 

13，與二維條碼 QR code。此定位系統利用捲積類神經網路(Convolutional neural 

network)演算法，辨別影像中條碼的區域。接著透過影像處理的方法，將區域中的

條碼切取出來。實驗結果證實此條碼定位系統是可以偵測特定範圍的條碼大小，甚

至對於模糊或變形的條碼也能有效的偵測能力。此演算法在 449 張實驗影像中，

可以達到 86.25%的偵測率與 78.55%切取率。 

 

關鍵字：條碼定位，捲積類神經網路，影像處理，機器學習。 
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ABSTRACT 

Barcodes have been long used for data storage. Locating barcodes in images of 

complex background is an essential yet challenging step for automatic barcode reading. 

This study aimed to detect and to extract one-dimensional Code 39, Code 128, and EAN-

13 barcodes and two-dimensional QR barcodes in images of arbitrary backgrounds. The 

proposed method involved a convolutional neural network for detecting parts of barcodes. 

Once positive detection was confirmed, image processing algorithms were implemented 

to extract barcodes from the image. Experiments demonstrated that the proposed 

approach was able to locate barcodes of various module sizes and was robust to blurring, 

rotation, and deformation. The approach achieved an overall detection rate of 86.45% and 

an extraction rate of 78.55% using a set of 449 images.  

 

Keywords: barcode localization, convolutional neural network, image processing, 

machine learning 
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CHAPTER 1. INTRODUCTION 

1.1 Barcode 

In the past few years, auto-robotics technologies have rapidly grown and robots are 

now seen all over factories replacing human labor. Robots play an important role in 

assisting tasks that average human beings cannot perform, especially in hazardous 

environments. In certain circumstances, robots require a machine vision system to 

provide information on their surrounding environments to perform and react properly. 

The machine vision system should be able to recognize and describe objects. Each object 

may have an infinite number of different 2-D vision in respect to its position, posture, 

luminance and background. Barcodes are exceptional identification methods for labeling 

objects. They allow for the storage of high quantities of information as well as rapid and 

accurate identification at low cost. 

Barcodes are symbols with encoded data that can be read by optical scanners. 

Originally, one-dimensional (1D) barcodes consisted of a series of parallel lines with 

varying thickness and spaces. Because of limited storage capacity of the line-type patterns, 

barcodes later evolved into figures of two-dimensional (2D) forms such as rectangles and 

dots. These barcodes of 2D geometries, also referred to as 2D barcodes, were widely 

applied in various fields in recent years.  

Barcode imaging for scanning differs from idea barcodes. Detection is based on 

feature characteristics of barcodes including the angle, distance, brightness, and 

resolutions of seized images which poses a large challenge. However, human’s visual 

ability can easily distinguish between barcode and other regions. In this study a simulation 

of the visual cortex method, convolutional neural networks (CNNs), was proposed to 

detect barcodes in an attempt to resolve this issue. 
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1.2 Convolutional neural networks 

CNNs are multilayer perceptron classifiers. The network receives an input image 

and classifies the image into the labels that the model has trained. The pipeline of the 

system is divided into two sections, feature extraction and classification. The feature 

extraction consists of convolutions and subsampling operations inspired from visual 

cortexes. The architectural motivation is to achieve some degree of shift, scale, and 

distortion invariance in the extracted features. The operation extracts image features, 

which is called feature maps, at various scales based on the input image. The convolution 

layers detect local features using local receptive fields [1] in the input image. The weights 

are shared throughout the convolutional operation. Therefore, making the locations of the 

features become less important. Subsample layers performed data reduction and gained 

some scale invariance. In the classification, the neurons act like a classic fully connected 

multilayer perceptron network, which classify the features extracted from the previous 

section. 

1.3 Objectives 

In many previous research of barcode detection, the features were designed in idea 

conditions. The features may drastically vary in different environments and may lead to 

the results of greater misdetection. This work was aimed to detect partial 1D and 2D 

barcodes of arbitrary orientations and scales in complex backgrounds by using CNN. The 

targets to be detected were 1D barcodes, including Code 39, Code 128, and EAN-13, and 

2D QR barcodes. The goals of this research were: 

1. To collect a large training dataset of Code 39 and QR code images. 

2. To identify if local patches of images are partial barcodes using CNN. 

3. To extract barcode locations using image processing algorithms. 

4. To evaluate the performance of the proposed model. 
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1.4 Organization 

The remainder of this document was organized as follows. In Chapter 2, methods 

for detecting barcodes and convolution neural networks were reviewed. Chapter 3 

presented an approach to automatically detecting barcodes in a complex background. 

Results and discussion of this research were given in Chapter 4, and the conclusion of 

this work was giving in Chapter 5. 

  



 

4 

 

CHAPTER 2. LITERATURE REVIEW 

2.1 One-dimensional barcode localization 

The topic of automatic 1D barcode localization in images has been addressed by 

some literature. Zhang et al. [2] established approaches to detect non-uniformly 

illuminated and perspectively distorted 1D barcode based on the barcodes main 

orientation. Zamberletti et al. [3] proposed angle invariant 1D barcode detection 

algorithm. The algorithm applied multilayer perceptron network to detect 1D barcode by 

using the parameters of 2D Hough transform space. Some literature on local detection 

was also proposed. Wu et al. [4] proposed a method of dividing the image into horizontal 

strips. Then each horizontal strip was applied to determine whether it contained barcode 

or not. Lin et al. [5] presents a rotation-invariant algorithm for recognizing multiple 1D 

barcodes in an image. The maximum and minimum of 44 sub-image was derived from 

the input image. Next the difference of maximal and minimal image was applied to 

enhance the barcode region. Then a connected component analysis was conducted to 

segment the possible barcode regions. Chai et al. [6] investigated the recognition of EAN-

13 barcode. The methods divide the input image to patches and then examined each angle 

of connected components in a patch for recognition.  

2.2 Two-dimensional barcode localization 

In the tasks of 2D barcode detection, approaches have been proposed by some 

literature. Han et al. [7] suggested that wavelet analysis is effective to remove unevenly 

illumination with few loss of barcode information. Xu et al. [8] developed an approach 

for detecting blur 2D barcodes based on coded exposure algorithms. Ohbuchi et al. [9] 

and Lin et al. [10] both applied the QR code finder patterns for detection. Leong et al. 

[11] introduced the identification of the keypoints and lines of barcodes by using speeded 
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up robust features. Although these methods have high detection rates on certain barcodes, 

their performances may be affected by different image quality. Some of the methods 

reviewed above are based on handcrafted features using prior knowledge of specific 

conditions. For example, the ratio of black and white pixels may vary drastically when 

the barcode is tilted from the camera. Defining handcrafted features is labor-intensive and 

time consuming. In addition, inappropriate or insufficient handcrafted features may result 

in suboptimal detection rate.  

2.3 Detecting barcodes using texture features 

Humans are capable of detecting barcodes with arbitrary orientations and tilts in 

images of complex background. With only parts of a barcode, the texture parts can still 

be recognizable. Jain et al. [12] also commented that “The bar code region in an image 

can be considered as a homogeneous textured region which is distinct from other regions 

in the image.” Techniques like Gabor and wavelet filter have been developed for texture 

classification [13, 14]. Jain et al. [12] proposed an approach that localizes 1D barcode 

using Gabor filter for texture classification. Wang et al. [15] adapted the Gabor filter 

method with a neural network system to detect 2D barcodes.  

2.4 Convolution neural network 

CNNs has been reported by Tivive et al. [16] that the classifier outperforms other 

popular texture classification approaches. The network is not only robust on texture 

classification [16]. It is also very well known in image recognition. LeCun et al. [17-19] 

proposed strategies of deep network design with back-propagation in recognition and 

proposed an architecture of CNN which became popular because of its outstanding 

performance in handwritten digit recognition. Then other CNN architectures were 

proposed for detecting faces [20, 21], identifying vehicle license plates [22], tracking 
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pedestrian movement [23], reading speed signs [24], and recognizing facial expression 

[25].  
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CHAPTER 3. MATERIAL AND METHODS 

The proposed approach applied CNN classifiers to determine if local patches of an 

image are parts of barcodes. The detection process first involved a spatial pyramid that 

scaled the input images and then partitioned the scaled images into local patches. The 

local patches were subject to the CNN classifiers for barcode detection. Once positive 

detection for barcodes was confirmed, the local patches and their location information 

were then used for the subsequent barcode extraction. The flow chart of the barcode 

localization system is shown in Figure 3.1. 

 

Figure 3.1 Barcode localization system flow chart. 

3.1 Collection of training image patches 

Image patches were collected for developing CNN classifier. First, 200 QR (version 

7) and 200 Code 39 barcodes were created using an online generator. The barcodes 

contained dummy information. The Code 39 and QR barcodes were then printed using an 

electrophotographic printer (LaserJet M1132, HP; 600dpi) with densities of 13 and 15 

mils per module, respectively. The printouts were scanned using a handheld barcode 

reader (9200 series, CipherLab; 752480 pixels), mimicking the typical process of 
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barcode scanning. For the QR barcodes, the printouts were placed approximately 10 and 

20 cm away from the scanner. One hundred images were obtained with each distance 

setup. The distances were set to generate barcode images of approximately 7 and 4 pixels 

per module (ppm). For the Code 39 barcodes, 100 barcode images were obtained each at 

the distances of 5 cm and 10 cm away from the scanner. The distances were set to generate 

barcode images of approximately 7 and 3 ppm. The gathered code39 images were then 

artificially rotated to imitate variations of real world partial Code39 barcodes. The images 

were rotated counterclockwise with angles of 15, 30, 45, 60, 75, 90, 105, 120, 

135, 150, and 165. A set of background images were also collected from various 

themes (e.g., posters, soda cans, and items). In summary, 500 image of Code 39 barcodes, 

200 image of QR barcodes and 30 image of backgrounds were used as training data. 

Training samples for the subsequent CNN classifier development were created from 

the collected images. The samples were patches of partial barcode images. In the process 

of sample patch creation, the images were downsampled by a factor of 0.5 in spatial 

resolution. The rescaled images were then segmented into 3232 patches in a non-

overlapping manner. As a result, a total of 20,400 Code 39, 2,998 QR, and 8,745 

background patches were gathered. Figure 3.2 illustrates some training sample patches. 
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Figure 3.2 Training sample patches of (a) 2D barcode, (b) 1D barcode and (c) 

background. The samples were patches of various module sizes and angles. 

3.2 CNN architecture 

A CNN system was developed for identifying partial barcode patches. The network 

was adapted from the architecture proposed by LeCun et al [19]. The input to the system 

was an image patch of 3232 pixels. The network determined if the patch was part of a 

1D barcode, 2D barcode, or background. The CNN system consisted of six layers, 

including two convolutional layers C1 and C2, two subsampling layers S1 and S2, and two 

classification layers N1 and N2 (Fig. 3.3). Layers from C1 to S2 contained a series of planes, 

referred to as feature maps that functioned as trainable feature extractors. Layers C1 and 

C2, respectively, contained 6 feature maps of 28×28 pixels and 12 feature maps of 9×9 

pixels. The feature maps were determined by convolution operations performed on a 

previous layer using trainable kernel matrices of 5×5 pixels. The convolution matrices 

were summed with a trainable bias and were fed into a sigmoid function to form a feature 

map. Therefore, layers C1 and C2, respectively, contained 156 (25×6+6) and 312 

(25×12+12) trainable parameters. Layers S1 and S2, respectively, contained 6 feature 
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maps of 14×14 pixels and 12 feature maps of 5×5 pixels. These feature maps were the 

results of subsampling by a factor of 0.5 on the feature maps in layers C1 and C2. 

 Layers N1 and N2 formed a classical perception network to perform classification. 

Layer N1 contained 300 neurons each of which connected to a pixel in layer S2. Layer N2 

comprised 3 neurons fully connected to all the neurons in N1. The N2 neurons were 

outputs of a sigmoid function on the weighted sum of all the N1 neurons added biases. 

Therefore, layers N1 and N2 contained 900 trainable weights and 3 trainable biases. 

 

Figure 3.3 CNN architecture. 

Stochastic back-propagation was applied to train the 1371 CNN parameters. The 

algorithm shuffled the training samples and arranged them into 478 batches .Each epoch 

go through every batch with back-propagation as input to update the model parameters. 

The shuffle was performed at each epoch. The randomization of the training data was 

exploited to convergence at global minima. The system was trained by cycling through 

all the batches for 2000 epochs. 

3.3 Detection of barcode with various module sizes 

Spatial pyramid (SP) [21] was applied to enable the detection of barcodes at various 

scales. In the SP process, an input image was downsampled to various spatial resolutions, 

forming a pyramid of images (Fig. 3.4). The images were partitioned into patches of 
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32×32. The patches were then fed to the developed CNN classifier for detecting barcodes. 

Once detected, the locations of the patches in the downsampled images were projected 

back to the input image. The regions, also referred to as blocks, corresponding to the 

inverse upsampling areas of the patches were identified for the subsequent process. In 

this study, the downsampling factors for the SP operation were set to 0.7, 0.5, and 0.3. 

The factors were determined to detect barcodes of module sizes ranged between 2 and 11 

ppm for 1D barcodes, and between 3 and 13 ppm for 2D barcodes (Table 3.1).  

 

Figure 3.4 Image pyramid for barcode localization. The image pyramid on the left are 

the results of downsampling the original image by factor of 0.7, 0.5, and 0.3. The solid 

frames represent the patches where barcode parts were detected. The dash frames are 

blocks of the detected barcode parts in the original image. 

Table 3.1 Target module sizes for barcode detection. 

Spatial pyramid factor 1D barcode (ppm) 2D barcode (ppm) 

0.7 5 5.7 

 2.1 2.8 

0.5 7 7 

 3 4 

0.3 11 13.3 

 5 6.6 

ppm: pixels per module 

3.4 Scan line extraction for one-dimensional barcodes 

The scan lines for 1D barcodes were extracted from the input image (Fig. 3.5). The 

extraction operation was modified from the technique proposed by Chai and Hock [8]. 

The approach first gathered the positive detection blocks obtained from the SP. Otsu 
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(a) 

thresholding [26] and Canny edge detection [27] were performed to each block for 

enhancing the patterns of parallel lines of 1D barcodes. Hough transform [28] was next 

applied for identifying the orientations of the parallel lines in each block. The median 

orientation of the parallel lines for all the blocks was then determined. The scan lines 

were the lines passing through the centers of the blocks with a direction perpendicular to 

the median orientation. A demonstration of the 1D barcode extraction procedures are 

shown in Figure 3.6. 

 

Figure 3.5 Scan line extraction process.        

 
          (d)                     (e)                       (f) 

Figure 3.6 A demonstration of 1D barcode extraction operations: (a) input image (b) 

barcode candidates (c) block images (d) binarized block images (e) edge-detection 

block images (f) extracted scan lines. 

 

 

(b) (c) 
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3.5 Region extraction for two-dimensional barcodes 

Complete regions of 2D barcodes were extracted from the input image (Fig. 3.7). 

The extraction first involved a smearing of the regions that could potentially be barcodes. 

Adaptive thresholding [29] and Canny edge detection were applied to determine the 

boundaries of the objects in the regions. The regions were then smeared using 

morphological closing and a square-shaped structuring element. The size of the 

structuring element was set to the barcode module size, which was estimated as the 

median pixel quantities of the black and white blobs between the centers of two 

consecutive positive detection patches in the image. The regions after smearing may still 

contain holes. Morphological filling was then applied to fill the holes. Morphological 

opening was next applied to reduce the noise sparkles in the background of the image. 

The proposed smearing approach considered module sizes of the 2D barcodes. Therefore, 

it could precisely smear only the regions that were potentially to be barcodes and could 

separate background objects from the barcode regions.  

The extraction subsequently involved segmentation and standardization. The 

smeared regions associated with positive detections from the CNN were identified. 

Hough transforms were performed to detect the boundaries of the regions. Perspective 

transformation was next applied to restore the potentially distorted regions [30] to 

quadrangles (Figure 3.8). A demonstration of the 2D barcode extraction procedures are 

shown in Figure 3.9.  
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Figure 3.7 Area extraction for 2D barcodes. 

 

Figure 3.8 An illustration of the inverse perspective transformation 

 

(a)                (b)                (c)                (d) 

 
       (e)                (f)                (g)                 (h) 

Figure 3.9 A demonstration of 2D barcode extraction operations: (a) input image (b) 

binarized image (c) edge-detection image (d) closed image (e) filled image (f) opened 

image (g) barcode candidate image (h) output image. 
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CHAPTER 4. RESULTS AND DISCUSSION 

In this chapter, the performance of the proposed barcode localization model was 

evaluated. First, the feature map of the trained CNN model was presented. Second, the 

sensitivity of the model was analyzed with variation of blurring, module size, and rotation 

using Code 39 and QR barcode as target detection. Next, detection speed of proposed 

method was illustrated. Then, the detection rate on the test image was discussed. Last, the 

extraction accuracy of test data, including the challenging conditions of tilted and 

incomplete barcodes were presented. 

4.1 Feature maps of the trained CNN model 

Figure 4.1 displays the feature maps of the developed CNN classifier for an input 

image. The maps were created by jointing the local feature maps of the input image 

patches in layers C1 and C2. The 6 C1 feature maps demonstrate contrast enhancement, 

edge detection, and complements of the input image. These operations improve the 

localization of barcodes because barcode areas are usually of high contrasts and distinct 

texture features. The non-uniform illumination is alleviated in C2, such that the dark 

corners in C1-1 and C1-4 are removed in C2 feature maps. Some C2 feature maps exhibit 

resemblances of barcode regions. For example, the feature map C2-3 feature map shows 

high relatively density gray levels in the regions corresponding to the 2D barcodes in the 

input image. The feature map C2-7 extracts the background objects. One-dimensional 

barcode regions can be identified by combining the features of C2-6 and C2-8. 
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Figure 4.1 Feature maps of the developed CNN. 

4.2 Robustness of the CNN classifier to blur, module size variation, and rotation  

The robustness of the CNN to blur was investigated. In the analysis, additional 1,423 

and 2,560 patches of Code39 and QR barcodes, respectively, were collected. These 

patches were correctly identified as barcode patches using the developed CNN. The 

patches were blurred using a Gaussian smoothing filter [31] with a 3×3 mask and standard 

deviations (SD) ranged from 0 to 2.5 (Fig. 4.2). The blurred patches were then fed to the 

CNN for testing. 

 

Figure 4.2 Sample blurred patches for robustness analysis. 
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Figure 4.3 displays the detection rates on the patches blurred of various SD. The 

detection rate remained reasonably high (98%) when the SD was 0.5. The rate drops 

abruptly when the SD varied from 0.5 to 1.5. The rates were still over 50% even with a 

SD of 1. 

 

Figure 4.3 Detection rates on QR patches blurred using Gaussian smoothing. 

The detection rates for barcodes of various module sizes were investigated. In the 

analysis, additional 20 test images of Code 39 and QR barcodes for each set of module 

size, respectively, were acquired. The distance between the barcode printouts and reader 

was appropriately adjusted, so that the module sizes of the images were approximately 3, 

5, 7, and 9 ppms. Efforts were made to avoid rotation or tilt during the image acquisition. 

The acquired images were next clipped into patches to test the detection rates of various 

SP factors.  

For the Code 39 patches (Fig. 4.4a), the CNN achieved detection rates higher than 

70% for almost all the module sizes using all the SP factors. The only exception was the 

combination of the module size 9 ppm and the SP factor 0.7. This is because the SP factor 

of 0.7 was destined to detect barcodes of smaller module sizes. The maximum detection 

rates for barcodes of module sizes 3, 5, 7, and 9 ppms were 100%, 99.93%, 99.07%, and 
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71.96%, respectively. For the QR patches (Fig. 4.4b), the CNN achieved detection rates 

higher than 90% for all the module sizes using various SP factors. In general, the CNN 

could more accurately recognize barcodes of larger module sizes using smaller SP factors, 

and vice versa. This observation indicates that using various SP factors improves the 

detection of QR barcodes of various module sizes. The maximum detection rates for 

barcodes of module sizes 3, 5, 7, and 9 ppms were 88.07%, 89.21%, 83.31%, and 99.83%, 

respectively. 

 

(a) 

 

(b) 

Figure 4.4 Detection rates for barcodes of various module sizes for (a) 1D Code 39 and 

(b) 2D QR. 
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The sensitivities of the CNN for detecting barcodes of various rotational angles were 

examined. In the analysis, an additional 200 test images of Code 39 and QR barcodes, 

respectively, were collected. The distance between the barcode printouts and reader was 

10cm. The test images were then downsampled to 0.5 and were then artificially rotated 

from -90 to 90 with an increment of 15. The patches of the rotated barcodes were 

gathered. Figure 4.5 illustrates the average detection rates of the patches. The mean 

detection rates for the Code 39 and QR barcodes reached 93.46% and 83.91%, 

respectively. The detection rates for the Code 39 barcode patches at some angles were not 

optimal. However, a barcode usually comprises multiple patches. The cumulative 

detection probability for a barcode composed of multiple patches could be reasonably 

high. 

 

Figure 4.5 Detection rate of different module size in SP factors. 

4.3 The process time of the proposed barcode detection 

The process time of the proposed barcode detection system was presented. The 

process involved image pyramid construction and CNN classification. Figure 4.6 shows 

the average processing time of 449 images (480752 pixels) at each stage of detection. 

In each image, the patches of SP factor 0.7, 0.5, and 0.3 were 160, 77, and 28, respectively. 
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The time for SP factor 0.7 was 0.1063 seconds. It takes up about 54.42% of the total 

process. This results shows the processing time is proportion to the number of patches. 

The barcode detection was performed using a personal computer with a CPU of 3.4 GHz 

Intel i5. On average, the total process time of the detection is approximately 0.1953 

seconds per frame (5FPS). 

 

Figure 4.6 Processing time for detecting barcodes using the developed CNN. 

4.4 The results of barcode detection on the test data 

The proposed barcode detection system was evaluated using a set of 491 images. 

The images were collected from the internet or photographed by the authors. The images 

were not selected based on any specific criterion and consisted of a large collection of 

barcodes with various module size, rotation, tilt, and contrast. Most of the images have 

complex backgrounds. Each image contains one or more 1D and/or 2D barcodes. A total 

of 300 1D barcodes (including Code 39, Code 128, and EAN-13) and 300 2D QR 
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barcodes were collected. The developed CNN achieved detection rates of 88.33% and 

77.33% for 1D and 2D barcodes, respectively. Figures 4.7 and 4.8 demonstrates some 

detection results of 1D and 2D barcodes, respectively. 

 

Figure 4.7 Detection results of 1D barcodes. The CNN developed CNN classifier is 

capable of detecting 1D (a) Ean-13, (b) Code 128, (c) Ean-13, (d) Code 39, (e) Code 39, 

(f) Code 128, (g) Ean-13, and (h) Ean-13. 

 

Figure 4.8 Detection results of 2D QR barcodes. The developed CNN classifier is 

capable of detecting (a) double barcodes, (b) a barcode with small module size, (c) a 

tilted barcode, (d) typical barcode, (e) a barcode in complex background, (f) different 

barcode version, (g) double incomplete barcode (h) incomplete barcode with different 

version. 

The false negative detection of 2D barcodes were investigated. In the analysis, the 

images of false negative detection were artificially shifted to the right by some pixels, 

mimicking the process of aiming adjustment during a barcode scanning (Fig. 4.9). The 

shifts did not affect the completeness of the barcodes. With the shifts, 19 of the 68 false 



 

22 

 

negative barcodes could be detected. The detection rate of 2D barcode increase to 83.66%. 

Since the CNN performed the detection at a rate of 5 FPS, the detection rate of 2D 

barcodes could be improved with real-time continuous scanning.  

 

 

Figure 4.9 Detection of shifted image. The red arrows in the images illustrate the 

original images shifted right by x pixels. 

4.5 The results of barcode extraction on the test data 

Figure 4.9 Detection of shifted image. The red arrows in the images illustrate the 

original images shifted right by x pixels. The images with positive barcode detection were 

subsequently used for evaluating the performance of the proposed barcode extraction. 

The image contained 265 1D and 232 2D barcodes Forty-three 2D barcodes in the image 

set were incomplete (Fig.4.8 (g) and Fig.4.8 (h)). These incomplete barcodes could be 

detected but could not be extracted. After excluding the incomplete samples, the 

extraction rates achieved 89.43% and 67.67% for the 1D and 2D barcodes, respectively. 

Figure 4.10 and Figure 4.11 display the results of 1D and 2D barcode extraction. The 

capability of partial barcode detection is essential, especially for eyes-free barcode 

detection applications. 
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Figure 4.10 One-dimensional barcode extraction results. 

 

Figure 4.11 Two-dimensional barcode extraction results.
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CHAPTER 5. CONCLUSION 

This study presented a framework for locating 1D and 2D barcodes in image of 

complex background. The approach identified partial barcode patches of various module 

sizes using a CNN and an SP scheme. The detected patches of the same barcode were 

then connected and extracted from the background for decoding. This strategy of partial 

barcode patch detection made it possible to identify barcode with large degrees of 

distortion. Analysis demonstrated that the proposed approach was robust to blur, and 

rotation of barcode images. The proposed approach reached a detection rate of 88.83% 

and 83.66% and extraction rate of 89.43% and 67.67% for 1D and 2D barcode from the 

test dataset. 
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