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Abstract

Nanotechnology has been developing to fulfill applications in biomedicine,
industry, environment, and military. Recently, more and more researchers
have discussed on the cooperation between nano-scale devices to form a more
complicated system. One of most promising solutions to construct nano-scale
communications is molecular communications. In a fluid medium, nano-scale
devices exchange messages by releasing and capturing molecules. This type
of communications is quite different from the conventional microwave com-
munications. Unrestricted by the antenna size, molecular communications
has a good compatibility with biological systems at the nanoscale. Moreover,
molecular diffusion is really a good power saving mechanism to propagate
information. However, the randomness in the diffusion process arises noises
in molecular communication channel. Many researchers have designed com-
munication systems against noises and interferences to improve communica-
tion quality. Among most systems proposed in literature, synchronization be-
tween transmitter and receiver nanomachines is inevitable. In this thesis, we
deal with synchronization problem in diffusion-based molecular communica-
tions. Non-synchronous effects including clock offset and clock skew have
been considered. In training-based synchronization, we proposed the Itera-
tive Linear Estimator (ILE) with much lower complexity than other methods.
In blind synchronization, we applied Fisher’s Score Algorithm (FSA) to ef-
ficiently update clock offset estimation against the Inter Symbol Interference

(IST) effect. The efficiencies of ILE and FSA are close to lower bound of
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Mean Square Error (MSE) by the Pitman estimator. Even without channel
information, we proposed a method to iteratively update channel estimation
and clock offset estimation. Its MSE is close to Cramer Rao Lower Bound

(CRLB) without channel information.
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Chapter 1

Introduction

Combining with nano-technology, nano-scale communication is a promising tech-
nology in information and communication field. Recently, more and more researchers
have discussed on the cooperation between nano-scale devices to form a functional nano-
network. Inspired by the biological systems in nature, molecular communications are
thought as the most popular solution to construct nano-scale communications. By diffus-
ing across a fluid medium, molecules as messenger barriers are used to propagate infor-
mation. Most molecular communication systems proposed in literature require synchro-
nization between nano-scale nodes to communicating with each other. In our thesis, we
discuss on synchronization problem in molecular diffusion channel. We begin with an
overview of diffusion-based molecular communications and then introduce some related

works and our main contributions on synchronization in molecular communications.

1.1 Overview

In recent years, nanotechnology has been developing rapidly. Beginning with manip-
ulating atoms and molecules precisely, nanotechnology generally includes all the technol-
ogy in the scale from 1 to 100 nanometers. In such small size, it is possible to manufacture
an artificial device in scale of molecules, nano-machine. A nano-machine refers to a most
basic unit in nano-scale but can perform specific function such as computing, sensing or

data storage [1]. Because of the size, the computational capability and the memory of a



nano-machine are limited. To reach a more complicated system, we need to form a nano-
network by communicating and cooperating between nano-machines. A nano-network
consists of a collection of nano-machines. They link together and transfer information
with each other to form a functional system. Developing a nano-network is an attractive

topic in nano-technology.

Nano-network can be applied to many aspects of applications like biomedicine, in-
dustry, environment, and military [2]. The blood pressure monitoring and drug delivering
system [3] are examples in biomedicine. Besides, nano-network are possibly used in water
or food inspection and air pollution control. For this prospect in the future, more and more

researchers in communication and information field are interesting in nono-network.

The communication mechanisms between nano-scale devices are diverse, including
electromagnetic, acoustic, mechanical, and molecular communication [2]. Due to the an-
tenna size, the traditional electromagnetic communication are limited. Moreover, much
higher carrier frequency in nano-scale antenna requires computation beyond the capability
of nano-machine. Inspired by cellular communication, one of promising communication
mechanism between nano-machines is molecular communication. In molecular communi-
cation, the information is propagated by transmitting and receiving messenger molecules.
Unlike mechanical communication require physical contacts, molecular communication
could use the messenger molecules as barriers embed information and communicate indi-
rectly. The advantage of molecular communication make it suitable in developing nano-

network.

Molecular communications are widely used in biological systems. The distance of
information propagation ranges from hundreds of nano-meters to some centimeters or
meters. In long range molecular communications, pheromone is an example [4]. The
effect of pheromone propagates from interspecies to one body by circulatory system. In
short range, neurons control their electrical activity by the concentration of calcium ions
signal [5]. Messenger molecules like proteins, ions, or DNAs are transported in short
range molecular communications by motor, gap junction, or diffusion. For intracellu-

lar transport, motor proteins carry messenger molecules along microtubule rails [6]. For
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inter-cellular communications, gap junction connects two adjacent cells as a channel or
messenger molecules like calcium ions diffuses across a free space. In this thesis, we fo-
cus on designing mechanisms in the diffusion-based molecular communications in short
range.

In Diffusion-based Molecular Communications (DMC), molecules diffuse across a
fluid medium from regions of high to low concentration. This process can be modeled by
Fick’s laws of diffusion and Brownian motion process [7]. In this field, many papers de-
sign a good modulation and detection to improve the quality of molecular communication.
For example, the paper [8] considers a time-slotted diffusion-based molecular communi-
cation with information embedded in different quantity levels. However, most literature
assume perfect synchronization between the transmitter and the receiver. In reality, how
to form a time-slotted system in DMC is still a problem. To solve this problem, we analyze

the timing synchronization problem in this thesis.

1.2 Related Works On Timing Synchronization

Generally, transmitter converts information bit stream into a sequence of symbols.
Then, transmitter assigns a period of time called symbol duration to transmit each symbol.
However, with non-synchronous clocks of transmitter and receiver, a clock offset which is
constant but unknown for receiver exists between these two clocks. Accordingly, receiver
may not identify the beginning of each symbol duration. This is the problem of timing
synchronization or symbol synchronization [9].

In conventional electromagnetic communications, Orthogonal Frequency Division Mul-
tiplexing (OFDM) system is vulnerable to symbol synchronization error. In molecular
communications, the propagation of diffusion is much slower than light speed, so a longer
symbol duration than conventional communications is inevitable. Due to the long and ran-
dom propagation delay, timing synchronization problem in DMC is difficult [10]. Besides,
the paper [11] proposed a sampling-based detection requires a perfect synchronization sys-
tem between transmitter nano-machine and receiver nano-machine. The performance of

sampling-based detection affected by timing synchronization error. Accordingly, solving



synchronization problem in DMC is worth investigating. Analyzing the characteristic of
propagation delay could be a solution [11]. In this thesis, we try to estimate the random
delay in DMC.

Recently, some papers in literature start discussing the synchronization problem in
molecular communication because many people notice that it is necessary to keep the clock
synchronized among nanomachines. For example, inspired from biological mechanism,
the paper [12] surveys the Quorum Sensing between Bacteria to reach synchronization in a
cluster of nodes of a nanonetwork. They use some kinds of molecules called autoinducers.
When sensing the concentration of autoinducers over a threshold level, the node in the
nanonetwork will activated and releasing autoinducers as positive feedback. This kind of
mechanism causes chain effect so that the authors claim that the mechanism is efficient
and the delay among nanomachines is acceptable.

For timing synchronization problem in concentration-based molecular communica-
tion, the first blind synchronization algorithm has been proposed in [13]. This paper use
the concentration single measured by receiver to efficiently estimate the propagation delay
of transmission. But our system model is different from this paper’s. The situation in our
transmission is releasing a few number of molecules, which is less than the level to form a
concentration single. Then, when molecules arrive to the position of receiver, they will be
captured one by one and receiver can measure the arrival times of molecules. These two

types of system model of communication in DMC has been studied in literature [8, 14].

1.3 Major Contributions

Our main work is to design an efficient estimator of clock offset and clock skew so
that RN has an estimated time slotted system, which synchronizes with TN’s. The key
contributions of this thesis are listed as below.

First, we compare the Mean Square Error (MSE) and computational complexity of
three methods in clock offset estimation, Maximum Likelihood Estimation (MLE), Lin-
ear Estimation (LE), and Iterative LE. Among them, we proposed the best one, Iterative

LE, with lower complexity and its MSE reaches almost the same efficient level with the

4



others. On the other hand, in blind synchronization, we analyze the theoretical MSE of
two methods, LE for the arrival time of the first molecule and Decision Feedback (DF)
method. Furthermore, we give a sufficient condition when the latter improves the former.
When dealing with Inter Symbol Interference (ISI) effect in blind synchronization, we ap-
ply Fisher Score Algorithm (FSA) to improve the initial estimation of clock offset. The
MSE of FSA in blind synchronization is much closer to the optimal location parameter es-
timator, Pitman estimator, than Iterative LE proposed in training-based synchronization.

Second, in channel estimation, we proposed initial estimation of clock offset 7 and
channel estimation ; and A. To make the MSE converge to zero overtime, we proposed
a method iteratively updating 7, 1, and A\. The MSE of this method is close to the CRLB
with unknown g and .

Third, in clock skew estimation, we proposed Iterative LE for clock skew rate with
channel information and Quasi-likelihood clock skew rate without channel information.
The latter is better than the former when the number of symbols is large enough.

The following structure of our thesis begins with system model and problem formula-
tion in Chapter. 2. We will explain what Additive Inverse Gaussian Noise (AIGN) channel
and quantity-based modulation are in DMC. Then, for clock offset estimation, we discuss
training-based and blind synchronization in Chapter. 3. The channel estimation is consid-
ered in Chapter. 4 when dealing with clock offset estimation. Moreover, we discuss the
clock skew estimation with and without channel information in Chapter. 5. Finally, the

conclusion and future work are discussed in Sec. 6.






Chapter 2

Synchronization Problem Formulation

In Additive Inverse Gaussian Noise

Channel Model

In this chapter, we describe our system model in diffusion-based molecular commu-
nications. The channel is modeled by Additive Inverse Gaussian Noise channel, which
was investigated by former researchers. Under this model, we discuss on the synchro-
nization problem for quantity-based modulation. In this type of synchronization problem,

we consider both clock offset and clock skew effect.

2.1 System Model

We consider an end-to-end communication in a volume with fluid medium. The trans-
mitter is a nano-machine, and so is the receiver. We call them Transmitter Nano-machine
(TN) and Receiver Nano-machine (RN). They communicate with each other by releas-
ing and capturing molecules. The channel between them is molecular diffusion based on
Brownian motion to propagate information message.

As the model described in [15], TN is in a small scale of molecules, but RN is in a large
scale of the distance apart from TN. Because of the scale, TN is approximately a point

in three-dimensional space but RN is approximately an infinite plane for the molecules
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released from TN. Besides, on the surface of RN is full of receptors to capture the arrival
molecules .The Brownian motion is isotropic for each direction, so we only consider the
one-dimensional movement perpendicular to the infinite plane of RN. All molecules and
receptors are identical. When a molecule diffuses across the fluid medium and captured
by a receptor, it is completely removed from the space. This absorbing process is different

from concentration-based molecular communications [16].

The movements of molecules are affected by two kinds of effect. One is the Brownian
motion from the particle collision in the fluid medium. The other one is the drift velocity
towards RN. Combine these two kinds of effect, we model the movement of molecules
by the Wiener process with drift. Moreover, because all molecules are in nano-scale and
diffuse in three dimensional space, the collision of two molecules is almost impossible.
We model each movement of molecule is independent. Based on [17], a one-dimensional
molecular diffusion can be described by one-dimensional Brownian motion and the first
hitting time to a specific position follows the Inverse Gaussian distribution. This channel

in our model is called Additive Inverse Gaussian Noise channel model as in [18].

2.1.1 Additive Inverse Gaussian Noise Channel

We define the spatial location by a one-dimensional extent with the origin as TN’s
position. Let d > 0 denote the position of RN apart from TN. When a molecule is released
from TN at time z, it will act as one-dimensional Brownian motion with positive drift
velocity v > 0, which is the direction to RN. Because of positive drift, in a sufficiently
long period of time, this molecule must arrive in the RN’s position and be captured by
RN. However, the arrival time of this molecule is random. Based on [17], we describe the
arrival time as « + 7', where the additive first hitting time 7" is the random variable with

Inverse Gaussian distribution.

/X At—p)? .
271_736)(1){—272} ift > O,
Fr(t) = ! e 2.1)
0 ift <0.



with parameters as follows:

d d? kgT,
u—;,)\—ﬁand,D—

6mnr’

where kp is the Boltzmann constant, 7}, is the absolute temperature, 7 is the viscosity of

the fluid medium, and r is the radius of molecule.

2.1.2 Quantity-based Modulation

A modulation called quantity-based modulation have been discussed on the paper [§]
in AIGN channel. As shown in Fig. 2.1, quantity-based modulation embeds informa-
tion message in the quantities of molecules, which is similar to amplitude modulation in
the traditional wireless communications. Before communication, TN and RN shared a
common period of time, called symbol duration denoted by 7. Information message is
conveyed by a sequence of symbols in consecutive symbol durations as shown in Fig. 2.1.
For each symbol, TN assign the corresponding quantities of molecules by the information
message and release these molecules at once in the begging of the symbol duration. In
binary case, TN release Ly and L; unlabeled molecules representing a binary zero and a
binary one, respectively. All molecules are in the same type, so RN cannot distinguish
them. Then, RN will accumulate the quantity of arrival molecules during symbol duration

Ts and demodulate this symbol by some detection methods.

o

o ® ®
N —| ! —

Or T, 2T
RN —} | —

Og T 2Ty

Figure 2.1: Time-slotted system in quantity-based modulation under perfect synchroniza-
tion.

An optimal detection in quantity-based modulation is proposed in [8] to improve qual-

ity of communication. This kind of modulation and detection rely on a synchronous time-
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slotted system, as shown in Fig. 2.1. RN needs to share a perfect synchronous time-slotted
system with TN, otherwise it causes the error to increase. The main work in this thesis is

to meet the non-synchronous gap in quantity-based modulation.

2.1.3 Clock Offset Estimation

We have shown the time-slotted system in quantity-based modulation under perfect
synchronization in Fig. 2.1. However, in the beginning of communication, TN and RN
may have non-synchronous clocks with each other, so the starting point of their clock may
be different. We denote the starting point of TN’s and RN’s clock by O and Op, respec-
tively. As shown in Fig. 2.2, a clock offset 7 := Or — Oy exists generally. We define
the clock offset as the subtraction of O from O, which may be negative. Consequently,
when RN receive a molecule, the arrival time measured by RN includes not only the ran-
dom delay 7', but also the clock offset 7. Remind that the first hitting time 7" is random
and follows Inverse Gaussian distribution caused by AIGN channel. The clock offset 7 is
constant but unknown for RN caused by the non-synchronous phenomenon. The problem
is how to efficiently estimate the clock offset 7 by the sequence of arrival time, which is

random, measured by RN to reach synchronization with TN.

T AN

TN ———¥ — >
- O HEES
| : \_\,l
| | ®

RN —] 1 >
Og T+x+T

Figure 2.2: Phenomenon of clock offset.

In quantity-based modulation, TN releases consecutive symbols and each symbol carry
an amount of molecules. All of the molecules are unlabeled and in the same type. They
are captured by RN in a sequence of time according to the ascending order. Therefore, one
molecule released in a later time may be captured earlier than another molecule released
in a previous time. We call it crossover effect. The crossover effect is natural in AIGN

channel. RN cannot distinguish whether the observation affect by crossover effect.

10



ni no ns
o
® ®
T
N | —>
| 0, T, 2T,
i L N @ o
RN —} —— —>
O Yiy2 Y3 Ya

Figure 2.3: Clock offset estimation for quantity-based modulation.

As shown in Fig. 2.3, TN releases n1, no, ..., nx molecules in the beginning of con-
secutive ' symbols. In binary case, n, € {Lo, L;}. What RN observe is a sequence
of arrival times of molecules denoted by y1, 9o, ..., yn according to the ascending order
of timing, where N = n; + ny + ... + nx. The problem is how to design an efficient
estimator 7(y) based on the observation y = [y, ys, ..., yn]. We want to make the Mean
Square Error (MSE) defined by E[(7 — 7(y))?] as small as possible, where the function
E].] denotes the expectation of some random variable. This is the first problem we deal

with called clock offset estimation.

2.1.4 Clock Skew Estimation

The second problem we deal with is the clock skew estimation as shown in Fig. 2.4. In
real scenarios, RN’s clock may tick in a different rate from TN’s, that is called clock drift
or clock skew. Under clock skew effect, RN could count symbols on a different timing
duration, maybe longer or shorter than TN’s. A bit error of clock skew will accumulate
overtime, causing non-synchronous phenomena gradually. The accumulated error is more
severe in molecular communications than in traditional wireless communications, because
molecules diffuse with much loner delay and the whole system require much longer com-
munication duration.

To reach synchronous with TN, RN needs to adapt symbol duration corresponding to
its own clock skew. Here, we assume the skew is constant overtime but unknown for RN.

Nevertheless, RN perceives the arrival time sequence y by its own clock, so RN could

11
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™~ —] | | >
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RN—] ! ! >
OR Ts 2TS

Figure 2.4: Clock skew estimation for quentity-based modulation.

extract the pattern in y to estimate 75 x R, where R is the clock skew rate. Then, TN
and RN could count symbols by 7 and T x R respectively with almost the same timing
duration to reach synchronization. For example, if 7; = 10 (sec) and RN’s clock ticks in
a twice rate from TN’s, that is R = 2, then RN can compensate the clock skew effect by
adapting its symbol duration to T, X R = 20 (sec). Even though TN counts symbols by
Ts = 10 (sec) and RN counts symbols by T x R~ 20 (sec), they actually count symbols
with almost the same duration because RN’s closk ticks in a twice rate from TN’s.
Combine with above two non-synchronous effect, RN needs to estimate the clock off-
set 7 and the unknown clock skew rate R simultaneously. For TN’s time slotted system,
7 4 (k — 1)T is the boundary between (k — 1)-th symbol and the k-th symbol, where
k=1,2,..., K. However, becasue the clock skew rate R for RN’s clock from TN’s clcok,
the true boundary between (k — 1)-th symbol and the k-th symbol for RN’s time slotted
system is R[7 + (k — 1)T], denoted by S which is the true parameters we want to esti-
mate. The target is to synchronize the sampling time Sy (y) = R(y)[#(y) + (k — 1)T}]
as close to Sy, = R[T + (k — 1)T] as possible. By minimum mean square error (MMSE)

criteria, we try to make E[(S), — Si(y))?] as small as possible.

2.2 Synchronization Problem Formulation

In AIGN channel model, we consider many kinds of synchronization problem for
quantity-based modulation. The following, we describe our overall system model by plot-

ting the whole system diagram. Moreover, our system diagram shows all main parameters
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in our model. With different assumption on these parameters, we formulate many kinds

of synchronization problem described in a table.

2.2.1 System Diagram

Fig. 2.5 shows an overall system diagram for quantity-based modulation. In this sys-
tem, TN modulates information bit stream [}, into the sequence of molecular amounts for
each symbol {n;|1 < k < K}. Then, TN releases molecules based on TN’s clock. We de-
note the molecular releasing time sequence as x = [x1, X, ..., Ty|, where N = ny +ns +
...+n. For quantity-based modulation, z; = (j—1)Tsifni+...4+n;_1 <i < ni+...+n;
fori € {1,2,...N}. For example, if K = 3 and n; = 2,n, = 1,n3 = 1, as shown in Fig.

2.1, we have x = [0, 0, T}, 27%].

TN’s clock| T Channel
vt~ iid IG(LA)
I Quantity—b'ased ny | Molecular| x ! O Sorting|
modulation releaser ALY — ]
yf
L 4
Sampler 17 @
I, | Quantity-based | 7 | Molecular | y
detector © k\O capturer |
RN’s clock | T | Synchronizer |

Figure 2.5: System diagram of clock offset synchronization for quantity-based modulation
in AIGN channel.

After passing through AIGN channel, x becomes y’ = sort(x+t), where t is arandom
sample from Inverse Ganssion distribution. We model the channel effect with an additive
Inverse Gaussain Noise ¢; and the crossover effect by sorting the arrival time sequence.
Moreover, because of the non-synchronous clock between TN and RN, the actual arriving
time measured by RN y includes the unknown clock offset 7. According to y, we design an
efficient estimator 7 (y) to estimate the unknown clock offset 7. This is the synchronization

problem only with clock offset.
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TN’s clock | T, Channel
t ~ iid IG(N)

y

Sorting

I | Quantity-based | nx | Molecular| x
—b . -
modulation releaser

Sampler Y

I, | Quantity-based | 7y o \O Molecular |
detector - capturer

F Y

R(y)[#(y)+(k—1)T]

Synchronizer

F

Figure 2.6: System diagram of clock offset and clock skew synchronization for quantity-
based modulation in AIGN channel.

Fig. 2.6 shows an overall system diagram combining clock offset and clock skew. After
passing through AIGN channel, y’ not only add clock offset 7 but also multiple clock skew
rate R, where both 7 and R are unknown for RN. According toy = R[71+y’'], we design
two efficient estimators 7(y) and R(y) to make the sampling time S}, = R(y)[#(y)+ (k—

1)T}] synchronize with TN’s time slotted system.

2.2.2 Training-based And Blind Synchronization

There are two types of synchronization: training-based synchronization and blind syn-
chronization.

In training-based synchronization, each communication includes tow phases. The first
one is the training phase. In training-phase, TN transmits the training sequence which RN
has already known. After training signal passes through the channel, RN can estimate the
channel information or synchronize with TN by receiving the observations in training-
phase. After training-phase,the other one is communicating phase. In communicating
phase, TN transmits the information message. This time, RN focuses on detecting the

information message with the parameters was fixed before.
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In our work, when we discuss on the training-based synchronization, we want to design
the mechanism of synchronization in training phase. For quantity-based modulation, RN
knows the training sequence [; in Fig. 2.6. Then, the quantities of molecules released
by TN n; for each symbol is known for RN. For simplification, we often discuss the
constant training sequence. That is, each symbol has the same quantities of molecules
n =mn; = Ny = ... = ng. [N transmits total K x n molecules during K symbol
durations.

In contrast, when we discuss on the blind synchronization, we want to design the mech-
anism of synchronization in communicating phase. That is, even TN transmit information
message, RN has to synchronize with TN and detect the message simultaneously. For
quantity-based modulation, TN transmit the information message /; randomly. Then the
quantities of molecules n;, for each symbol is random for RN. Traditionally, we often use
the M -ary with equal a priori probability. That is ny is an discrete uniform distribution

over {lo, l1,...,{pr—1}, where [; is the i-th level of quantities.

2.2.3 Channel Information

Besides the information transmitted by TN, the channel information is also important
for RN. For AIGN channel, the additive random delay 7" follows inverse gaussian dis-
tribution with two parameters x4 and A\. These tow parameters depend on some channel
characteristics like the distance between TN and RN d, the drift velocity v, and the dif-
fusion coefficient D of some types of molecules. Nevertheless, ; and A determine all
information about an AIGN channel as shown in Fig.2.6. Therefore, it is enough for RN

to evaluate the values of 1 and .

We model the AIGN channel with clock offset 7 and clock skew rate R as

y = Rlsort(x + t) + 17, (2.2)

where x is the input releasing time sequence and y is the output arrival time sequence and

t is the random sample from the inverse gaussian distribution. Specifically, for an arrival
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| cases | assume known | fix but unknown ||

clock offset estimation A\, R T
channel estimation R T,y A
clock skew estimation s A 7R
joint estimation iy AT, R

Table 2.1: List 4 kinds of problems with different assumptions about parameters in
stochastic model.

time y; of a molecule which was released at x; = k;7, that 1s at the £;-th symbol,

Note that  might not equal j because the sorting effect changes the order of timing. Nat-
urally, we model the crossover effect by sorting the arrival time sequence.
Overall our system model, we have a stochastic model for an arrival time y; observed

by RN as
Yi
Y; ~ fT(E - T ijsllu’a A) = f(y1’/JJ7 >‘7 T, R7 k]) (24)

It is clear that we have 5 main parameters, 11, A, 7, R, and k;, in this stochastic model. 7
and R are clock offset and clock skew rate, respectively, which are our target unknown
parameters. ;. and A are the AIGN channel parameters. k; is related with x; depends on
the signal transmitted by TN. We have discussed that 5, is known for training-based syn-
chronization and ny, is random for blind synchronization in Sec. 2.2.2. Moreover, different
assumptions about i, A, 7, and R lead to many kinds of problems listed as in Table 2.1.

First of all, we consider a simple case, clock offset estimation, in Chapter. 3. We
assume the channel information p, A, and the clock skew rate R are all known for RN.
The observations y have been compensated by clock skew rate R as in system diagram
Fig. 2.5. Our target is to estimate the unknown clock offset 7. In clock offset estimation,
we discuss on both training-based synchronization and blind synchronization.

Second, if we have a short symbol duration and overall communication period does
not last too long, the effect of clock skew rate is negligible. The overall system model

is described as in Fig. 2.5. The arrival times of molecules y observed by RN does not
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short , channel estimation (Chp. 4)

=4

symbol duration insensitive , clock skew estimation (Chp. 5.1)

long delay

sensitive W\ joint estimation (Chp. 5.2)

Figure 2.7: Three kinds of situation by the short or long symbol duration and whether
delay is sensitive or not.

multiple by clock skew rate R. This way, what we really focus on is the unknown channel
information. We call this situation is channel estimation problem. For channel estimation,
we discuss on the case when RN has no idea about channel information but without clock
skew effect in Chapter. 4. The target estimation parameter is still clock offset 7 with

minimum MSE.

Third, if we have a long symbol duration or overall communication period lasts too
long, the clock skew effect cannot be ignored. Estimating the clock skew rate R is in-
evitable. For simplification, we begin with the case RN knows the channel information
w1 and A to estimate 7 and R simultaneously. In realistic, this is in the situation with de-
lay insensitive communication, so non-synchronous channel estimation methods like [16]
can be applied before synchronization. Then, RN can synchronize with TN under chan-
nel information. We call this problem clock skew estimation and discuss it in Sec. 5.1.
Otherwise, in delay sensitive application like health monitoring, RN needs to do synchro-
nization and channel estimation simultaneously. This is the toughest problem we deal
with, joint estimation. In joint estimation, we considers the case when these 4 parameters
are all unknown. Our target is estimate the unknown clock offset 7 and clock skew rate R
so that the sampling time Sy of RN can be synchronized with TN’s time slotted system in

Sec. 5.2.

Besides the simple case, clock offset estimation, we divided the other three kinds of
situation by short or long symbol duration and delay sensitive or insensitive communi-
cation. If we have a short symbol duration and overall communication period does not

last too long, we focus on the channel estimation but the clock skew effect. Otherwise, if

17



in an urgent communication like health monitoring, we have no time to estimate channel
parameters before synchronization, so joint estimation is required. Otherwise, clock skew
estimation is the case only consider the clock skew effect with known channel informa-

tion.
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Chapter 3

Clock Offset Estimation In
Training-based And Blind

Synchronization

The first problem we deal with is clock offset estimation problem. If we have a short
symbol duration and overall communication period does not last too long, the effect of
clock skew rate is negligible. The overall system model is described as in Fig. 2.5. The
arrival times of molecules y observed by RN does not multiple by clock skew rate R. This

way, we only focus on estimating the unknown clock offset 7.

3.1 Training-based Synchronization

In this section, we focus on the training-based synchronization. In training-based syn-
chronization, there is a training phase to synchronize between TN and RN before they
transmit and receive information message. In training phase, TN transmit a pilot signal
which RN have already known, so x is constant for RN.

In clock offset estimation, because the clock skew effect has been compensated perfect,
the evaluation reduce to the MSE of clock offset 7 for any k. That is, the error of all

boundary of symbols are the same. RN’s time slotted system is a shift version of TN’s
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time slotted system.

B[(Sk — Sk)? = E[(t + (k= )T, — 7 — (k — 1)T,)%

= E[(r — %)% (3.1

The following, We propose some methods to estimate 7 under the assumption that RN

knows x.

3.1.1 Maximum Likelihood Estimation

In classic point estimation problem, Maximum Likelihood Estimation (MLE) can be
applied if the joint probability distribution of observations is known. The following, we
derive the probability distribution of RN’s observations (the arrival times of molecules)

under non-synchronous situation.

Based on [14], when 7 = 0, that is perfect synchronization, the joint probability density
function (pdf) of observation denoted by y’ given releasing time sequence x has been

derived as below:

f) = > flulx)

ueP(y’)
N
Z H fr(u; —x;), ify = sort(y’);
= { ueP(y)i=1 (3.2)
0, otherwise.

where P(y’) is the set of all possible permutation of y’ and the function sort(y’) sorts y’

according to ascending order.

In our work, because of the non-synchronous phenomenon, the observation of RN is

y =y + 71y, where 1 is the 1 x N vector with all value are equal to 1. Therefore, we

20



can derive likelihood function as below:

N
Z H fr(u; —z; — 1), ify = sort(y);
fylx,7) = quePt) =t (3.3)

0, otherwise.

Then, we can apply MLE and denote the estimator by 7.
TMLE := arg max flylx, 7). (3.4)

However, the time complexity grows rapidly by factorial on N because of the permutation

of y. In reality, it beyond the computational capability of nano-machine.

3.1.2 Linear Estimation

By considering the complexity issue, we try to apply Linear Estimation (LE). Assume

g := any ' +b for some constant ay = [a;, as, ..., ax| and b such that MSE is minimal.

We have y = y’ + 71y. By derivation above, we have the joint pdf of y’ given x, so
we can derived the mean and covariance of y’, which are used to derive the coefficient ay

and b.

Because the parameter 7 is constant but unknown, we set the constrainton ay1y = 1

to eliminate 7 as below:

2

El(r —#1e)*] = E[(r —any —b)]
= E[(t —ayl'T — any ' — b)z]

— BEl(ayy " +1)]]. (3.5)

According to [19], applying the solution in Non-random parameter estimation, we can
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make MSE reach the minimal value when

ay = ]_NC;}{]_NC;/l]_L}_l and

b=—Elayy''] (3.6)

,where C,, is the covariance matrix of the random vector y’.

Besides eliminating unknown 7, setting ay1' = 1 make the unbiased property possi-

ble, so we actually apply LE under the unbiased constraint.

E[7A'LE] = E[aNyT + b]
— E[aleT + aNy'T +b]

— E[r] + Elayy''] — Elayy' ] = 7. (3.7)

The last step in (3.7) follows by b = —E[ay’ '] in (3.6) and the unknown 7 is constant.

® N
.N_4
:
: T
TN—¢ ¥ >
i OT
| o0 o °
RN—] H— >
Og Yiy2 Y3 Ya

Figure 3.1: An example for LE when x = 0.

Let’s give an example when K = 1, ny = N = 4, and x = Oy as a zero vector
with length V. As shown in Fig. 3.1, if TN release N molecules at the beginning of
communication. In this case, the random vector y’ = [T(1), T{2), ..., T(n)], Where T}, is
the i-th order statistic of /V independent and identical distribution (iid) random variables

with generic Inverse Gaussian distribution fr(¢).
For simplification, we only take the first two components ¥, and y, as example. Ap-
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plying the solution of LE in this case, we get the linear estimator as below:

7A'LE = angT + b
= amy1 + axys — Ela Ty + axT(o)]

= ar(y1 — ) + (1 — a1)(y2 — p2), (3.8)

where 1y = E[Ty)], pa = E[T(2)], and

oy = Vorllio)l = El(Ta) — 1) (Tt — ji2)]
E{(Twy — m) — (Tie) — p2) }?]
. VCLT[T(Q)] — CjOQJ[T(l)7 T(g)]
a Var[Toy —=Ty]

(3.9)

where the function Var|.] and Cov|., .] denotes, respectively, the variance of some random
variable and the covariance of two random variables.

In (3.8), it is clear that 7i is actually a weighted mean of each unbiased estimator
y; — Ely;]. We use the information in the arrival time of each molecule and take weighted
average to minimum MSE.

In this simple example, the theoretical MSE can be derived as below:

Bl(r — #1e)*] = Var|asy, |

_ VCLT[T(l)]VaT’[T(Q)] - COU[T(;[), T(Q)]Q
Var[Tn) = Tig)] '

(3.10)

The theoretical MSE is used to verify our simulation results in the following section.

3.1.3 Iterative Linear Estimation For 7

In the above, we proposed LE, which reduces the complexity of MLE, in training-
based synchronization. The LE only needs linear time computation on /N after we have
the weighted value ay. However, in the algorithm of LE, the complexity of computing
the weighted value a and mean vector u beforehand still grows rapidly by factorial on

N, which is incomputable when N is large. For example, if TN transmit X = 10 symbols
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and each symbol release n; = 8 molecules for all 1 < ¢ < 10, then we have to offline
compute 80 means and weighted value by 80 x 80 covariance matrix C,.. It costs much.
To simplify the computation of ay and make linear estimation for large /V possible, we
rewrite the algorithm to iterative form, which called Iterative LE (ILE) by us.

First of all, let’s recall the linear combination in LE in (3.11). We denote the estimator
of LE for the first NV molecules by 7, and the corresponding coefficient by ay. Then, we
introduce a constant vector u to represent the expected value of the random vector y’. This
way, it is clear that ay is actually the weighted value of N unbiased estimators y; — u; for

i=1,2,..,N.

v i=ayy +b=ay(y—u)', (3.11)

where u = E[y’] is the mean vector.

Assume TN transmits total A symbols with the same quantity of n molecules. That is,
the training sequence {n;|1 < k < K} is a constant sequence, SO ny = ng = ... = ng =
n. When RN receives k symbols, we can apply LE for the first N = kn molecules. When
RN receives k& + 1 symbols, we can apply LE for the first N = (k + 1)n molecules. We

compare these two estimators to derive the iterative form of ILE.

7A_kn — akn(y[lzkn} . u[l:kn})—l—’
T(ktl)n = a(k+l)n(y[1:(k+1)n] - U[IZ(HI)"])T (3.12)

,where yl"1%2] denote the 7,-th component to the i,-th component of vector y and so does

u[iltiz].

In (3.12), the first kn components of yy, and y 1), are the same, so are uy, and

k:n—f—l:(k—‘rl)n]] ’ u[kn-{—l:(k-l—l)n}]

U(k+1)n- Therefore, YE+n = b’km y[ and Uk+1)n = E[Y(k—l—l)n] = [ukn
However, the first £n components of aj,, and a 1), are different. We need to derive the
relationship with them.

Recall thatay =1 NC;,1 {1 NC;,1 1}}*1 from (3.6). The inverse of covariance matrix

—1 . .
C, has the following two properties.
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Approximate diagonal property : The matrix C;,l is similar to a diagonal matrix.
That is, the entries outside the main diagonal are significantly smaller than the diagonal

entries.

This property results from the covariance of y; and v/}, E[(y; — u;)(y; — u;)], is quite
small when |7 — j| is large. Accordingly, the matrix Cy, is similar to a diagonal matrix,

and so is its inverse matrix C;,l.

Approximate repetition property : The diagonal entries of matrix C;,l repeats by
the period of n except the first submatrix. That is, the matrix C;,l approximately shows

as below.

Avw O 0 0
0 Bu, 0 0
C,'~| o 0 By
0
0 0 0 Buxn

This repetition property results from v; +(k—1)n, 18 similar to Yiiwn fori = 1,2,...,n and
2 < k < K — 1 because they all affect by similar level of ISI effect. We assume the
crossover effect over two or more symbols can be ignored. Under this assumption, the
effect of ISI on the second symbol is the same as the third one, and so are the following

symbols. On the other hand, the first symbol without ISI causes the exception.

The above two properties of C;/l is useful when we find the relationship between ay,,
and a;11y,. When N = (k + 1)n, based on the properties of C;,l, we can derive a1,

as

R T e 1xCy!
A T MY LAl kLBl
1.1, Ct
_ LGy (3.13)
A+ kB

where A = 1nAnxn17TL and B = lanxnlg. Moreover, when N = kn, we can derive
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Ay AS

1 kn (j)_,/1

In the same way, we split a1y, into two parts, al'*" and alkn+1:¢+1n] ' where allnl js

(k+1)n] is n components from the (kn 4+ 1)-th

the first kn components of a1, and alkntl:
one to the (k + 1)n-th one. In (3.13), the denominator is a constant A + kB, and the
nominator is a row vector which is the sum of all row vectors of C;,,l. Accordingly, we

can derive the relationship as below.

a[l:kn] — ]‘knC;’l +0 _ ]-knC;/1 A+ (k - 1)B
A+kB ~ A+(k—1B A+kB
A+ (k-1)B
Ry (3.15)

a[kn-i—l:(k—i—l)n] _ O+..+0+ ]-anXn o 1an><n B

A+ kB B A+kB
B
where w,, = I"E‘T"X”.

Then, we split a1y, and replace al'*") and alF"+1:*+1n] by (3.15) and (3.16). The
estimator of LE for the first N = (k + 1)n molecules can be derived from the estimator

of LE for the first NV = kn molecules by the iterative form as below.

’f_(kJrl)n = a(k+1)n(y[1:(k+1)n} _ u[li(k-f—l)n])—l—

_ a[l:kn] (y[lkn] . u[l:kn])T

+ a[kn+1:(k+1)n] (y[kn+1:(k+1)n] . u[kn+1:(k+1)n])T

A+ (k—1B T
_ A(+ kB) akn(y[l.k ] u[l.k })T
[kn+1:(k+1)n] _  [kn+1:(k+1)n]\T
AR u )
A+ (k-1)B, B

= kD) 3.17
A+ kBt A pp e (3.17)
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where 7A—new w,, (y[kn+1:(k+1)n] _ u[kn—‘—l:(k-}-l)n})'l—.

For simplification, in ILE, we denote the previous estimator 7, and the next estimator

~ . A ~ . A
T(k+1)n In LE by 7}, and 7, 1, respectively. Moreover, another parameter & = & represents

the importance of the new estimator k41

(k1) with respect to the previous estimator 7.

A A A(k+1)
T — T + T
]{?“1‘1 k k k new )

(3.18)

where o = %. In the case when av = 1, which means A = B, that is 7T is large enough
so that all symbols are almost independent with each other. Then, we treat #(*+1) with the
same importance with 7 in this case. On the other hand, in the case when o > 1, which

means A > B, that is the following symbols are influenced by the ISI effects. Then, we

reduce the importance of 7{#+1) with respect to 7.

Moreover, because of the periodic property of y', w4 (k—1)n —Ui+kn is close to T, which
is constant, fori = 1,2, ...,nand 1 < k < K—1. Asaresult, ulf»+*¢+0nl — k701 4+ m,
for some constant vector m,, = [my, ma, ..., my,].

7/;(k+1) _

(k1) Wn(y[knJrl:(kJrl)n] _ u[kn+1:(k+1)n]>T

= w, (ylr D] o T kT, (3.19)

To sum up, the algorithm of ILE is described as below. First, we compute a,, and
ul'™ beforehand to initialize the first estimator 7. Second, we compute o, w,,, and m,,

beforehand to iteratively update the previous estimator 7, for 1 < k < K — 1.

A = a (yl] — gltyT (3.20)
a+k—1 1 -

L . [kn+1:(k+1)n] _ T kT 3.21

Pt = o — Wy m,)" — k] G2

The algorithm of ILE only needs the statistics of the first symbol without ISI, a,, and u,,
the second or third symbol with ISI, w,, and m,,, and the ratio of importance between
them, . By these information, it is enough to iteratively derive LE for large amount of

molecules N and large index of symbol £ without too much performance lost. Unlike
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a, the weighted value of each arrival time without ISI
(derived from covariance matrix of the arrival time).

u,, the mean vector of the arrival time without ISI.

w,, the weighted value of each arrival time with ISI
(derived from covariance matrix of the arrival time).

m,, the mean vector of the arrival time with ISI.

a  the weighted value between the previous estimation
and the new estimation.

Table 3.1: The parameters of the Iterative LE for clock offset 7.

LE, whose complexity grows rapidly when N and k£ increases, ILE only needs a constant
amount of computational complexity when offline computing the weighted values and

means.

3.1.4 Lower Bound Without Crossover

In this part, we derive the theoretical lower bound of MSE without ISI as a benchmark

to evaluate the performance of our estimator proposed above.

Because we want to derive the lower bound of MSE, the ideal case under some unre-
alistic condition can be considered. Here, we just consider the situation without crossover
effect. That is, if TN transmit K symbols, these K symbols are without ISI. Moreover,
if n; molecules are released in the k-th symbol, these n;, arrival times of molecules are
1.i.d. To sum up, All arrival times of molecules y are a random sample with the sample
size N =n;+ ... + ng.

According to the classic estimation theory, the classic lower bound of MSE for all
unbiased estimators is Cramer-Rao Lower Bound (CRLB). The fisher information number

of inverse gaussian distribution with respect to 7 is

Iy =~ B35 fr(t = )]
3 A
= Elgr e~ o
3 A
~ Py @y
A 9 21 21

==+ —+-—+ . 3.22
w3 * 2p2 * 22U\ * 2)\2 (322)
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Moreover, we assume y are a random sample with the sample size N = ny + ... + ng, so

the CRLB is

I
N[o ]0 Zi(:l nk7

(3.23)

However, the parameter we want to estimate is the location parameter 7. The support
of fr(t — 7) is (7, o0], which depends on the parameter 7. Accordingly, the assumption
of Cramer-Rao inequality does not hold, so we cannot claim CRLB is the lower bound of

MSE for all unbiased estimator.

Nevertheless, the minimum MSE estimator for location parameter was investigated by

Pitman [20]. For all estimators 7(y) satisfy the invariant property as
Ty +cl)=7(y) +c, (3.24)

for any constant ¢, then Pitman estimator 7p(y) has the minimum MSE.

#py) = S5 0f (ylx, 7= 0)do
PV vk = 6)dd

(3.25)

The joint pdf f(y|x, 7 = ) described in (3.3) is too complicated to integral. Under
the crossover effect, we have to consider all the permutation of y in (3.3), so P(y) has
N terms need to be considered. The factorial V! grows so rapidly that the computational
complexity beyonds the capacity of nano-machines. This is why we need to investigate

the other estimator with lower complexity and without too much MSE loss.

Nevertheless, under the condition without crossover effect, we treat y is a random
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sample with sample size N. We can simplify the Pitman estimator as

0TI fr(ys — 0—6)do

T = 3.26
¥ SN fr(y; —0—0)do (7

JU 0TI, fr(y — 6)do
- 3.27
I, Frlys — 6) a0 27
_ sy — ol T fr(yi =y + @) d(y — @) (3.28)

SO fr(yi —yi + @) d(y — @) '
fo'e) N

T fr(y — v+ 0)do

The integral in (3.29) has no close form, so we numerically compute the value in our

simulation.

3.1.5 Simulation Results

We simulate the quantity-based modulation in AIGN channel with non-synchronous
effect and try to synchronize by MLE, LE, and ILE proposed in training-based synchro-
nization. Moreover, we numerically plot the CRLB and Pitman estimator shown as bench-
mark to evaluate the efficiency of these estimators.

For the parameters of AIGN channel, we set T, = 298(25°C), n = 8.9 x 10~*(water
in 25°C), r = 1078(10nm), d = 2 x 107°(20um), and v = 2 x 10~%(2um/sec), so we use
the random variable 7" ~ IG(u,\) with ¢ = 10 and A = 8.1955 in the whole thesis.

The following, we present two simulation results in one case when K = 1, which is
just considering the first symbol, and another case when K > 2, which is considering
multi-symbol with ISI effect.

In Fig. 3.2, we only consider the first symbol with n; = N molecules. When we use
LE for n; arrival times to estimate 7, the MSE can reach as small as using MLE, but the
complexity of LE reduce to linear time on /V, which is quite lower than MLE. Considering
the efficiency, the MSE of LE is closer to that of Pitman estimator than MLE when the
quantity of molecules 7, is small. This is reasonable because of the asymptotic efficiency
property of MLE. Moroever, we find out that the MSE of both two methods are close to

CRLB when the quantity of molecules N is large enough.
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Figure 3.2: The MSE of MLE and LE with CRLB and Pitman as benchmark in case when
K=1,n =N,andx = 0,,.

The experiment in Fig. 3.2 only simulates the special case when we consider the first
symbol, which is K = 1. In general, when we use multi-symbol to estimate 7, that is
K > 2, the ISI effect will affect our result. In this case, we simulate LE for all arrival
N molecules when TN releases K symbols with n; molecules per symbol, that is n; =
ne = ... = ng. Because ISI effect, the symbol duration 7 affects the performance of

estimation.

We simulate ' = 6 symbols in Fig. 3.3. When T is closed to x := E[T], that is ISI
effect is severe, the MSE of our estimators increase. On the other hand, when 7} is large
enough, all symbols become almost independent, so all symbols act as the first symbol
without ISI effect. The MSE of our estimators are close to the lower bound, Pitman or
CRLB without ISI effect. Moreover, the MSE of Iterative LE is really close to that of LE,
especially when 7} is large, which verify that we do not lose too much information when

we reform the iterative process in order to reduce the complexity.
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Figure 3.3: The MSE of LE with multi-symbol in case when K = 6,and ny = ny = ... =
ng, where p is the mean of 7'.

3.2 Blind Synchronization

In this section, we discuss on clock offset estimation when {n;} for 1 < k < K is
not constant but random for RN, because of the message embedded in the quantity level
of molecules for each symbol. Therefore, different from above discussion, this case has

no training phase anymore before communication.

Following the paper [8], we consider M-ary quantity-based modulation in general,
that is ny, € {Lo, L1, ..., Lps—1} as M hypotheses and L; > 0 for 0 < i < M. Accord-
ingly, RN need to use the information in y to do both synchronization (estimating 7) and

demodulation (detecting ny).

3.2.1 Non-decision-directed Parameter Estimation

Under the uncertainty of {ny}, the releasing time sequence x is also random for RN.
We can rewrite the joint pdf of observation y’ when 7 = 0 by averaging the conditional

joint pdf over the probability of x. Here, we assume a priori probability of x is known for
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RN, so the joint pdf of y’ can be derived as follows:

= Y Pr{x}f(y[%). (3.30)

For simplification, we just apply Linear Estimation (LE) proposed in Sec. 3.1.2 only
for the first molecule, that is 71 := y; — E[y}] ,which is a simple and efficient estima-
tor. Obviously, we just use the first molecule in the first symbol duration to estimate 7.
In general case when 75 is large enough, the probability of crossover happen to all the
molecules from the first symbol is quite small, so we almost can assume the first arrival
molecule is from the first symbol. As a result, what we really care about is the uncertainty

of ny, because v is almost the first order statistic of n; iid random variables with generic

distribution fr(t).
Ly
= > Pr{ni =1} f(yilx = 0))
I= LO
Z pif e (W), (3.31)

Tay
where T((Zl) is the i-th order statistic of / iid random variables with generic distribution f7(t)

and p; is a priori probability of n; = L;. Accordingly, we can rewrite the LE only for the

first molecule as below:
A ~ ) (Lj)
fie =1 = 3 pET)) (3.32)
=0
With this estimator, the theoretical MSE can be derived as below:
J 2
Z(Uj - Ui) DbiDj, (3.33)

M-1
E[(t - %LE) | =Varly] = Z p]U +
J=0

where 07 = Var[T((l) ], and v; = E[T N forj=0,1,..., (M —1).
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3.2.2 Decision Feedback

Because of blind synchronization, the output of demodulation is useful for clock offset
estimation. That is, the better the performance of detection is, the smaller the MSE of clock
offset estimation will be, and vice versa. As aresult, we can apply Decision Feedback (DF)
method to improve LE only for the first molecule.

The steps are listed as follows. First, get 77 := y; — E[y;] by LE only for the first
molecule, and then demodulate the first symbol to get n; based on 7;, where 7, is the
detected value of the molecular quantity of the first symbol n,. Finally, get Tpr := y; —
E[ngl)] by DF method, where E[T((lﬁ)l)] is a derived random variable on the domain of
{vo, v1, ., U1}

To analyze the performance of DF, let ¢; ; denote the probability when RN detects n;
as L; condition on ny = L;, thatis ¢;; := Pr{n; = L;|ny = L;}. We can derive the

theoretical MSE as below:

-1

M-1 M J
E((r —for)*] = 3 pjof + 30 D (v; = 0)*(piiy + pidsa). (3.34)
=0 =0 i=0

If we compare the (3.34) with (3.33), the only difference is the coefficient of (v; — v;)?

term. Therefore, applying DF will improve performance when p;q; ; +p;q;; < pip; for all

0 <1< j < M — 1, that is the average crossover error probability of level 7 and 7 is less
M—1

than p;p;. Moreover, the best performance of DF can make MSE reach Z pja]z when
j=0

¢ij = 0 for 7 # j, that is in the absence of demodulation errors, 7; = n;, which known as

Decision-directed Parameter Estimation.

3.2.3 Fisher’s Scoring Algorithm For Symbols With ISI

The above methods to estimate clock offset 7 only use the first symbol without ISI.
In blind synchronization, how to use the information in the following symbols with ISI
is still a problem. We introduce a method to iteratively update the initial estimation 7; g
or 7pr. This way, in one communication, RN can both receive information message and

synchronize with TN overtime. We expect that the updated clock offset will be more and
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more accurate overtime.
First, we denote the initial estimation by 7y, which may be the LE only for the first
molecule in blind synchronization or use the decision feedback method 7pg. The error of

initial estimation is defined by

€:= T — T (3.35)

If € is positive, it means that our initial estimation is overestimated. Otherwise, our initial
estimation is underestimated. The following, we want to use the symbols with ISI to detect
whether 7y is overestimated or underestimated. Then updating to the new clock offset
estimation by compensating the estimated error €.

To overcome the ISI effect, we try to derive the new observations, which affected by

ISI. We define a function g(x) as below.

T, ifT% SWA
g(x) = |
xr — {TiJ T,, otherwise.
= Z[a: — (k= DT 1{(k — 1)Ts < x < KTy} (3.36)
k=0

As shown in Fig. 3.4, the domain of g(z) is (—o0, 00) and the range of g(x) is (0, T's].
To short, the function g(z) is the residue of x divided by T if x is not a multiple of T,
otherwise g(kT;) = T for some k € Z. g(z) is a many-to-one function, which maps the
values from (—o0, 00) to (0, 7T's].

40

0 I i I i

-60 -40 -20 20 40 60

0
i

Figure 3.4: Function g(x) from the domain (—o0, c0) to the range (0, 7] with T = 30.

In AIGN channel, the random delay 7" follows inverse gaussian distribution. If the
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error of initial estimation is zero, that is, 7y = 7 and € = 0, then T' > T causes ISI
effect. g(7') is the derived random variable, which means the residue of 7" divided by 7.
In RN’s time slotted system, if an arrival time y; of a molecule falls in the &;-th symbol
duration of RN, thatis 7 + (k; — 1)Ts < y; < 7+ kT, then t) = y; — 7 — (ki — 1)T5
follows the distribution of g(7"). As shown in Fig. 3.5, the meaning of ¢/ is the duration

from the previous boundary of the £;-th symbol to the arrival time y;.

v T ‘ |
TN ‘I T - T \‘ T )
; Or I ) | 2T,
1 1 e
| | 9(T) |
RNAf——f - ——— - y —-——>
OR +0 To + TS To + ZTS

Figure 3.5: The variable g(7") is the residue of random delay 7" divided by 7 in RN’s time
slotted system under perfect synchronization.

However, € # 0 in general. To derive the random quantity ¢, := y; — 7o) — (k; — 1)T
with error, we define the derived random variable 7'! from the inverse gaussian random

variable T" by

TS .= g(T — ) (3.37)

The meaning of 7" is shown in Fig. 3.6. RN derives the initial estimation 75y when
receiving the first symbol. Then, according to 7y, RN constructs its own time slotted
system {7 o), 7(0) + 15, T(0) + 275, ...} assume clock skew has been compensated perfect.
RN receives information message by this time slotted system and simultaneously observes
the random quantities ¢, = y; — 7o) — (k; — 1)T if the arrival time y; falls in the k;-th

symbol, where #; is a realization of random variable T™! follows the pdf fpusi(t).

The following, we want to derive the distribution of 7™! by the inverse gaussian dis-
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Figure 3.6: The meaning of 7'! in RN’s time slotted system.

tribution fr(¢). Let us begin with a simple case when € = 0, then

Frs(t') = PrTS < ¢') = Pr(g(T) < 1) = /O gt < Y e At (3.38)

= Z/ At = (k= DT < 3 fr(t) dt (3.39)
= Z / : UTSH/ t)dt (3.40)

The equation (3.40) shows the cumulative distribution function (cdf) of 7'" under perfect

synchronization. Take derivation with respect to ¢’ to get the pdf of 7"!.

(k—1 Ts+t/ S
Fr(t Z / frt)dt =X fr(t + (k= 1T, (341
At J k- =0

where 0 < t' < T,. As shown in (3.41), the pdf of T™! under perfect synchronization
accumulates the inverse gaussian distribution fr(¢) with the period 7 and shifts each
period to the support (0, T5].

In general, if € # 0, then

Frs(t) = Pr(g(T — &) < ') = /0 T 1{g(t — €) < ) fr(t) dt (3.42)
= Z/ » Tsﬂ{t —e— (k= 1T, <t} fr(t)dt (3.43)

et e+ (k—1)Ts+t’
= ];) / P UL (3.44)

Similarly, let us take derivation with respect to ' to both side.

+(k— 1)T5+t’

leSI Z d ; / fr(t)dt = i fT(t/ +e+ (k—1)Ty) (3.45)
t k=0

+(k—1)T.
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where 0 < ¢ < T. Note that the support of 7™ is still (0, T}, even though € # 0. We

see the pdf of T™! as a distribution function with two parameters, € and T, as in (3.46).

fTISI(tIIE, TS) = i fT(t/ + e+ (k — 1)Ts)ﬂ{0 <t < Ts} (3.46)

The support of T'5! only depends on T and is independent on the parameter ¢ which

we want to estimate.

According to the observations t; affected by ISI and its distribution frsi(t'|e, T), we
want to apply Fisher’s Scoring Algorithm to find the MLE of the true error ¢y = 7y — 7

of initial estimation.

Let ¢, t), ...,t/, be a random sample from the generic random variable T™' follows
frsi(t'|e, Ty) distribution. Assume 7 is known, so the support is independent on the pa-

rameter €. Denote the MLE for the parameter ¢ by € as:

¢ 1= arg max > log frsi(tile, Ty) (3.47)

To find ¢, we need to find the root of score statistics szsi (¢ + €) defined by the derivation
of log likelihood with respect to €. Note that frsi(¢}|€, T5) is a function of ¢} + €, so is the

score function.

no9 n ) .
= Z 5 log fTISI t |€ T Z Sist (ti + 6) (3.48)

i=1
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To simply the score statistic, Let us apply chain rule and substitute (3.46) into (3.48).

’ L g ’ . 1 8fT1sn (t;|€, Ts>
Ssi (ti + 6) Sy log frist (ti\e, TS) = Fro (t;|€, Ts) D¢ (3.49)
1 > 0
— szfT(t"f-E—F (k —1)Ty) (3.50)
1 Olog fr(t: + e+ (k — 1)T})
fTISI(t |6 T Zth +€+(k 1> ) Oe
(3.51)
i (t + e+ (k — 1)1y 208 ST +5€+ (k= DT,) (3.52)
i (t:+ e+ (k— 1)Ty)sp(t; + € + (K — 1)Ty) (3.53)

where the weighted statistic w(t; 4+ €+ (k — 1)T) and the score statisic of inverse gaussian

st(t + €) is defined as below. In (3.51), we apply chain rule again.

frt;+e+ (k= 1)T})
fTISI(tz‘ea Ts)
 fr(ti e+ (- 1)Ty)
NS frt e+ (K —1)T))

w(t:, + e+ (k—1)Ty) :=

(3.54)

(3.55)

In (3.55), it is obvious that w(¢; 4+ e+ (k — 1)Ty) is the (k — 1)-th weighted value of inverse
gaussian pdf fr(t. 4+ e+ (k —1)T;) when t; + € and T} is fixed. Note that the denominator

of (3.55) must converge because of the integral test and the integral of a pdfis equal to 1.

srli+e) = 886 log frit+ ) = fT(t1+ ) ang; . (3.56)
— 1 0 A At + e — p)?
~ fr(t+e) Oe { W’eXp{_wm}} (3.57)
1 3 A A
" frt+e) {_2(t+ ) 2u? * 20t + E)Q}fT(t+ €) (3.58)
R i (3.59)

- 2(t+e)?  2t+e)  2u?

It is not surprise that the score statistic of inverse gaussian is simple as (3.59) becasue

inverse gaussian distribution is one of the exponential family.
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The equation (3.53) points out that the score of 7'! is the weighted mean of the score
of T, sp(t,+e+(k—1)Ty), and the weighed value is proportional to the probability density
fr(t; + e+ (k — 1)Ty). The meaning of (3.53) is intuitive. When RN observes an arrival
time with ISI ¢, this molecule could be released before the random delay ¢; equals ¢, +€+0,
t:+e+Ts,ort, + e+ 27, ..., and t; follows inverse gaussian distribution and the chance
of each possible delay is proportional to the probability density fr(t; + € + (k — 1)T5).

To reduce the complexity when computing spsi(¢; + €), which is an infinite weighted
mean, we approximate it by Spisi (¢, + €) with just the first two terms. The approximate is
reasonable if lever-1 crossover probability dominates lever-2 or more crossover probabil-

ity, especially in the case Ty > E[T] = p.

STISI(t; + 6) ~ w(t0)8T<t0) + (]_ - U)(to))ST(to + TS) = §TISI (t; + 6), (360)

where w(to) and s (to) are the first non-zero terms of weighted value and score value in
the infinite summation (3.53). sp(to + 7%) is the second non-zero term of score value.
The first non-zero term might be £ = 0, 1, or 2 in the following three cases, respec-
tively. In most cases, t; + € € (0, 7| falls in the support of f7si(¢'), as shown in Fig. 3.7,
then the first non-zero term is & = 1 in (3.53), that is, y = t; + ¢ However, sometimes the
initial estimation 7 is too underestimated. It causes ¢, +¢ < 0 as shown in Fig. 3.8. In this
case, the first non-zero term is & = 2 in (3.53), that is, ty = ¢, + € + 7. On the other hand,
sometimes the initial estimation 7 is too overestimated. It causes ¢, + € > T as shown in
Fig. 3.9. In this case, the first non-zero term is £ = 0 in (3.53), that is t) = ¢, + € — T§.
Normal Case :If0 < t,+¢ < T, for some t;, then fr(t;+e—T) = 0and fr(t;+¢€) > 0.
Therefore, the first non-zero termis £ = 1 in (3.53). We approximate the score statistic by

~ . th+

STISI(t; + 6) with w(to) = %, ST(t()) = 2(t;ie)2 — 2(t;.3+e) — ﬁ, and ST(to —|—T5) =
A o 3 .

2(t+e+Ts)? 2(t!+e+Ts) 2u2"

Too Underestimated Case :If ¢ < 0 and ;4 ¢ < 0 for some ¢}, then fr(t, +¢—T) =

fr(ti4+¢€) = 0and fr(ti+e+T) > 0. Therefore, the first non-zero termis & = 21in (3.53).

fT(t;+€+T5) (t()) i

We approximate the score statistic by Spisi(t; + €) with w(ty) = Frs@eT)> ST
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Figure 3.7: It is the normal case when ¢, + ¢ falls in the support (0, T%].

A 3 A _ A 3 A
et Ts)Z 20 tetTs)  2u2 and sp(to +T;) = A Tet2Ts)?  2(U4et2ls) 242" Because
the initial estimation is underestimated, it is possible that the arrival molecules actually
was released from the previous symbol. The situation is significant, so our consideration

have to include this part.
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Figure 3.8: In too Underestimated case when ¢, + ¢ < 0, the probability of crossover from
the past symbol is significant.

Too Overestimated Case :If0 < e and 7, < t;+e¢ for some ¢}, then fr(t;+e—T5) > 0.

Therefore, the first non-zero term is £ = 0 in (3.53). We approximate the score statistic

= . Jr(t;+e=Ts) _ A 3 A
by Sy (t; + €) with w(to) = £ amezy> s1(t) = sgremp — swremy — 242> and
sr(to + Ty) = 2(%16)2 — 2(t5’+6) — 2—22 Because the initial estimation is overestimated,

it is possible that the arrival molecules actually was released from the next symbol. The

situation is significant, so our consideration have to include this part.

T ® ¢
™N— ] f—s : >
Or T, | 2T,
®
i b oW ki il
RN— T T rpmmm———— 'I'__-+
OR "IT'D To +TS %(]+2TS

Figure 3.9: In too overestimated case when t; 4+ € > T, the probability of crossover from
the future symbol is significant.

By Fisher’s Score Algorithm (FSA), we iteratively update the estimated error €,
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1 n
t 4 ¢ 3.61
n[O(eo) 2'E;STISI( z+€(k))7 ( )

Ekt1) = €y T

where /j(€p) is the fisher information number defined by

(92 10g fTISI (TISI|€0, TS)
B Oe? o]

E| (3.62)
B OSisi (TISI + 60)

Oe |€0]7

= E] (3.63)

and ¢ is the true error of the initial estimation.

The actual fisher information number of 7™! is hard to derive, so we approximate it
by I, which is in the case without ISI. When 7, is large enough with respect to £ T) = p,

fr(t, + e+ (k — 1)T}) decays quickly over k, so w(ty) ~ 1 and

A 3 A
ISI ~ ISI —
STISI(T + 60) ~ ST(T + 60) = 2(TISI i 60)2 - Q(TISI T 60) - 27/12 (364)

Moreover, because the crossover effect is negligible, so the residue effect of g(z) is also
negligible, that is g(z) ~ x. Therefore, T™! + ¢y = g(T — €) + e ~ T — eg + €9 = T.

This way, I, is simple as

~ 8ST(TISI + 60) A 3
In(eg) = Iy := E[—T‘EO] = E[(TISI ATy 50)2] (3.65)
A 3 A 9 21 21
) AN = 4 7 42 42 3.66
[T3 2T2] w3 * 2142 * 21\ + 22 (3.66)

The fisher information number is the value after taking expectation, so it only depends on
the parameters of AIGN channel but the observations. Moreover, the fisher information

number is always positive because it is the variance of score statistic.
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Finally, the approximated FSA is

. . 1 & .
Ekt1) = € ]N Z Sist (t; + E(k)) (3.67)
0 =1
=€ Z {w to ST to) + (1 — w(to))ST(to + TS)} . (368)
0 i=1

The iteration keeps going until the absolute value of Szsi(¢, + €) is small enough.

3.2.4 Simulation Results

In blind synchronization, we present the numerical MSE of LE with the first symbol,
Decision Feedback (DF) method, and Fisher’s Score Alogrithm (FSA) propsed above.
Also, we verify our results by matching with theoretical curve and compare it with MSE
of Pitman estimator in training-based methods as benchmark.

The parameters for M-ary quantity-based modulation is described as below; we set
L;= (2]?41 and p; = 5; so that Z%O piL; = L = ny for M = 2,4, 8. Moreover, when

M =1, the case reduce to training-based synchronization, which n; = L is constant.

O, 8-ary
oo O l
1 O \\ \\
10 E -~ A S |
~s~ ﬂ~ . :
. oo B 4d-ary
{NU
(3] ‘s
200 2-ary m, |
Cb’q) \\ﬂ~\
2 ~\S ~~~\ <
~ o 0 I ey ~ E
107t Training-based o
O LE with the first molecule E
- - -Theoretical Curve
— Pitman Estimator
107 ‘ ] : R
0 1 2
10 ~ 10 10

ny = L (average quantity of molecules)

Figure 3.10: The MSE of LE with the first molecule and its theoretical curve in case when
K =1,T, = 3u, where p 1s the mean of 7.

Fig. 3.10 shows that the performance of LE with the first molecule is worse when M
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Figure 3.11: Normplot of Pitman Estimation and Initial Estimation of clock offset 7.

increases, which can be intuitively interpreted as the more random the message is, the
harder we can estimate clock offset efficiently. For M = 2, 4, and 8, the numerical MSE
matches the theoretical curve followed by (3.33). For M = 1, training-based synchro-

nization performs better than blind synchronization.

In Fig. 3.11, we plot some estimations of clock offset 7 and fit it with normal distribu-
tion. The estimation points are close to a line so that we use normal distribution to show

the relationship of MSE and BER as below.

How the synchronization error affects the whole communication system evaluated by
Bit Error Rate (BER)? Fig. 3.12 shows the BER with L, = 32 and L; = 96 versus
synchronization error which follows normal distribution with mean from 0.4 to 1.2 and
variance from 0.1 to 0.5. We set the demodulation threshold at the middle of two adjacent
quantity levels, that is 723 := argming |L; — [;|, where [, is the quantity of molecules in
the range of (71 + (k — 1)Ty, 71 + kT]. Note that the minimal BER happens to the synchro-
nization error follows normal distribution with mean near 0.9 and variance near 0 instead
of the perfect synchronization with zero synchronization error. This is reasonable because
a bit overestimation of clock offset 7 is helpful due to the propagation delay. The optimal
eITor €, satisfies fr(ey) = fr(ep + Ts). Moreover, the effect of synchronization error
to BER is not symmetric with respect to zero. This means that 1 second overestimation

does not equivalent to 1 second underestimation.

As shown in Fig. 3.13, compared with Pitman Estimator, LE with the first molecule

loses a bit MSE when the number of molecules n; = L is large. However, the inaccuracy
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Figure 3.12: The BER versus the synchronization error which follows normal distribution
with mean from 0.4 to 1.2 and variance from 0.1 to 0.5.
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Figure 3.13: The BER of LE with the first molecule and Pitman Estimator with T = p.

of LE with the first molecule does not affect much BER loss for overall communication

system. In this simulation, all estimation has been compensated by the optimal error €.
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Figure 3.14: The MSE of Decision Feedback and theoretical Decision-directed Parameter
Estimation in case when K = 1, T, = 3p.
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Figure 3.15: The MSE of FSA 7(j) with M-ary versus the number of symbols K when
Ty =3pand ny = L = 16.

In Fig. 3.14, we use the same detection threshold to apply DF method. The numerical
result shows that DF improves the MSE of LE with the first molecule and is closed to
Decision-directed Parameter Estimation for this detection. Moreover, when M is large,

the improvement of DF method becomes notable.

46



In Fig. 3.15, We compare Iterative LE (ILE) proposed in training-based synchroniza-
tion with Fisher’s Scoring Algorithm (FSA) proposed in blind synchronization. When
number of symbols is 1, that is initial estimation, the MSE of ILE and FSA are almost
the same. However, when we use the information in the following symbols with ISI and
iteratively update clock offset estimation over K symbols, FSA is quite better than ILE.
The MSE of FSA with ISI effect is close to Pitman estimator and CRLB without ISI. This
means that FSA is close to the optimal estimator in the sense with minimum MSE. More-

over, the performance of FSA is independent on M for M-ary quantity-based modulation.
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Chapter 4

Channel Estimation In Training-based

Synchronization

In this chapter, we still focus on clock offset estimation problem in AIGN channel. We
have proposed some approaches in both training-based synchronization and blind synchro-
nization. Those approaches are applied only when RN knows perfect information about
AIGN channel. In AIGN channel, the random delay 7" has two parameters, ;1 = % and
A= %, which depend on the distance d, drift velocity v, and diffusion coefficient D of
molecule. However, in reality, the distance d of RN apart from TN is unknown for RN.
Some channel estimation approaches must apply before synchronization, such as [16] pro-
pose solutions about distance estimation in diffusion-based molecular communications.

Here, we want to release the assumption that RN knows the perfect information about
channel, such as distance d. Moreover, instead of d, the target parameters used in syn-
chronization are i and A. Therefore, we want to design some approaches such that RN

can estimate the channel parameters ; and A and clock offset 7 simultaneously, base on

the observed arrival time sequence y.

4.1 Initial Estimation

In our system model, RN received symbols with ISI except for the first symbol. The

estimations for the symbols with and without ISI are quite different, so we separate our
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estimation into two parts. First, according to the first symbol without ISI, RN estimate all
parameters with initial estimation, 7 ), fi(0), and 5\(0). Then, by the following symbols with
ISI, RN update all estimations with 7, fi(x), and S\(k) for £ > 1. Note that the channel
parameters ;. and \ are nuisance parameters, our target is the MSE of 73y as small as

possible over k.

Let y1, ¥o, ..., Yn, be the arrival times of molecules in the first symbol. RN knows that
TN transmits n; molecules in the first symbol. Assume the ISI effect from the second
symbol is negligible, then v, s, ..., ¥,, are i.1.d follows the three parameters inverse

gaussian distribution.

Pl ) =5 el =20 T gy s ) @

Note that the support of three parameters inverse gaussian distribution depend on the

location parameter 7, so this is not one of the exponential family distribution.

According to [21], the estimators of three parameters inverse gaussian distribution
have been investigated. The MLE of 7, i, and A\ are computed by numerically applying
Newton-Raphson iteration in [21]. Because of the computational complexity issue, we do

not apply iteration in the initial estimation, so the initial estimator of 7 is

A (y — y1)3
oy = y1 — Y1) 42
©=N "5 logn’ (4.2)
where y = n% S°M. y; is the sample mean, and s* = n11—1 S (y; — y)? is the sample

variance. We leave the iteration of 7 to the following update with ISI symbols.

With the initial estimation 7g), the MLE of inverse gaussian parameters ;. and 7 are

well known as:

Z(yi — 7)) =¥ — o (4.3)



, and

R B | 1
S . (4.4)

A

Aoy MmSvi—To o

The sample mean is used to estimate the mean parameter ;.. On the other hand, the sample

moment with order —1 is used to estimate the shape parameter \.

After receiving the first symbol, RN keeps updating all parameters by the information
in the following symbols with ISI. The process is to iteratively update 7, i, and A. That
is, RN fixes the previous estimation fi(x_1) and 5\( K—1) to update 7. Then, update [i(x,
by the new estimation 7. Finally, update ;\( k) by the new estimation 7 and /i(k).
After receiving the (K + 1)-th symbol, RN keeps repeating the iterative update process.
Our goal is to make the MSE of 7k as small as possible. Besides, we hope that the MSE

converges to zero when K approaches infinity.

In (3.68), we have an approximated FSA to estimate the initial error ¢y := 7o) — 7
when fixing the channel parameters ; and A. In channel estimation, we still apply this

method in our iterative update process by
() = T(0) — €0 (4.5)

where € is computed by (3.68) with the previous channel estimation /i(x_;) and :\( K-1)
for K = 1,2,.... This way, the problem remains how to update /ix) by 7(x) and how to

update 5\([() by 7(k) and (K-

4.2 Iterative update /i)

Although the second or later symbols have the ISI effect, this effect only sorts the
arrival times of molecules but the value of arrival times. Therefore, the summation over all
arrival times y1, ¥a, ..., ¥ is independent on the IST effect, thatis, > | y/ = SN | (z;+1)

because y’ = sort(x + t). For this reason, the sample mean statistic is quite good against
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the ISI effect, so we have
yly =y 1N+ N7 =x1y +t1y + N7, (4.6)
Then, divided by N to get the sample mean of all arrival times y, that is,
y—T=T+1 4.7)
where y = ﬁyl?v, and so are 7, t. Moreover, we derive the relation between z and T},

1 X 1 E
r — — Z-:— k—lTs:7T57 48
T N;x N];nk< ) Nk (4.8)

where ng = % S & ni(k — 1) is constant. In channel estimation problem, we assume

that RN knows the training sequence 7y, that is in training-based synchronization. If TN

K-1
5 -

transmit a constant training sequence with n; = ny = ... = ng, then ng =
Because the first hitting time ¢; of every molecule is i.i.d. and follows generic Inverse
Gaussian distribution, by Central Limit Theory,

Var[T], u?

1 X
b=+ ;t ~ N(E[T), (4.9)

We use the sample mean ¢ to estimate the mean parameter of AIGN channel . After

receiving the K-th symbols with ISI, RN can estimate y by fi ) as
Ary = Yx — T(x) — NiLs, (4.10)

where yx is the sample mean of all arrival times during K symbols.

4.3 Iterative update 5\( K)

Unlike the mean parameter ;. could be estimated by sample mean, the shape parameter

A is hard to estimate under ISI effect. In this section, we apply Maximum Conditional
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Likelihood (MCL) to estimate A under the initial error ¢ is fixed.

Recall that we have derived the distribution of arrival times with ISI effect in (3.46).
In channel estimation, the unknown parameters of this distribution include the channel

information i and A, so
frs(tle, T, 1, ) = > fr(t' + e+ (k — )T |p, \)1{0 < t' < T} (4.11)
k=0

where fr(t|u, A) is the inverse gaussian distribution with two unknown parameters ;. and

A
We define the conditional likeilhood function of i and A under the initial error € is
fixed by
L(M7/\|t,7€) = Zlong'S'(t/i‘evaﬂv )‘) (4.12)
i=1

The MCL of 1 and A is a function of € as
[(€), A(e)] = argmax L(p, Al €). (4.13)
H,

To solve this maximization problem, let us take first order derivation to both parameters

and try to find the simultaneous solution [/i(¢), A(¢)],

0 =1, 2 log fpsi(tyle, T, fi(e), Ale)),

0=, Zlog frsi(tle, Ty, fu(€), Ae)).

(4.14)

To simplify the notation, we denote /i(¢) and A(¢) by 2 and ), respectively. They are still

the functions of the fix parameter .
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The score function of inverse gaussian distribution with respect to i is

aau log fr(t + ey, 3) = - (t1+ 5 of Tg; J
- rir e Wmerg o ]
N fT(t1+ ) {A(tu_g ’- :2} frlt+e)
_ Wﬂj ‘) _ /j (4.15)

Similar to the derivation of the score function of € in (3.53), the score function under ISI
effect is a weighted mean of the score function of original inverse gaussian distribution.
Accordingly, (4.15) is derived for the original score function of inverse gaussian distribu-

tion with respect to 1 and substitute in (4.16).

log fTISI (t;|€, Ts, /], 5\)

I ?
M= 1M
e |

<.
Il
—

0 .
w(t: + e+ (k— 1)T,) = log fr(t: + e+ (k — 1)Ty|fi, \)

i=1 k=0 a
n oo x
:ZII;)w(t/i+6+(k—l)Ts){ (ti + ﬂg DEL )_/12 (4.16)

In (4.16), eliminate the scale constant A and 2 to get

iiwt + e+ (k= D)T|ale), M)t + e+ (k — 1)T,). (4.17)

i=1 k=0

Note that the weighted value w(t, 4+ € + (k — 1)T3|fi(€), A(€)) is proportional to fr(t, +

¢ + (k — 1)Ts|p, A) which depends on the channel parameters p and .
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Similarly, the same derivation is applied with respect to the shape parameter \.

1 Ofr(t+e)
frt+e  OA

0
a log fT(t + E’/% )‘) -

1 0 A (t+e—p)?
N fT(t—i-e)@)\{ 27(t + €)? exp {= 202(t +¢€) }}
1 1 t+e 1
S e GG
1 t+e 1 1

T %2 T 2ite (418)

The equation (4.18) is derived for the original score function of inverse gaussian distribu-

tion with respect to A and substitute in (4.19).

no9 .
0= Z:ZI 87/\ ngTlsl(t/i‘QTS?/'L? )\)
n oo a R
=> > wt;+e+ (k—1)T, >8)\ log fr(t; + €+ (k — 1)Ts|f, \) (4.19)
i=1 k=0
=2 > wlti+ e+ (k= 1T)
i=1 k=0
1 tte+(k—1DT, 1 1
— : - = 4.20
{2A 22 TR A et (hm 1>Ts>} (420

There are four terms in (4.20). The first term is and the third term is @ because they are
independent on k£ and i. Moreover, the second term includes the solution /i(€) in (4.17).

We try to solve the simultaneous solutions [/i(¢), A(¢)], so we could substitute (4.17) in

(4.20).

n ng n s , 1
0= — — -t 4 — t)+e+ (k=T
R L e 6V
n n 1 & fw(t:+e+ (k—1)Ty)
_n, 1 i 421
SRR RPN e @2
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Then, eliminate the scale constant % to get

1 L& & Jwlt+et (k=T ae),Ae) | 1

e n ZZ{ At et (ko 1T, } (e G174
L& Jw(toli(e), Me) | (L—w(toli(e), M) | 1
~ ; » + T } ok (4.23)

Therefore, the solution of MCL [fi(€), A(¢)] is in (4.17) and (4.23). Similar to MLE of y
and \ in original inverse gaussian distribution, /i(¢) is estimated by the sample mean and
5\(6) is estimated by the sample moment with order —1. Moreover, because the observa-
tions y; is affected by the ISI effect, we need to take weighted average to all possible score

value with the weighted value w(t] + ¢+ (k — 1)T) proportional to the probability density
fr(t; + e+ (k= 1)T;).

The same with (3.60), the equation (4.23) is approximated by the first and second terms
of summation over k. The approximation is reasonable because the crossover effect over

two symbol durations is negligible, that is, w(to + 27%) and w(ty + 37%)... are dominated

1

T decreases over k, so we

by w(ty) and w(ty + T5). Moreover, the score value

only consider the first and second terms.

However, we cannot approximate (4.17) by the first and second term. The reason
is even the weighted value concentrates on the first and second term, the score value in-
creases over k. Moreover, to+ (k—1)T; approaches to infinity when k approaches infinity.

Therefore, the value of /i(¢) is hard to evaluate.

0= L3S wlti 4 et (k= Do), MO+ e+ (k= DT
=1 k=0
# 7{[/anw(vto Yto + w(ty + Ty) (to + Ty). (4.24)

—_

1=

Nevertheless, we still can estimated p by sample mean as described in (4.10). For this

reason, We replace the MCL of /i in (4.23) by the sample mean estimator ik in (4.10)
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to iteratively update 5\( K)

1 1 t 1 — w(to|figx), Ao 1

) 72 w(tol ), A1) +< w(tolAgm), A1) | A SIRE X% )
)\(K) ni- to to + T H(K)

where 7, uses the information of the new estimation €, and the weighted value uses the

information of the previous estimation /i k) and 5\( K—1)-

To sum up, the whole channel estimation process includes three initial estimations and
three iterative update estimations. The initial estimations of 7, y, and A are 7q), fi(9), and
5\(0) , respectively, as described in (4.2), (4.3), and (4.4). The iterative update estimation of

7, i, and \ are 7k, fl(k), and )\ (K)» respectively, as described in (4.5), (4.10), and (4.25).

4.4 Lower Bound with unknown p and )\

Different from Sec. 3.1.4, the channel information ;o and A\ are unknown for channel
estimation problem. Now, we have three unknown parameters 6 = [7, i1, A] to be esti-

mated.

Similar with Sec. 3.1.4, let us derive the Cramer-Rao Lower Bound of 7 under p and A
are unknown. Without crossover effect, all the arrival times of molecules y are a random

sample from a generic distribution fr(y; — 7|u, A) with the sample size N. For this three
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parameters model 6 = [7, 11, A], the fisher information matrix is

9% log fr(y—7lp,A)  82log fr(y—Tlu,A)
or?

9% log fr(y—=7|p,\)
oo OTOA
Iy = —F{ | 2logfrly=mlp))  9?log fr{y=rluA)  9?log fr(y=Tln.\) (4.26)
oudt Ou? Oud
9% log fr(y=rlp,\)  82log fr(y—=7lu,\)  9%log fr(y—7|u,N)
INOT N N2
3 A A 1 1
212~ T3 113 272 242
=—F A _BAT L 2n T 1 4.27
w3 ul T pwdoopd o p? ( )
11 T _ 1 1
272 2;”'2 #3 /1,2 202
i A 3 3
0 u3 2N 222
A A
% % 0 (4.28)
3 _ 3 1
2ux 222 2A2
The inverse of the fisher information matrix for 6 = [, u, A] is
1 1 3 4 3
2u3 )\ 23\ 2ut 223
1
gl 1 1 3 3 3 3 4.29
0 det(I,) 23X 203X + 4uN3 + 2t + 23 | (4.29)
3 3 3 3 7 A\ A
s tns mataows Do E)E

where det(Iy) = 2/%"’/\(2;%\ + %) By Cramer-Rao inequality, for any unbiased estima-
tor = [#, i, \], its covariance matrix has the property that Cov[d] — I is a positive
semidefinite matrix.

x[Cov[d] — I;Yx" >0,

(4.30)

for any three dimensional vector x € R3. For x = [1, 0, 0], we get the lower bound of the

variance 7 with unknown p and A as

1 1 1 1

— 4.31
N det(To) 21X~ N(go5 + ) (431)

The CRLB of clock offset 7 with unknown p and A is in (4.31), but we still cannot claim

the lower bound property because the support depends on the parameter 7. Moreover, the
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Pitman estimator cannot applied because 1 and A are unknown. Pitman estimator requires

the information of whole distribution f7(¢|u, \) except for the location parameter 7.

4.5 Simulation Results

In this section, we simulate the MSE of some methods proposed above and plot lower
bound to evaluate the performance of our estimators. The parameters of AIGN channel

are the same with Sec. 3.1.5.

10 ¢
°
0
& 10 1
Q
)
n
N—
= 107 RO S
-¢-Initial Estimation 7, RR
- = CRLB with unknown g and A
-®-MLE with known g and A
— Pitman with known g and A
- --CRLB with known p and A
10_2 I I
10’ 10" 10°

ny (quantity of molecules)

Figure 4.1: Initial Estimation 7y and CRLB with unknown p and A.

In Fig. 4.1, the MSE of our initial estimator for clock offset 7 as in (4.2) is worse than
the MLE proposed in Sec. 3.1.1. This is reasonable because the latter use more channel
information than the former. Moreover, the MSE of our initial estimator for clock offset
7 is close to the CRLB with unknown channel information  and A as derived in (4.31).

In Fig. 4.2, the MSE of FSA with updating (k) and A (k) proposed above has been
plotted. When we only use the first symbol ,that is the number of symbols KX = 1, the
MSE is the initial estimator proposed in (4.2). Moreover, when we use the information in
the following symbols with ISI effect and iteratively update our estimator of clock offset

7 and channel information p and )\, respectively, proposed in (4.10) and (4.25), the MSE
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10 : : : *FSA 7A'(K) with update H(K) and >\(K)
- - CRLB with unkonwn g and A
B SR & FSA 7() with known p and A
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MSE (sec?)

10 10! 10
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Figure 4.2: The MSE of FSA 7k with update 1k and Ak versus the number of symbols
K when T, = 3 and ny = L = 16.

improves over the number of symbols K except for the case when K is small. The reason
why the updated clock offset when K is small worse than K = 1 is that the sample size
is not enough for FSA to find a quite good statistical estimation. Besides, compare with
FSA with known p and A proposed in Sec. 3.2.3, we lose a bit accuracy than before.

Nevertheless, its MSE is close to the CRLB with unknown p and A as derived in (4.31).
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Chapter 5

Clock Skew Estimation With And

Without Channel Information

In this chapter, we consider a more tough problem with clock skew effect. In Fig. 2.6,
the sampling time is S, = R[# + (k — 1)T,]. Before this chapter, we assume the clock
skew rate R is known and fix, so ]%(y) is correct without any error. This way, the error
of all starting point of symbols S are the same and equal to the error of clock offset
estimation §1 = 7. However, in real scenarios, RN’s clock may tick in a different rate
from TN’s, that’s called clock drift or clock skew. Under clock skew effect, RN needs to
adapt its symbol duration 7} corresponding to its own clock skew rate R so that they can
count symbols on the same time duration. How to estimate R(y) from the pattern in the
observation signal y received by RN is still a problem. We deal with this problem in this

chapter.

5.1 Training-based Synchronization With Perfect Chan-

nel Information

For a solid communication system, the effect of clock skew is more severe than that of
clock offset because the error of clock skew would accumulate over time. If we don’t keep

tracing the starting points of every symbol, the accumulated error will make our system
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gradually become non-synchronous, as shown in Fig. 2.4. A good methodology to solve
this problem should make the error of sampling time S) converges to zero over time, that
is, we can make RN’s time slotted system locked with TN’s time slotted system in steady

state.

Consider the case without clock offset error, then the MSE of sampling time Sy, be-

comes

2

E[(Sk — Si)’] = E[(Rl7 + (k — )T.] — Rlr + (k — DT))’]

A 2
= [r+ (k= DL E[(R(y) - B)] (5.1)
The equation (5.1) presents that the error of clock skew rete R will cause its [7 + (k — 1)T5]2
times error of sampling time and the factor increases over time. This is the effect of accu-
mulated error of clock skew. To conquer this effect, we require a much efficient estimator
to reduce the error over [r 4 (k — 1)T,]* times. Otherwise, it is impossible that the error

of sampling time S; converges to zero over time

For clock skew estimation, we only consider the training-based synchronization and
the training sequence is constant for all symbols. That is, TN transmits total X symbols
and each symbol has the same quantity of molecules, so the training sequence isn = ny; =
ng = --- = ng. Then, the arrival timing sequence of molecules y observed by RN has
some periodic patterns of cycle n. We can use the information of the period to estimate

the unknown clock skew rate R

5.1.1 Iterative Linear Estimation For Clock Skew Rate

In Sec. 3.1.3, we have derived two kind of weight, a,, without ISI and w,, with ISI. For
the second and later symbols with ISI, we use the wighted value w,, and mean value m,,
to estimate the clock offset 7 as (3.19). However, In (3.19), we assume the clock skew rate

R is known and has been compensated in y!'*"l. However, in the situation with unknown

62



clock skew rate R, (3.19) should be rewritten as

y[kn+1:(k+1)n]

~(k+1) _
7 R

new =W, (

—m,) — kT, (5.2)

In Sec. 3.1.3, we estimate the unknown clock offset 7 with correct clock skew rate. Re-
versely, we could estimate the unknown clock skew rate R with correct clock offset 7

as

[kn+1:(k+1)n]
r= Wn(y]% —m,)" — kT, (5.3)

where ] < k< K —1. Fork=1,

7 =w,( T m,)" —T.. (5.4)

Let us subtract (5.4) from (5.3), then we get

[kn+1:(k+1)n] _ < [n+1:2n]\T
(k—1)T, = Wi (y = Y ). (5.5)

The notation y!*n+1:(-+1nl s the (k 4 1)-th symbol received by RN. We want to derive
the estimator of R for the k-th symbol, so we replace (k + 1) with & in (5.5).Then, we can

get an estimator of R by the n molecules in the k-th symbol received by RN.

W, (y[(k—l)n—i—l:kn} . y[n+1:2n})T

A =
(k —2)T, ’

(5.6)

where 3 < k£ < K. In (5.6), R® = % has no definition, so k begins with 3. This way,

(7] because the first symbol without IST use

we lost the information in the first symbol y
different weighted values a,, from the other symbols with ISI. To include the information

in the first symbol y[™, we rewrote the form (5.6) to

é(k) N Wn<y[(k:—1)n+1:kn})'l' _ an(y[lzn]>T (5 7)
TED ' '
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where 2 < k < K. This way, our estimator R® begins with £ = 2. Even though the first
symbol a,,(y!*™) T has a bit error with w,, (y"*12"1)T 4 T, the error is divided by k — 1

and is eliminated gradually.

For every symbol, 2 < k < K, we use (5.7) to estimate k. We found out that R®)
1s more accurate as k increases because the estimator divided by £ — 1 can reduce the

variance. Specifically,

Var [ZA%(Q)]

Var[R®] = -1

(5.8)

Accordingly, when using overall estimators by all symbols, we give more weighted

value on the latter estimator.

R(2) [(3) _ 1\2 PK)

sy IR +4RY + L4+ (K —1)°R

Rig = (K-1)K(2K—1) (5.9)
6

We call (5.9) Linear Estimation (LE) for the clock skew rate . Actually, fig) is a linear

combination of all arrival times of molecules y1, o, ..., yn With some coefficients.

To reduce nano-machine’s computational complexity, we rewrite LE for the clock

skew rate to iterative form as

W, (y[n+ls2n} )T _ an(y[lsn] )T

) T (5.10)
AR oy 1 OB =1) | s 6(k—1) o0
RiE(y)=|1 R(2E 1) Ry (Y)+k(2l<;_1)R
= — M A(k—1)
N [1 k(2k — 1>1 Rig (y)
6 [Wn(y[(k—l)nﬂzlm])T _ an(y[lzn])T}
k(2k — 1T, ! (5.11)

where 2 < k < K,and RV (y) is the previous estimator only using the previous (k — 1)

symbols to estimate R.
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5.2 Training-based Synchronization Without Channel In-

formation

In this section, we discuss on joint estimation. Both clock offset 7 and clock skew rate
R are unknown and are considered in our channel model as in Fig.2.6 without channel

information g and \.

Remind that (2.3) describes the observations by RN in our stochastic model. Actually,

y; includes three terms, R7, RT k;, and Rt; as
Y, = Rt + RTSI{Z]' + Rti, (512)

where R and 7 are unknown and our target parameters. The additive first hitting time ¢;
follows inverse gaussian distribution with channel parameters x4 and A, which are both
unknown. The symbol duration 7 is known and shared with TN before communication
and y; 1s released at the £;-th symbols. Because of the ISI effect, RN actually is not sure
what £; is. However, ISI effect only affects the arrival times of molecules at the margin
of symbol duration. Most arrival times of molecules are without ISI effect, so we actually

can estimate &; by RN’s time slotted system with a bit detection error.

Compare our stochastic model in (5.12) with the classical linear regression model. The

sample y; with covarites z; follow the stochastic model as

Yi = Poo + Borzi + €, (5.13)

for 1 < i < N with the sample size N. The error term ¢; ~ i.i.d. N(0,0?) with zero
mean and unknown but constant variance o2. The linear model y = By + [ with the
intercept [y and slope ;. The estimator 3 = [5’00, 301]T can be derived by Least Square

(LS) criterion as

B=(Z"2)"'ZTy (5.14)
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where Z = [Zy, Zo, ... Zy) ", Z; = [1,2;]" and Y = [y1, ¥a, .., Yn] | . The model in (5.13)
is similar to our model in (5.12). Let the unknown intercept (3, is R7, the unknown slope

Bo1 1s RT; and the error term ¢; is Rt;, respectively.

However, tow stochastic models have something different. First, the pairs (y;, z;) are
clear in classical linear regression model, but (y;, k;) are not clear in our model because of
the crossover effect. Nevertheless, with constant training sequence , RN knows that TN
transmit 7 molecules each symbol. RN can estimate k; by the quotient of ¢ divided by n
because the arrival time sequence y has a cycle with n molecules. Second, the error term
Rt; does not follow normal distribution with zero mean but the scaled inverse gaussian

distribution with parameters R, u, and A as

1
(gl ). 515

Nevertheless, generalized linear regression model can deal with the model with error terms
follows a more general distribution. By quasi-likelihood estimator, we only need the mean

structure and variance structure of our model, then the estimator 3 can be derived as

=X B))

(5.16)

where ;i(Z;, 3) is the mean structure and v(u(Z;, 3)) is the variance structure. In our
model, we have linear mean structure (7, B) = ZiB and constant variance structure
v(u(Zi, B)) = Var|Rt;] = 2. Then, the quasi-likelihood estimator /3 in our model

A

reduces to (5.14) because

Z] i = Var[Rt) ' ZT(Y - ZP). (5.17)

Note that E[Rt;] = Ru # 0. The non-zero mean property causes the estimated intercept
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Boo to be shifted. Nevertheless, we still can estimate clock skew rate by

Bon
T,’

R, = (5.18)

because the symbol duration 75 is known and the slope 301 is derived in (5.16). We call

(5.18) by Quasi-likelihood clock skew estimator and denoted by f%q

By the asymptotic efficiency of MLE, we know that Var[Bm] approaches to Cramer
Rao Lower Bound. Let us derive the fisher information matrix of 3 = [3y, o1] " in this

model as

9s(8)

| =Z"Var|Rt;)'Z

1 N Zfil kz

Yk Sk

N |1 K

R23 s

(5.19)

where k = + 5N k;and ky = £, kZ. Forky = [01,,11,,..., (K — 1)1,] and

=1 "% *

N = Kn, the inverse matrix of () is

FO " = x| '
_ 13 R 2(K —1)2K —-1) —6(K —1) (5.20)
IK(K—1)(K+1) “6(K — 1) 19
The variance of f{q equals %5561], which approaches
[0, 11F(8)~'0,1]" = L2 i (5.21)

K (K - 1)(K +1)T2

The equation (5.21) is an asymptotic MSE of Rq by the asymptotic efficiency property of
MLE.
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5.3 Simulation Results

In this section, we simulate the MSE of clock skew rate R for Quasi-likelihood esti-
mator and Iterative LE proposed above. The parameters of AIGN channel are the same
with Sec. 3.1.5.

In Fig. 5.1, the MSE of Quasi-likelihood clock skew estimator ]-ABq approaches to the
asymptotic variance as in (5.21). The reason why the simulated MSE is lower than CRLB
is that the error term in our stochastic model Rt; actually affected by ISI effect. If a
realization of error Rt; is larger than the symbol duration 77, it causes ISI effect. Therefore,
the actually variance of Rt; is smaller than R?V ar|T| because the data affected by ISI

effect is like censored data.

10 - - - Asymptotic MSE of R,
7 Quasi-likelihood clock skew estimator Rq
107 %+, | > Tterative LE for clock skew rate R(LIE)
\*"~\ N
-3 S |
CGC: 10 £ x '\7:‘
<b] N '\\s
NET XL s
10 IR Ty, ]
£ xX.o ok
-5 s, 'S
10 & P, ST | |
‘ - x\*\
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-7
10 ‘
10’ 10" 10?

number of symbols

Figure 5.1: The MSE of clock skew rate R for Quasi-likelihood estimator and Iterative
LEwith R=1,T, =3puand n; = L = 16.

On the other hand, the MSE of Iterative LE for clock skew rate }A%(LIE{) is lower than that
of Quasi-likelihood clock skew estimator I:2q. This is reasonable because the former uses
more channel information than the latter. However, the MSE of the latter decreases more
quickly than that of the former. We expect that Quasi-likelihood clock skew estimator ]:Zq

becomes better when the number of symbols is large enough.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

In this work, as far as we know, we first discuss on the timing synchronization problem
for quantity-based modulation in Additive Inverse Gaussian Channel.

In training-based synchronization for clock offset estimation problem, we have pro-
posed Iterative LE, whose computational complexity is much lower than LE and MLE.
Moreover, its MSE reaches almost the same efficient level with LE and MLE.

In blind synchronization for clock offset estimation problem, we compare the theoreti-
cal MSE of LE with that of DF, and give a sufficient condition when the latter improves the
former. Besides the initial estimator, we proposed FSA to update the clock offset estima-
tion under ISI effect. The MSE of FSA is close to the optimal location parameter estimator,
Pitman estimator. Accordingly, our FSA is nearly optimal in the minimum MSE sense.
Moreover, FSA is suitable in blind synchronization and the accuracy is independent on M
for M-ary quantity-based modulation.

In channel estimation, we take the clock offset estimator without channel information
w1 and A proposed in [21] as our initial estimator. The MSE of initial estimator is close to
the CRLB with unknown p and A\. Moreover, we use the MLE of i and A as our initial
channel estimation. Then, the method updating channel estimation /ix) and 5\( k) wWith ISI
symbols was proposed. Combining with FSA proposed in Sec. 3.2.3, its MSE is close to

the CRLB with unknown g and .
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When considering the clock skew effect, we proposed Iterative LE for the clock skew
rate R and its complexity is linear time on N. However, these method require the chan-
nel information. In joint estimation, we proposed Quasi-likelihood clock skew estimator
to estimate the clock skew rate without channel information. Moreover, we derive its
asymptotic MSE. When the number of symbols are large enough, the Quasi-likelihood

clock skew estimator is better than Iterative LE for clock skew rate.

6.2 Future work

The next question we face is how accurate we need to estimate the clock offset and
the clock skew. To answer this question, the Bit Error Rate (BER) has to be considered
for future work. This analysis depends on the whole modulation and detection scheme we
choose, which is more complicated and difficult to extent to general situation.

In our thesis, we use MSE as criterion to evaluate our estimators. Because the square
loss function is symmetric to the true parameter, overestimation has the same loss with
underestimation. However, if the BER of the whole communication system is consid-
ered, overestimation will perform worse than underestimation. By our investigation, the
reason is that overestimation will cause ISI from the future symbols, which affects BER
significantly. Intuitively, when considering BER as our evaluation, we prefer to design
the mechanism tends to underestimation.

In our thesis, we only discuss on blind synchronization in clock offset estimation. The
clock skew estimation or channel estimation in blind synchronization might be the next
topic. Furthermore, our channel model only consider one-dimensional first hitting and
molecular capture one by one rather than concentration-based molecular communications,
which has been a popular model recently in molecule communications. In concentration-
based synchronization, the estimation from a random process as observations need to be

investigated rather than our analysis in random sample as observations.
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