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Abstract

Li-ion battery is important in energy storages application such as portable electronic de-
vices or electric cars. In most of Li-ion batteries, the anode material is graphite. Some
researchers have found that the Si anode has a specific capacity approximately 10-fold
larger than graphite. Therefore, it is deemed as a promising anode material. However,
it suffers from the fracture problem in charging, due to the anisotropic expansion. This
will strongly hinders the performance and cyclability. In this thesis, we will study the
lithiation mechanism of Si anode by Reactive Force Field (ReaxFF) molecular dynamics
simulations. We have performed the silicon slab lithiation to observe the lithiation be-
havior at different temperature, and we have reproduced some anisotropy in this case. On
the other hand, we have also performed the nanowire lithiation to show the anisotropic
expansion. Our results show that the lithiation behavior is mainly kinetic controlled rather
than thermodynamic controlled. We suggest that it is the lithium insertion preference in
the Si(110) facets that leads to the anisotropic expansion. We have also analyzed the stress
developed in the silicon. There are still some problems in the simulations, such as the
energy discontinuity and the anomalous lattice constant at high temperature in ReaxFF,
and some of which are still under investigation. In the future study, we will perform the
simulation at lower temperature and higher lithium concentration to fully reproduce the

anisotropic lithiation behavior.
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CHAPTER 1 Introduction

1.1 Research Backgrounds

1.1.1 The Li-ion battery and the anode materials

Rechargeable Li-ion battery has been introduced in 1980" and it has been commercialized
in 1991. It has been widely used in portable devices or electric cars. Asin a normal battery

system, it has 3 major parts: anode, cathode and electrolytes.
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Figure 1.1 The schematics of rechargeabble Li-ion battery (adapted from Goodenough et. al.2)

In Li-ion battery, the anode (negative electrode) material undergoes an oxidation reac-
tion (loss electron) while the cathode (positive electrode) material undergoes an reduction
reaction (gain electron) during discharging process. The charging process is its counter-
reaction and the oxidation-reduction relation is reversed.

The modern rechargeable Li-ion battery utilizes a graphite anode, lithium cobalt
oxide cathode and LiPFg salt as electrolyte in ethylene carbonate (EC) solvent. The

chemical reaction during charging can be written as below:

13 doi:10.6342/NTU201703940



e Cathode
LiCoO, — Li;_,Co0O, + xe~ + xLi*
e Anode (Graphite) : intercalating reaction
C+ xe” +xLi* - Li,C

for0 < x <1/6

However, it was found that the silicon anode can have a better capacity.” Its reaction

can be written as below

e Anode (Silicon) : alloying reaction
Si+ xe” + xLi* - Li,Si

for0 <x <3.75

One can calculate that the theoretical energy capacity of graphite anode is 372.24
mAh/g while it is 3579.80 mAh/g for silicon anode.’ Therefore, silicon is a promising
anode material in future Li-ion battery and has been widely researched. In this study, we

will focus on the silicon anode and its properties during charging.
1.1.2 The charging process of silicon anode in Li-ion battery

The charging process of Li intercalation in graphite anode has been illustrated in figure
1.1. The Li ion was inserted into the interspacing of graphite. The silicon anode does not
store lithium by intercalating but alloying mechanism. The main difference is that the Si—
Si bond will be broken during the charging process, while this is not the case for graphite
anode. This process is called the lithiation of silicon anode.

The lithiation of silicon releases energy. The silicon will be lithiated to amorphous Li—

Si alloy (a-LiySi) and have a maximum x = 3.75. Despite its high specific capacity, the

14 doi:10.6342/NTU201703940



silicon battery suffers from serious volume expansion problem as 400% expansion during
lithiation. This will make the silicon anode vulnerable to break and pulverize into smaller

particle. This leads to the capacity fading in Li-ion battery.
1.1.3 The silicon nanowire anode in Li-ion battery

In order to solve the problem of volume expansion. Chan et al. have proposed the silicon
nanowire anode’ in Li-ion battery. They have achieved better cyclability than the thin-
film or nanoparticle counterparts. However, some cracks are still found in the nanowire.
This will be explained in the literature review part. The anisotropic expansion in silicon
nanowire, particularly in Si[110] direction, makes the Li—Si alloy surface under large ten-

sile stress and cracks the nanowire.
1.2 Motivation and Objectives

In this study, we want to characterize the reason why the silicon nanowire undergoes the
anisotropic lithiation. We want to find out if it is the thermodynamic or kinetic issues that
caused the anisotropy. We will use the Reactive Force Field (ReaxFF) in our study. We will
compare the lithiation rate of different facets in silicon. The temperature contribution to
the lithiation rate will be discussed. Besides, the anisotropic expansion of silicon nanowire

will be illustrated.

15 doi:10.6342/NTU201703940
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CHAPTER 2 Literature Review

2.1 The experimental observations

The anisotropic expansion in silicon nanowire lithiation has been observed experimentally
by many groups. Liu et al. have observed dumbbell-shaped cross section (figure 2.1)
in silicon nanowire lithiation.’ Besides, the crack is also observed in the center of the
nanowire, shown in figure 2.2.

Besides, Lee er al. have performed the lithiation of silicon nanopillars® with orientation
of (100), (110) and (111) and observed that the Si(110) has much higher lithiation rate
than Si(100) and Si(111). The result is shown in figure 2.3. All of their observations shows
a higher lithiation rate in Si(110) than other facets.

In addition, Liu ef al. have conducted an in situ imaging’ of the lithiation of silicon
nanowire. In their study, they have reported a comparable lithiation rate between Si(110)
facet and Si(112) facet. They have also observed the lithiation front (figure 2.4) during
an in-situ TEM obsrvation. The Si(112) facet have a clear reaction front while Si(110) ’s
is blur. It was shown in the supporting information of the paper. A ledge mechanism is

proposed to explain the lithiation in Si(112) facet. These results are shown in figure 2.5.

2.2 Kinetic and Thermodynamic issues

It has been a long debate for the lithiation anisotropy is a thermodynamic or kinetic driven

process. In the following section, some of the points will be reviewed.

Thermodynamic issues about the lithiation anisotropy

Chan et al. have conducted an ab initio calculation® to check if the anisotropic expan-

sion in silicon lithiation is a thermodynamically driven process. i.e. it is energetically

17 doi:10.6342/NTU201703940



favorable for lithiation in Si(110) facets than any other one. They performed a lithium in-
sertion algorithm in the tetrahedral site of silicon and check for its changes. After that, they
calculated the formation energy and the lithiation voltage (figure 2.6) of the Li—Si alloy
formed in Si(100), Si(110) and Si(111) and concluded that Si(110) has a higher voltage
and therefore higher energy preference in lithiation.

Jung et al. have also conducted an ab initio calculation’ for the a-Li,Si/c-Si surface
and calculated the interface energy for Si(100), Si(110) and Si(111). The surface energy

is defined as
V= (Etoz - Ea—LixSi - Ec—Si)/(2A) (21)

The surface energy and surface Li/Si concentration results are shown in figure 2.7. They

have arrived at 2 results:
1. The Si(110) has the lowest surface energy among all facets at x = 3.4 in a-Li,Si.
2. The Li surface concentration is the highest in Si(110) facets.

Therefore the energy stability of the lithiation in Si(110) is confirmed. Besides, the

high lithium concentration will also enhance the lithiation rate.

Kinetic issues about the lithiation anisotropy

Cubuk et al. have conducted another ab initio calculation' to check the orientation depen-
dence on the energy barrier (figure 2.8). After obtaining the energy barrier, they performed
the kinetic Monte Carlo simulation to calculate the shape evolution. It is concluded that
the Li will tend to concentrate in the surface layer in Si(110) facet, while Li will go into the
deeper layer in Si(111) facet by comparing the energy barrier difference. The concentra-
tion and lithiation rate are shown in figure 2.9. The anisotropy can be reproduced (figure

2.10) and therefore the energy barrier dependence of the lithiation rate is confirmed.
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Rohrer et al. have also conducted an ab initio calculation on the lithiation process''.

They have calculated the energy preference (shown as below, the higher the more energet-

ically preferred) for each lithiation step in different facets.

Li adsorption on c-Si: (100) < (111) < (110).

Li (clean) penetration into c-Si: (100) < (110) < (111).

Li (full-Li covered) penetration into ¢-Si: (111) = (100) < (110).

Surface energy preference of a-Li,Si/c-Si: (110) < (100) < (111).

Energy barrier preference of Li (full-Li) diffuse into ¢-Si: isotropic.

Energy barrier preference of Li (a-Li,Si) diffuse into ¢-Si: isotropic.

Nucleus formation (a-LiySi formation in Si) energy preference: (100) < (111) < (110).

In addition to the different concentration of Li-Si alloy (a-Li,Si/c-Si) are used from

Jung et al.’s paper(a-Li; 57Si/c-Si). The paper have mentioned a complete different view-

point about the surface energy preference with Jung’s statement’. They argued that the

facet with the lowest surface energy will be the most stable facet and will be harder to

move. Therefore, when focusing on the nucleus formation preference term, the Si(110)

has the highest nucleus formation energy. Thus the Si(110) is preferred than other facets.

The illustration is shown in figure 2.11.

Therefore, we want to clarify whether the thermodynamic issue, which is the energy

preference of the product and the reactant, or kinetic issues, which is the energy barrier

between the product and the reactant, are more important in the lithiation process. Un-

derstanding this lithiation mechanism will be helpful in further study to slow down the

lithiation rate and therefore preventing from the cracking in a-Li4Si shell.
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2.3 Studies about silicon lithiation issues by ReaxFF.

Kim et al. have performed the molecular dynamic (MD) simulations'? to check if the
lithiation anisotropy can be reproduced. They used the reactive force field (ReaxFF) and
Si(100), Si(110) and Si(111) slab with plenty of Li above it for lithiation. The simulation
is carried out in 1200 K and the results are shown in figure 2.12. They have observed
the phase boundary in the simulation and comfirmed its structure as c-LiSi (not exactly,
however). The calculated velocity is also shown in table 2.1. They multiplied the layer
density and the lithiation rate and concluded that Si(110) has the highest lithiation rate.
This weighted lithiation rate for Si(100), Si(110) and Si(111) are 1.0, 1.52 and 1.27 re-

spectively in their study (normalized by Si(100)).

samples thickness (nm) velocity (nm/ps) atom density (atoms/nmz)

a-Si - 15.5 -
Si(100) 1.61 8.8 6.87
Si(110) 1.23 9.47 9.59
Si(111) 0.59 9.7 7.83

Table 2.1 The thickness of phase boundary and the lithiation velocity in each facets

Jung et al. have performed another ReaxFF-MD simulation for the lithiation of silicon
nanowire." They used 2 nanowire with Si(100) and Si(110) facets and Li surrounded for
lithiation. The lithiation is carried out in NVT 300 K and the anisotropy is reproduced
(figure 2.13). The anisotropy that they reproduced is more obvious than Kim ez al.’s. They
also performed the stress analysis (figure 2.14) and confirmed that the phase boundary layer

is under compressive stress and the lithiated silicon layer is under tensile stress. However,
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the stress is somehow very large and I suspected that the volume is not divided in the raw
data of LAMMPS, which output stress in the unit of stress-volume.

Ostadhossein er al. have also performed an ReaxFF-MD simulation'* to check the
stress dependence of the lithiation rate. They used the Si(112) facet (the same as Liu et al.
mentioned previously’) and performed the lithiation in NVT 600 K. The ledge mechanism
of the Si peeling off as in Liu et al.’s study is again observed. Besides, They have also
observed that a compressive stress is developed near the phase boundary and concluded
that a compressive stress of 4.5 GPa can stop the lithiation. They have performed another
NPT simulation with compressive stress of 1 to 3 GPa on Si(110) facet to show that a
compressive stress can slow down the lithiation rate. (figure 2.15)

Just recently, Ding ef al. have performed an ReaxFF simulation' to check the stress
dependence of the Li diffusion energy barrier. They used nudged elastic band (NEB) to
show that the diffusion energy barrier can be harder to overcome due to the compressive
stress (figure 2.16).

While in terms of vacancy influence. Kim ef al. have also performed ReaxFF-MD
simulation'® in NVT 900-1500 K to check the vacancy influence in the lithiation rate.
They have concluded that the introducing of Si vacancy accelerates the lithiation rate (fig-
ure 2.17). It therefore suggested that the breaking of Si—Si bond is the rate-limiting factor
in the lithiation of silicon anode.

Summarizing the studies above, we have known that

e These studies are done in various temperature ranging from 300 K to 1200 K. The
temperature dependence of the lithaition rate is another unsolved problem in the silicon

lithiation.

e A lower temperature as in Jung ef al.'> NVT 300 K can reproduce the anisotropy better

21 doi:10.6342/NTU201703940



than 1200 K as in Kim et al.’s"%.

Compressive stress can have a suppressing effect on the lithiation rate in 600 K as
mentioned by Ostadhossein ez al.'*. It was further explained by calculating the Li dif-

fusion barrier as in Ding et al.’s paper."

A different lithiation mechanism is observed in 9001500 K by Kim et al.'® which

states that the Si—Si bond breaking is the rate-limiting factor.

Therefore, we want to characterize the effect of temperature in this study.

solid cell

liquid cell

Figure 2.2 The crack found in silicon nanowire lithaition (adopted from Liu et al.s)
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Figure 2.5 The ledge mechanism in silicon lithiation (adopted from Liu et al.7)
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is released when lithiating the Si(110) facet than other facets. (adopted from Chan et al.g)
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Figure 2.7 Jung et al.’s statement of the thermodynamic preference in silicon lithiation.
The first figure shows the surface energy y. The second figure shows the ratio of Li atoms
to the interfacial Si(amorphous) atoms. The third figure shows the Li—Si(crystalline) bond
to interfacial Si(amorphous)-Si(crystalline) bond ratio. The interface energy is prefered in

Si(110) and therefore Si(110) is much stable than other facets. (adopted from Jung et al.9)
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Figure 2.9 The kinetic Monte Carlo simulation of sililcon
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Figure 2.10 The shape of kinetic Monte Carlo simulation in

sililcon nanowire anisotropic expansion calculated by Cubuk ef al. 10
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Figure 2.11 The anisotropic lithiation mechanism by Rohrer et al. 1
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Figure 2.12 The slab lithaition performed by Kim et al. (adopted from Kim et al. 12)
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Figure 2.13 The ReaxFF nanowire lithaition in NVT 300 K.

The anisotropy is reproduced. (adopted from Jung et al. 13)
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Figure 2.14 The stress analysis in ReaxFF nanowire lithaition (adopted from Jung et al. 13)
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CHAPTER 3 Methodology

3.1 Molecular Dynamics

In this study, we used the molecular dynamics with the Reactive Force Field (ReaxFF)
implemented in LAMMPS to study the Si lithiation problem. The molecular dynamics
simulation predicts the atomic movement by solving the Newton’s equation of motion by

time integration. i.e. if there are n atoms in the system and for each atom i, forall 1 £ i < n,

we have.
By =m0 G3.1)
. =m. .
1 ] dtz
while
F,(r) = The force vector imposed on atom i at time ¢
m; = The atomic mass of atom i
X;(f) = The position vector of atom i at time ¢

Therefore, if the initial position x;(¢) and the force F;(¢) is given, the moving trajectory
can be calculated. The classical molecular dynamics, which utilizes a force field, is

adopted in this study. This means that the potential energy surface

V =V(x,X,,...,X,) 3.2)

is given by an empirical formula and the force imposed on atom i can be calculated by

F.=-V.V (3.3)
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In order to solve the equation of motion (3.1), the initial velocity and position must be
given. This is done by giving a random velocity with their absolute value in Gaussian
distribution for each atom.

While the acceleration (solved by force) X, velocity X and position x of each atom (from
now on, we dropped the i in each atom for simplicity) are given, the problem remains is
to solve the differential equation (3.1) by time integration. There are many ways to solve
this initial value problem but the velocity Verlet algorithm'’ is the most widely adopted
method. Given the position, velocity and acceleration of atoms in timestep #, it solves the

position of atoms in the next time step n + 1 by Taylor expansion:

X, = X, + X, At + %, A2/2 (3.4)

The velocity Verlet algorithm utilized a velocity in time integration, which is not the case

by original Verlet algorithm. It calculates the velocity of the next time step by

X1 =X, + X, +X,_1)AL/2 (3.5)

Note that the acceleration can always be obtained by (3.3) if the potential surface and the

position are given.

X, = —V,V(X,)/m (3.6)

By applying this iteration, the movement of all atoms in all time can be integrated.

In most cases, we want to control some envionmental variables such as pressure P,
temperature 7 in order to observe the dynamic behavior in different situations. This is
called the ensembles. The simplest ensemble is NVE, which fixes the number of atoms,
volumes and energy. However, in real world cases, we often fix the temperature T or

the external pressure P. The NVT and NPT ensemble is used for the case. The NVT

32 doi:10.6342/NTU201703940



ensemble fixed the volume and controls the temperature while the NPT ensemble controls
the pressure and temperatures. They utilizes the Nosé Hoover thermostat and barostat for
the control of temperature and pressure.

In summary, A classical molecular dynamics consists of the following elements:

e The molecular or crystal structure.

This is the structure of the simulation system of interest.

e The force field.

This is the energy function that depends on atomic position.

e The time integration algorithm.

This is the algorithm used to solve the Newton’s equation of motion.

o The statistic mechanical ensemble and simulation conditions.
The statistic mechanical ensemble like the microcanonical ensemble NVE, canonical
ensemble NVT or isothermal-isobaric ensemble NPT, efc. can be imposed on the

system to simulate the real world cae.

3.2 Reactive Force Field (ReaxFF)

The ReaxFF'® is developed by van Duin ef al. in 2001. It is first used for C/H system ini-
tially. It is later modified by Chenoweth' er al. in 2008. Most of the simulation packages
like LAMMPS? ®42! or GULP** % utilize this functional form. The user-reaxc
package in LAMMPS is a revision of the Aktulga ef al.’s implementation'. The follow-
ing parameter description can be found in the supporting information of Chenoweth et al.’s
paper.

First, the energy function of ReaxFF is composed of the following parameters
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Esystem = Ebond + Elp + Eover + Eunder

+ E

tors

+ E

conj

+E,,+FE

pen

+ Ecoa + EC2 + Etriple

+ EH—bond + EvdWaals + ECoulomb

The ReaxFF utilizes the bond order to describe the energy surface of bond-breaking. The

bond order (uncorrected) is described by the function below

BO,/ = BO, + BO/" + BO, ™"

7.\ Pbo2 7\ Phos 7\ Pho6
ij 1y 1j

= exp lpbo,l <—a> l +exp [pboj <—0> l + exp lpbo,S <_o'> ]
"o "o "o

The energy of each term is a function of the bond order. e.g. for the first term E,,, ; we

have
Eypa = —D;’BO?J. exp[pbe’l(l - (Bij)Pbel)] - De”Bij - DTBOZ” 3.7

Figure 3.1 is the results of the Si—O reactive force field** published in 2003. It shows the
energy—distance curve that the energy will be close to zero when the distance of Si—Si is
larger enough. This is different from the traditional forcefield like harmonic oscillator ap-
proximation, which will be the infinity when the distance goes to infinity. Since the atoms
can be separated (bond-breaking) without being attracted. This will be able to describe the
bond-breaking behavior, which is critical in our study since Si—Si bond must be broken in
our study.

In addition to the bond-breaking behavior, ReaxFF is also able to describe the charge
state in each atom. In the ReaxFF implemented by LAMMPS, it used the charge equili-
bration scheme (Qeq)® to calculate the charge for each atom.

In order to study the Li—Si system, we utilizes the ReaxFF| jsja10 obtained from Os-

L 26

tadhossein e al.*® which have the Li-Si parameter obtained from the same group.'* This
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Figure 3.1 The bond order function and the bond breaking behavior in ReaxFF
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CHAPTER 4 ReaxFF Parameter Validation

4.1 Computational Details

We have mentioned that the ReaxFF parameter that we used are taken from Ostadhossein
et al.. In this part, we will validate the parameter by checking for the structural properties,
charge, thermodynamical properties, mechanical properties and diffusion energy barrier
of Li in Si by nudged elastic band method.

It is worth mention that when evaluating energy volume curve. Some break-points are
found in the original parameter. Therefore, some changes are made in order to make the
energy volume curve smoother. The detailed change is described in the appendix.

For the crystal structure, We used the following structures for calculation.

¢-Si, ¢-LiSi*®, ¢-Li5Si7*, ¢-Li13Sis>, ¢-Lij5Sis’", ¢-Li17Sis>, ¢-LinySis and ¢-Li.

while for the amorphous structure, the following structures generated by DFT data
from Chiang et al.* are used.

a-LirgSigq, a-LipySiyy, a-LiznSisy, a-LizeSizg, a-LiggSiyg,
a-LigpSin, a-Liys5Sij9, a-LigeSitg, a-LispSit4
Each concentration are averaged with 3 samples. The a-Li4Si are equilibrated in 300,

600 and 1200 K and fully relaxed for the most stable structure and energy.
4.1.1 Structural Properties

The crystal structures mentioned previously are calculated. We used the fully relaxation
command fix box/relax implemented in LAMMPS for structure optimization. The
convergence criteria is 1073 kcal/mol/A force convergence, which corresponds to 4.3 X
107 eV/A force convergence. The lattice constants and energy volume curve of ReaxFF

optimized, DFT and the experimental results were compared for ReaxFF parameter valida-
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tion. The energy volume curve are calculated by isotropically scaling the lattice constant
of the structure from 0.95x to 1.05x.

In order to catch the structural properties, we have utilized the radial distribution func-
tion (RDF) to check for the structural resemblance. It is defined as in (4.1)

dn j(r)

= —" 4.1
4rr?pdr @D

gij(")

while i, j are the type of atoms, and dn(r) is the number of atoms of type j in the dr shell
with the center of atom type i. This shows the atom distance distribution in on structure.

4.1.2 Thermodynamic Properties

The melting point is tested for c-Si and ¢-Li in NPT and the potential energy is sampled

for 10 ps. The structures and temperatures range are presented as follows:
e Si: 8 X 8 X 8 diamond with 4096 atoms in 1200 — 1650 K.
e Li: 8 x8x 8 BCC with 1024 atoms in 300 — 600 K.

The mixing energy and formation energy are the concept of the mixing behavior in

thermodynamics. The mixing energy is defined as

Enix = Evisi,_, — xEri — (1 = x)Eg; 4.2)

while for formation energy

Etorm = Epjsi — xEy; — Eg; (4.3)

For the anode reaction, the formation energy is more important since the amount of Si

is fixed in anode. The lithiation voltage is the derivative of the formation energy.

V' = ~{(Eform Li,si = Eform Li,s)/(y = X) = Ep;} (4.4)
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4.1.3 Mechanical Properties

The mechanical properties is the stress and strain relationships in the material. First, the

stress tensor is defined as

al 45)
o;. = — .
ij Ai
while
F; = The force on direction j
A; = The area on direction i
We can also define the deformation gradient tensor
0AX;
€= 3 (4.6)

J

while
Ax; = The dimensional change in direction i
x; = The normal vector of the facet direction j

The strain tensor ¢;; is defined as its straining component, while ;; is its rotational

component as shown in equation (4.7).
_1 o, 1 1 —
e—z(e+e)+§(e—e)—e+a) 4.7

After the stress tensor and the strain tensor are defined, we have the generalized Hooke’s

law (in Einstein notation)

Oij = Cijki€ki (4.8)
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In static equilibrium, we have o;; = 0;; and ¢;; = £ ;. Therefore, the generalized Hooke’s

J J
law can be reduced by changing the 11 — 1,22 — 2, 33 — 3, 23(32) — 4, 31(13) — 5,

12(21) — 6 (The Voigt notation). Then we have
o, = ey, (49)
Note that
€4 =€x3 T €3, 65 = E13 T E31,E4 = Ep T £

The stiffness tensor c; ;18 shown in matrix form as in equation (4.10).

Oxx €11 €12 €13 Cia €15 Cip || Exx
Oyy Ca1 € €3 Cpg Cp5 Cop || €y
[0} C C C C C C E
7z 31 €32 €33 €34 (35 C36 7z
= (4.10)
Oyz €41 C42 €43 C4q C4s Ch6 || €yz
Ozx C51 €50 €53 Csq4 C55 Cs6 || Exx
Oxy Co1 €62 C63 Coa Co5 Co6 )\ Exy
while the compliance tensor is its invert matrix in equation (4.11).
Exx S11 S12 513 S14 515 S16 || Oxx
Eyy S21 S22 S23 S24 S25 S26 || Oyy
€22 $31 S32 833 S3¢4 S35 S36 || Ozz
= 4.11)
€yz S41 S42 543 S44 Sa5 S46 || Oyz
€2x S51  S52 853 Ss4 S55 S50 || Ozx
Exy S61  Se62  S63 Sea S65 S66 J\ Oxy

The mechanical properties is calculated by adding strain on the cell and check for its

stress. For example, the strain of 0.001 can be added on the & €

xx° Eyy’ €225 eyz’ Ezx0 xy
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respectively. By using LAMMPS structure optimization routine with cell fixed, the stress

will be outputted as o, 6y, 0,,, 0., 0., 0. The stiffness tensor ¢

solved.

;; can therefore be

The Young’s modulus E, shear modulus G and bulk modulus B can be obtained by the

formula of Reuss, Voigt and Hill**. Note that this only holds in isotropic material.

e The Voigt model is shown as follows

_ (A= B+3C)A+2B)

E., =
4 24+3B+C
A—B+3C
szf
A+2B

while

A= (Cll + Cy + C33)/3
B = (C12 + Cr3 + C3])/3

C = (C44 + C55 + 666)/3

e The Reuss model is shown as follows

5
ER_3X+2Y+Z
5
GR_4X—4Y+3Z
1

Bp=—— —
R™3(x +2Y)

while

X = (Sll + oY) + 533)/3
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Y = (S12 + §93 + 531)/3

7 = (S44 + S35 + S66)/3

e The Hill model averages Voigt and Reuss model
Ey=(Ey+ ER)2
Gy =(Gy+GRr)2
By = (By+ Bg)/2

In this case, We calculated the Si diamond structure, Li BCC structure and some Li-Si

alloys in ReaxFF, Stillinger-Weber and VASP for comparison.
4.1.4 Nudged Elastic Band Calculation of Li diffusion in crystalline Si

The final validation is the Li diffusion barrier in Si diamond crystal. In order to calculate
the dynamical properties, it is crucial to check for the diffusion energy barrier of lithium in
silicon. It is calculated by nudged-elastic band (NEB) method. The nudged-elastic band
(NEB) method finds the saddle point of the energy surface during reaction. It can be
though of as a series of springs in a energy surface and it will finally find the saddle point
by the contraction of the spring as shown in figure 4.1.

We tested the diffusion barrier of lithium in silicon 7}; site to another silicon T; site by

ReaxFF. The silicon cell size is 4 X 4 X 4. We have used 21 images in my calculations.
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Figure 4.1 The illustration of the nudge elastic band method
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4.2 Structural Properties

The energy volume curve of ¢-Si, ¢-LiSi, c-Lij,Si7, c-Lij3Sig, c-Lij5Siy, ¢-LisySis and

c-Li are shown in figure 4.2, 4.3, 4.4, 4.5, 4.6, 4.7 and 4.8 respectively. We can observed

that a smooth energy volume curve is obtained. (by applying the changes in appendix)
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Figure 4.2 The energy volume curve of c-Si
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Figure 4.3 The energy volume curve of ¢-LiSi
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Figure 4.8 The energy volume curve of c-Li

The lattice constants of Si, Li and Li—Si alloys calculated by the optimization as described
in the previous section are shown as in table 4.1:

We can observe very good agreement of the ReaxFF, DFT and experimental results
in lattice constant. The comparison of ReaxFF charge and Bader charge (adopted from
Chevrier et al.>) in crystalline Li-Si alloys is shown in table 4.2. The Bader charge in
amorphous Li—Si alloys are also calculated in table 4.3. The charge of Li in ReaxFF has a
value of about the half of the Bader charge. It is closer to the Mulliken charge calculated
by Li»O in Gaussian as 0.4 e.

The RDF of a-Li3»Si3; by ReaxFF and DFT is compared in figure 4.9, 4.10, 4.11.
While a-LigoSio4 and a-LispSij4 are shown in figure 4.12, 4.13, 4.14 and 4.15, 4.16, 4.17
respectively. The coordination number is calculated by the integration with cutoff shown
in table 4.4. The coordination number of each concentration is shown in table 4.5.

A good description of the structural properties can be observed in the radial distribution
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c-Si c-LiSi c-Li1,Si7
a(A) a(A) b(A) (A a(A) b(A)
ReaxFF 546 948 948 559 840  19.95
DFT 546 935 935 575 855  19.67
exp 543 935 935 574 861 1974
c-Lij3Sig c-Li5Si4 c-LipySis
a(A)  Bb(A) (A a(A) a( A)
ReaxFF 7.74 1545 438 1061 18.61
DFT 792 1511 444 1062 18.65
exp  7.99 1521 443  10.69 18.75

Table 4.1 The lattice constant of Li, Si and their alloys

c(A)
14.30
14.33
14.34
c-Li
a( A)
3.44
3.44

3.51

species  Li (ReaxFF) Li(Bader) Si(ReaxFF) Si(Bader)

c-LiSi 0.40 0.77 -0.40 -0.70
c-Li,Siy 0.36 0.76 -0.50 -1.36
c-Li|3Siy 0.32 0.73 -1.03 -2.39
c-Li|5Siy4 0.30 0.80 -1.13 -2.72

48

Table 4.2 The comparison of ReaxFF and Bader charge of Li in crystalline Li—Si alloy (unit: e)

function. It shows similar peak position in DFT and ReaxFF. However, there are some
slight difference between the ReaxFF and DFT data. While focusing on the Li—Li RDF
in all concentration, a broader first peak can be observed in the structure. This shows that
Li—Li will tend to be closer than the DFT result. The Li—Si bonding population in ReaxFF

is lower than the DFT, which may indicate that the Li—Si bonding in ReaxFF is weaker than
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species

Li (ReaxFF) Li (Bader) Si(ReaxFF) Si (Bader)

a-LippSigg
a-LiyySign
a-LizySizn
a-LizgSiog
a-LigpSing
a-LignSino
a-Lig5Siqg
a-LigeSitg

(l—LiSOSi14

0.42

0.42

0.39

0.37

0.34

0.33

0.32

0.31

0.28

0.83

0.83

0.82

0.82

0.81

0.81

0.80

0.80

0.79

-0.19

-0.22

-0.39

-0.47

-0.57

-0.63

-0.75

-0.79

-1.01

-0.38

-0.43

-0.82

-1.05

-1.35

-1.54

-1.90

-2.04

-2.78

Table 4.3 The comparison of ReaxFF and Bader charge of Li in amorphous Li—Si alloy (unit: e)

bonding type cutoff radius

Si—Si

Si-Li

Li-Si

Li-Li

2.8

3.6

3.6

3.9

Table 4.4 The cutoff radius used in the coordination number determiniation

in DFT result. Finally, The Si—Si peak is slightly higher than the DFT Si—Si peak, indicate

stronger Si—Si bonding in ReaxFF. The same trend can also be found in the coordination

number result in table 4.5.

Despite the good reproduction of the structural properties by ReaxFF, the silicon struc-

ture have some irregular properties. In figure 4.18, We have plotted the pressure vs. vol-
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a-Li3ySizn a-LigpSiog a-LispSijy
bonding type  ReaxFF  DFT ReaxFF DFT  ReaxFF = DFT
Li-Li 6.88 6.87 9.14 8.54 9.61 10.35
Li-Si 7.46 6.90 5.31 5.21 2.64 2.87
Si—Li 7.46 6.90 8.84 8.68 9.44 10.25
Si-Si 3.38 2.79 2.77 2.13 1.58 0.80

Table 4.5 The coordination number of a-Li3»Sizy, a-LiggSizg and a-LisSij4

ume for the optimal lattice constant in NVT 1200 K by ReaxFF and Stillinger Weber po-

tential. It shows that the optimal lattice constant in 1200 K is 5.32 A, while it is 5.46 A in

0 K optimization as shown in table 4.1. We have tried fully relaxed the structure after

1200 K simulation, which has a lattice constant of 5.32 A. Howeyver, it can not revert back

into the lattice constant of 5.46 A. It can only revert back to up to the lattice constant of

5.38 A. Besides, the energy for lattice constant as 5.38 A is unstable when comparing

with the silicon structure in the lattice constant of 5.46 A.
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Figure 4.10 The radial distribution function of Li-Si in a-Li3,Si3;
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Figure 4.12 The radial distribution function of Li—Li in a-LigSiog
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Figure 4.14 The radial distribution function of Si—Si in a-Liz(Sipy
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Figure 4.18 The pressure vs. volume curve comparison

between ReaxFF and Stillinger Weber in NVT 1200 K
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4.3 Thermodynamical Properties

The formation energy and mixing energy of crystalline Li—Si alloys are plotted as in figure
4.19 and 4.20, while it is plotted as in figure 4.21 and 4.22 for amorphous Li-Si alloys. It
is compared with the DFT results. We have also compared our result of crystalline Li—Si
alloy with Fan ef al.’s data in table 4.6.

The crystalline formation and mixing energy shows some deviation from the DFT re-
sults, while the amorphous counterparts have similar trend with DFT data. The crystalline
formation energy shows good agreement with Fan ef al.’s data in table 4.6. However, the
amorphous alloy has a lower formation or mixing energy than the crystalline counterparts
in the x range of Li,Si and LiSi_4 respectively. This is shown in figure 4.23 and 4.24.
The energy preference of a-LixSi means that the amorphous structure is more stable than

the crystalline structure, which is a problem in the ReaxFF.

bonding type ReaxFF (This work) ReaxFF (Fanetal)) DFT

c-LiSi -14.96 -14.85 -9.30
c-Li|3Siy -86.07 -85.47 -99.75
c-Li;5Siy -95.07 -95.02 -104.84

Table 4.6 The comparison of ReaxFF formation energy

with Fan et al.’s data and DFT data. (unt: kcal/mol)

The volume expansion ratio is plotted with DFT data in figure 4.25 and also shows good
agreement. We can also observe that the volume of the ReaxFF structure are typicially

smaller than the DFT data.
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The potential energy curve of Si is plotted in figure 4.26 while the potential energy
curve of Li is calculated in figure 4.27. An abrupt increase in potential energy means
phase transformation and therefore the melting point. We have got a range of 1450-1500
K for silicon while about 450 K for lithium. The experimental value is 1687 K for silicon
and 453.65 K for lithium.*® It shows good agreement with the experimental data. We have
also tested the melting point c-Li5Si7, c-Li|3Sig, c-Li|5Si4 and c-LiypSis. However, the
c-Li|3Siy, c-Lij5Si4 and c-Lip,Sis structure collapsed at 400 K and ¢-Lij,Si7 collapsed
at 300 K. Even when the structures are not collapsed, the lithium atoms show high mo-
bility and diffused off from the equilibrium sites. This shows the instability in the crystal
structure, and the agreement with the relative stability of the amorphous and the crystal

structures found previously.
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Figure 4.19 The formation energy of c-Li,Si
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Figure 4.21 The formation energy of a-Li,Si
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Figure 4.23 The formation energy comparison of amorphous and crystalline Li—Si alloys
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Figure 4.25 The volume expansion of a-Li,Si
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Figure 4.27 The melting point of Li
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4.4 Mechanical Properties

The bulk modulus, Young’s modulus and shear modulus are calculated from table 4.8 to

4.11. The silicon has a lower stiffness tensor and lower modulus than DFT and the exper-

imental values. The lithium has a similar modulus with the experimental data. However,

some errors are found in the mechanical properties of Li—Si alloys.

‘n

€12

Cy4

ReaxFF

SW

VASP

exp

110.69 47.48 36.37

151.54 76.48 56.49

153.48 57.00 99.06

166.0

64.0

79.6

Table 4.7 The calculated stiffness tensor in silicon (unit: GPa)
Gvoigt GReuss OHil Bvoigt  Breuss  Buil  Evoigt  Ereuss  Emin
ReaxFF 3446 3430 3438 6855 6855 6855 8855 88.19 88.36
SW 4891 47.00 4795 101.50 101.50 101.50 12642 122.14 124.28
VASP 64.13 6127 6270 89.16 89.16 89.16 155.18 149.55 152.37
exp - - 79.92 - - 101.97 - - 130.91

Table 4.8 The mechanical properties of ¢-Si (unit: GPa)
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GVoigt GReuss GHill BVoigt BReuss BHill EVoigt EReuss EHill

ReaxFF 6.62 601 631 10.84 10.84 10.84 1649 15.22 1586
DFT 7.0 2.2 4.6 13.67 13.67 13.67 1794 626 1241

exp - - 4.2 - - 11.6 - - 4.9

Table 4.9 The mechanical properties of c-Li (unit: GPa)

GVoigt GReuss GHill BVoigt BReuss BHill EVoigt EReuss EHill

ReaxFF 2224 2096 21.60 66.73 66.72 66.73 60.06 5692 58.49

DFT  35.87 33.02 3444 5211 5199 5205 87.52 81.76 84.66

Table 4.10 The mechanical properties of c-LiSi (unit: GPa)

Gvoigt  GReuss GOHill Bvoigt  Breuss  Bhill  Evoigt  Ereuss  EHill

ReaxFF  9.03 799 851 1411 14.11 14.11 2233 20.16 21.25

DFT 2320 19.70 2145 129.67 29.67 29.67 5521 4838 51.85

Table 4.11 The mechanical properties of c-Li;5Si4 (unit: GPa)
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4.5 Nudged Elastic Band calculation of lithium diffusion in

crystalline silicon

In order to catch the dynamical properties in ReaxFF, we have to calculate the energy
barrier of lithium diffusion in crystalline silicon for validation. The calculated path is
shown as in figure 4.28, while the calculated energy barrier of lithium diffusion in silicon
is 0.50 eV. This is similar to the 0.58 eV by van Duin et al. and the DFT value 0.65 eV. We

can conclude good agreement with the literatural value.

0.6

0.5
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0 0.5 1 1.5 2 2.5
Distance (A)

Figure 4.28 The energy barrier of Li diffusion in Si by ReaxFF in this study
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4.6 Summary

The ReaxFF| jsiajo used in this thesis can reproduce the properties of crystal and amor-
phous structures well at 0 K calculation (energy minimization only). However, there are
some problem in the description of the relative stability in the crystal and amorphous struc-
tures. We have found that the amorphous Li—Si alloy is more stable than the crystalline
counterparts, which is in contradiction with experimental results. Besides, when using
molecular dynamics simulations, the crystal structure is unstable and prone to collapse
even at low temperature as 300 K, which again shows the instability of the crystal struc-
ture. In addition, the Si lattice constant of 5.32 A at 1200 K also shows the instability.
However, some of the properties as the RDF, formation and mixing energy and volume
expansion for amorphous Li—Si alloys done by molecular dynamics equilibration shows

good agreements with DFT results.
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CHAPTER 5 Silicon lithiation rate comparison

5.1 Structure of silicon

The silicon has a diamond structure as in figure 5.1. It has a Fd3m symmetry, which means
it has a glide plane along (110) direction (diamond glide). Therefore the Si{110) is a good
direction for observing the silicon structure. The stereographic projection is another useful
tool for determining the direction. Different facets that will be used in this study are shown
in figure.5.2

The lithium will insert in the tetrahedral (T};) site. When Li diffuses, it will move from
one fetrahedral site to hexagoanl site as intermediate, then move to another tetrahedral
site. Besides, the T} site of Li interstitial in Si forms another diamond structure 5.3. This

is useful in determining the position of Li in Si and its diffusion path.

Figure 5.1 The silicon structure
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Figure 5.2 The facets viewed along [110]

Figure 5.3 The silicon and the lithium in all T4 site. The silicon is in ivory color
while the lithium is in pink. The lithium should not be connected since there are
no covalent bonding between them. The Li-Li connection is only used to show the

duality of the silicon and lithium structure and the diffusion path of lithium in silicon.
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5.2 Computational Details

In this part, we used the Si(100), Si(110), Si(111) and Si(112) slab with Li up above it in

NVT 800 K, 1000 K and 1200 K for lithiation. The initial conditions are shown in figure

5.4. For the silicon slab, we have used the silicon with lattice constant 5.4635 A, which

is the equilibrium lattice constant we found by optimization in the previous section. The

silicon slab has the following dimensions

a (A) b (A) c (A) size # atoms
Si (100) 38.632782 38.632782 98.343000 10x10x18 7200
Si(110) 38.244500 38.632782 100.445232  7x10x26 7280
Si(111) 38.632782 40.148334 94.6306351 10x6x10 7200
Si(112) 38.632782 37.852254 100.370835  10x4x15 7200

Table 5.1 Dimensions of the Si slab used in this simulation (20 A vacuum

layer for surface structure simulation is excluded from the table)

The initial structure of lithium is in BCC, which has the dimensions and density shown as

below. It was later equilibrated in 1200 K as described in the next paragraph. In this case,

we have chosen the density of BCC lithium in room temperature.

density (low) (#/A3) lattice constant (low) (A) geom. mean (A)

size # atoms

Si (100)
Si (110)
Si(111)

Si (112)

0.04629

0.04629

0.04629

0.04629

3.51207x3.51207x3.50257

3.47677x3.51207x3.53813

3.51207x3.64985%3.37035

3.51207x3.44114x3.57476

3.50890

3.50890

3.50890

3.50890

11x11x74 17908

11x11x74 17908

11x11x74 17908

11x11x74 17908

Table 5.2 Dimensions of the Li slab used in this simulation
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The silicon slab is reconstructed by slightly moving the atoms off the equilibrium position.
After that, the structure are relaxed by the Stillinger-Weber potential *’ and then relaxed
again by the ReaxFF potential. The lithium slab is first equilibrated at 1200 K for 20 ps
and then relaxed. The silicon and lithium slab are joined together and relaxed again for the
most stable surface structure. Later, the lithiation is carried out in NVT at the temperature
of 800, 1000 and 1200 K to observe the lithiation bahavior. The computational settings

are shown in figure 5.4.

5.3 Analysing Details

In this study, the lithiation process is separated by the front and back of the phase boundary.
We have defined the back of the phase boundary as the coordination number of silicon =
3.5, while the front has the phase boundary of the concentration Xg¢; = 0.99. The back
layer is the position that the phase boundary transform to the a-Li,Si. The front layer is
the deepest layer that Li can penetrate into. In our study, we have calculated the lithiation
velocity of the back in steady state by linear fitting.

In addition to the steady state velocity, we have also calculated the stress in the phase
boundary. We have divided the stress outputted from LAMMPS by the Voronoi volume,
which is a built-in package. This step is important or it will generate the stress in wrong
order. Next, we averaged the stress by finite difference on the z-direction with Az = 1 A.
We calculated the principal in-plane stress, which is calculated by solving the eigenvalue

problem in x-, y-direcion and it is defined as below:

Oy + 0y, + \/(axx - O'yy)2 + (2c7xy)2

c= 5 (3.1

We choose the one with the largest absolute value as the maximal principal in-plane stress,

which is more important than the minimal in-plane stress in my discussion.
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Figure 5.4 The silicon with lithium slab used in this study
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5.4 Results

5.4.1 Structural Observations in the Lithaition Mechanism

The lithiation snapshost are shown in figure 5.5. The phase boundary is again observed in
our simulation. The calculated radial distribution function (RDF) (figure 5.6, 5.7, 5.8) are
compared with Kim et al.’s result (figure 5.9). We can observe similar peak positions in

our result and Kim et al.’s result.

r.e-—a\’
]

":'!'u \

Si(112)

Figure 5.5 The lithiation in NVT 1000 K at 100 ps.

72 doi:10.6342/NTU201703940



dsi-Li(r) dsi-si(r)

gy i-Li(r)

O N & O WO N & OO CCO N b O

Phase Boundary

Lithiated Si

s

Si(100) —— ||
Si(110) —— | |
Si(111) ——

Si(112) —— |7

r (A)

Figure 5.6 The RDF 800 K result
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Figure 5.7 The RDF 1000 K result
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5.4.2 Lithiation Rates in Different Facets

The NVT lithiation rate in each facet is calculated in table 5.3, while the phase boundary
thickness is calculated in table 5.4. We have showed similar phase boundary thickness of
about 1 nm with respect to the experiment. A general trend is that the phase boundary
increases with the temperature. In the case of 800 K, we have reproduced the anisotropy
described in the experiment that Si(110) have the highest lithiation rate. However, we did
not fully reproduce the anisotropy which has about 3 times than other facet as described
in Astrova et al.’s experiment.”® We expect that the simulation at a lower temperature may

be able to achieve it.

800K 1000K 1200K

Si(100) CN=3.5 62.1 760  89.0
X=05 66.8 800  100.0
Si(110) CN=3.5 78.7 830 877
X=05 790 920 1016
Si(111) CN=3.5 673 827 946
X=05 690 830 1057
Si(112) CN=35 561 850  94.1

X=0.5 70.0 99.8 110.1

Table 5.3 The NVT lithation rate comparison (unit: A/ns)

The temperature dependence on the anisotropy shows different activation energy of
the facets, as shown in figure 5.10. The lithiation rate of Si(110) does not depend much
on the temperature than other facets, which shows that Si(110) has a lower activation en-
ergy barrier than other facets. Therefore, the kinetic control of the lithiation anisotropy is
confirmed.

We want to further investigate the cause of the difference between each facets. There
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800K 1000K 1200 K
Si(100) CN=3.5 11.74 11.55 12.88
X=0.5 10.16 10.36 10.53
Si(110) CN=3.5 9.57 10.89 11.68
X=0.5 9.38 10.28 11.79
Si(111) CN=3.5 5.15 6.33 7.06

X=0.5 4.01 5.56 5.90

Si(112) CN=3.5 9.30 10.21 9.49

X=0.5 8.73 9.44 9.57

Table 5.4 The NVT phase boundary thickness comparison (unit: A)

Lithiation rate (A/ns)
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Figure 5.10 The temperature dependence on the lithiation rate difference
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are 2 critical factors in lithiation: lithium insertion rate into the silicon and the rate of
Si—Si bond breaking which transform the phase boundary layer into a-LixSi. Since the
Li concentration should be the same in all facets, and the Si—Si bond breaking rate is

proportional to the Li concentration in the surface. Thus the critical issues should be the
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lithium insertion rate. The structure in different facets should have different effect on the
energy barrier in lithium insertion rate. For example, in Cubuk et al.’s paper, their results
show a lower insertion energy barrier in Si(110) than in Si(100). This can support our
hypothesis that the insertion energy barrier difference can cause the anisotropy that we
reproduced at NVT 800 K.

In addition to the energy barrier calculation in silicon, the difference can also be ex-
plained by the insertion energy barrier of germanium. Germanium has the same diamond
crystal structure as silicon, but it has higher lattice constant of 5.66 A than 5.43 A in sil-
icon. Besides, the lithium insertion in germanium has a much lower energy barrier than
silicon. While the anisotropic expansion has not been observed in germanium. We also
suggest that it is the low energy barrier of lithium insertion in germanium that makes the
lithium diffuse isotropically in all direction. When the energy barrier is low enough, the
lithium atom will be energetic to overcome the insertion energy barrier in all facets. How-
ever, when the energy barrier is high and have some anisotropy in different facets, the
energy barrier in some of the facets will be overcome while the others are not. This will
cause the anisotropic insertion preference and therefore cause the anisotropy.

The high temperature case as at NVT 1200 K shows higher lithiation velocity in Si(111)
facet. We can apply the energy barrier difference to explain this phenomena. When the Li
insertion energy barrier into all facets are overcome, the lithiation rate should be similar.
However, there are some fundamental difference in the surface structure in each facets.
The Si(111) facet has the highest surface atom density as 15.66 atoms/nm?2, which should
be double as mentioned in Kim et al.’s result'>. The main cause of this difference is that a
layer of Si(111) surface has 2 sublayers with very little interspacing. Kim ez al. might have
calculated 1 sublayer as its density. However, when lithiation, the two sublayers are lithi-

ated simultanesously and therefore they should be calculated as one combined layer. Since
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silicon has a cubic-F Bravais lattice and it should have Si(111) as its close-packing plane.
A higher interspacing of Si(111) combined layer should be expected. When the insertion
energy barrier are overcome in all facets, the higher interspacing and higher surface den-
sity in Si(111) means when 1 layer of silicon is lithiated, the further the phase boundary
will advance and more silicon will be lithiated. This can explain the higher lithiation rate
of Si(111) than other facets that we observed in higher temperature.

Comparing with Kim et al.’s result at 1200 K. They have the similar result that Si(110)
fails to be the fastest lithiation facet, therefore cannot reproduce the anisotropic expansion
fully. They have used a weighted lithiation rate by multiplying the lithiation velocity with
the surface density for explanation. However, this is not entirely correct since it is exper-
imentally observed that the phase boundary in Si(110) should have the highest lithiation

velocity instead of the weighted lithiation rate.
5.4.3 Stress analysis in silicon slab

We have performed the stress analysis as in Jung et al.’s paper. The stress profile is shown
in the appendix. It can be observed that the compressive stress in the phase boundary
decreases when the temperature increases. Besides, the phase boundary moving rate is
much faster in higher temperature. The stress calculated here includes the thermo stress.

Therefore the stress in the phase boundary should increases if the temperature increases.
5.4.4 Lithiation Rates in Silicon Nanowires

In addition to the silicon slab lithiation, We have performed the silicon nanowire lithiation
in 800 K NVT case. We have reproduced the anisotropy in Si[110] nanowire and Si[100]
nanowire. This is shown in figure 5.11, 5.12. The anisotropy that we have reproduced in
nanowire case is much more obvious than in the slab case, indicating different mechanism

for anisotropy.
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Besides, We have also performed the nanowire lithiation in 600 K NPT, as shown in
figure 5.13. Our results show that the silicon structure hardly lithiates since the temperature
is too low. However, the phase boundary interaction will be easier to observe. We can see
that the Si(110) has a much larger phase boundary than Si(100) and Si(111). The high
insertion rate in Si(110) facet may cause a faster phase boundary formation and induce
compressive stress on the other facets and thus suppress the phase front in other facets. The
anisotropy in the nanowire might be enhanced due to this compressive stress difference in
each facet.

In addition, we have tested the nanowire lithition in 300 K NPT with z-axis fixed with
1% compressive strain and x-, y-direction using NPT in compressive stress. We have
reproduced the anisotropy in 5.14 as describe in Jung et al.’s study, even though different

parameters are used. This is the best anisotropic lithiation that we have reproduced so far.
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Figure 5.11 The anisotropy is reproduced in the Si[110] nanowire. The silicon
is removed for clarity. The subfigure above shows the orignial settings while the

subfigure below shows the nanowire after 72 ps. The anisotropy is reproduced.
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Figure 5.12 The anisotropy is also reproduced in the Si[100] nanowire. The silicon
is removed for clarity. The subfigure above shows the original settings while the

subfigure below shows the nanowire after NVT 160 ps. The anisotropy is reproduced.
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Figure 5.13 The Si[110] nanowire in NPT 600 K. The structure hardly

lithiates. Si(110) has much larger phase boundary than other facets.
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Figure 5.14 The anisotropy is also reproduced in the Si[100] nanowire. The silicon is removed for
clarity. The subfigure above shows the original settings while the subfigure below shows the nanowire

after NPT 300 K 74.2 ps. with z-direction fixed and adding compressive stress on the X- and y-direction

85 doi:10.6342/NTU201703940



5.4.5 Some Problems in this Study

Despite the fact that we cannot fully reproduce the anisotropy observed in the experiment,
there are still some points to be checked.

First, the NVT conditions that we have used will have some problem in the lithiation
since the concentration of Li in the lithiated a-LixSi is higher than pure Li. This will make
lithium deficit in the later stage of lithiation. Besides, LAMMPS have recommended that
the period of temperature control to be 100 times of the timestep and pressure control to
be 1000 times of the timestep. Since we have used the timestep of 0.2 fs. This will make
the period of temperature control to be 20 fs while the one for pressure control to be 200
fs. This kind of control is too frequent and might induce some undesirable results, such
as the formation of some unstable region. For example, if the unstable region occurs in
Si(100), it will be vulnerable to lithiate and might become the fastest lithiation facet in the
simulation, even though it should have a lower lithiation rate than Si(110).

We have found that there are some problem in the ReaxFF in the previous chapter.
We have observed that in NVT 1200 K, the lattice constant of silicon is calculated as
5.32 A while it is 5.46 A in fully optimization. It is weird that silicon can have a lower
lattice constant in NVT 1200 K than in 0 K optimization. Therefore, we have used the
5.46 A as the lattice constant of silicon in our study. If the lower lattice constant is true
in higher temperature, This will induce tensile stress in the silicon cell since the lattice
constant of 5.46 A is in tensile condition.

Besides, we have found some problem in LAMMPS’s source code when reproducing
the EV curve. This part is shown in the appendix. After doing some correction we can get
smoother energy volume curve as we observed in the previous chapter. However, this part

is not corrected in the source code released most recently.
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We have tried the NPT 600 K lithiation to check if Si(110) can have a higher lithiation
rate than Si(111) at lower temperature. However, the silicon hardly lithiates and only shows

3 lithiated atoms after 600 ps simulations. The NVT case also hardly lithiates.
5.4.6 Future Study

By getting the succeed of the nanowire anisotropic lithiation, we have some experiences
and opinions about our future research. First, if the anisotropy should be reproduced,
the temperature should be low enough (< 600 K) since high temperature will make the
silicon structure vulneraable to break and make lithiation easy in all facets, which will
result in nearly isotropic lithiation. Besides, since the temperature are low, the lithiation
reaction will be hard to achieve since there are no electric field as driving force in our study.
Therefore a high density of Li or a compressive pressure on the lithiation direction should
be imposed. We have planned to use a z-direction compressed slab for our future study.
In addition the problems mentioned in the previous subsection should also be solved,

which we have summarized as below:
e The NVT and NPT thermostat and barostat control period problem.
e Lower lattice constant in higher temperature as NVT 1200 K.

e The energy discontinuity problem in the source code.
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CHAPTER 6 Conclusions

We have performed a ReaxFF molecular dynamics simulation in LAMMPS using the
ReaxFFj jsiajo from Ostadhossein ef al.. At first, we have carried out the silicon slab
lithiation like Kim ef al. in NVT within 800, 1000 and 1200 K. We have reproduced the
lithiation anisotropy in 800 K, but it is not obvious. We hypothesized that this is due to
the Li insertion energy barrier difference between each facet. The Si(110) has the low-
est Li insertion energy barrier and thus its lithiation rate does not change much at lower
temperature.

On the other hand, we have performed silicon nanowire lithiation at NVT 800 K and
shows anisotropy. Although it does not fit exactly the same as the experiment, the phase
boundary layer thickness developed at 600 K also shows some anisotropy in the phase
boundary thickness. A larger thickness is found in Si(110) than other facets. This may
induce compressive stress on other facets and slows down the lithium insertion rate. In
addition, the best anisotropy that we have reproduced is at 300 K NPT case while Si(100)
has almost no lithiation, which is in good agreement with experimental results.

However, we have found some problems in the ReaxFF, such as the energy discon-
tinuity, the anomalous lattice constant at high temperature. In addition, the thermostat
and barostat controlling time will induce some artificial effect on the dynamical behavior,
which might cause some facets other than Si(110) to have the highest lithiation rate. These
problems should be solved for further study.

At last, we have tested many other configurations as NPT and 600 K lithiation. How-
ever, neither of these conditions really works. In the future study, the lower temperature
simulation will be used in order to mitigate the structural instability of silicon induced by

high temperature. Because of the low lithiation rate at low temperature, we want to use
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the higher Li concentration or lithiation direction compressed NPT ensemble to speed up

the lithiation.
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CHAPTER 7 Appendix

7.1 Changes in order to make the energy volume curve smoother

The original LAMMPS reaxc program and default bonded and non-bonded cutoff in LAMMPS
will generate some break-points. Therefore, we have modified the program in the parame-
ter validation section. This may produce a smoother energy volume curve and therefore
a smoother energy surface, which is crucial in molecular dynamics study. The detailed

change is listed below:

e Numbonds criteria
In the LAMMPS mailing list, somebody have questioned the same energy volume
curve problem as in https://github.com/lammps/lammps/issues/. They have commeted
out the if condition in reaxc_multi_body.cpp:71, 82, 90, 191, 206,
212 like
if (numbonds > 0)
We have applied this modification to eliminate the break-point in my energy volume

curve. However, it has little help in my break-point.

e Mass criteria in reaxc of ReaxFF
This criteria is not found in the original ReaxFF paper by van Duin. We have done some
search and found that it is for the correction of first-row elements as C, N, O, F. How-
ever, we did not found Li as a correction target. It has the following correction criteria
in reaxc_multi_body.cpp:133 and reaxc_bond_orders.cpp:579
if( sbp_i-»>mass > 21.0 ){part I}else{part IT}
since the criteria is for 1st row-element, which has mass smaller than 21. We want

to disable this correction, which means Li will have the same treatment as non-first-row
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element. Therefore, we commented out the criteria and leaves part I only.

e Cutoff for bonded and nonbonded calculations.
We have found that the default bonded and non-bonded cutoff as 5 A and 10A respec-
tively will introduce some break-points in the energy volume curve. Since the 3rd
nearest neighbor in Li metal is about 5 A and its effect can not be ignored, the bonded
cutoff should be a bit larger than this value. The default non-bonded cutoff of 10 A will
also induce break-points in energy volume curve for c-Lij,Si7. Therefore, we used the

bonded and non-bonded cutoff as 6 A and 12 A in my parameter validation study.

7.2 The stress profile in the lithiation

In the following page, we will show the maximal principal stress, hydrostatic stress for
reference. It can be observed that in higher temperature, the stress developed in the phase

boundary is much lower than the low temperature case.
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Figure 7.2 The Si(110) maximum principal stress in NVT 800 K
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Figure 7.3 The Si(111) maximum principal stress in NVT 800 K
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Figure 7.4 The Si(112) maximum principal stress in NVT 800 K
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Figure 7.5 The Si(100) maximum principal stress in NVT 1000K
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Figure 7.6 The Si(110) maximum principal stress in NVT 1000K
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