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Abstract

A system for automatically evaluating singing enthusiasm is proposed in this
study. The definition of singing enthusiasm is how much enthusiasm is perceived in a
song being evaluated. This system evaluates the singing enthusiasm on the basis of
pitch accuracy, vibrato, diminuendo, roughness, and the correlation between pitch and
loudness. A support vector regression (SVR) machine is used for the evaluation. This
system can deal with songs having multiple phrases without any reference
information such as the pitch ground truth or phrase location. To the authors’
knowledge, only one such system has previously been proposed which could only
handle a single phrase of about 5-second long. To evaluate this system, a singing
corpus with 342 song clips sung by nine participants was recorded and ground-truth
enthusiasm evaluation scores were obtained by an online questionnaire. The
experimental results obtained from a leave-one-singer-out test revealed that the
enthusiasm scores evaluated by the proposed system had a significant positive

correlation coefficient of 0.51 with the human-labeled ground truth.

Keywords: Music signal analysis, singing enthusiasm, singing evaluation, singing

voice analysis, support vector regression
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1 Introduction

1.1 Motivation

Many karaoke machines or singing applications are nowadays equipped with
singing evaluation systems. Most of the systems evaluate singing on the basis of how
precisely the pitch and the rhythm are followed and how well singing skills are
applied by the singer. However, for amateur singers, singing is mainly for
self-expression [1] and entertainment; thus, the enthusiasm a singer expresses when
singing a song is also an important aspect to evaluate. In the evaluation of singing
enthusiasm, a singer singing more passionately should obtain a higher score even if
he/she lacks singing skills. In contrast, a singer singing without enthusiasm ought to
obtain a low score, even if he/she sings with perfect pitch accuracy and tempo. Such
an evaluation system may be better for amateur singers, since the system can
encourage people to experience the pleasure of singing rather than focus on singing
skills, the correctness of the pitch and rhythm of each note, or the similarity of their

voice to that of the original singers.

1.2 Objective: Singing Enthusiasm Evaluation
The objective of this work is to propose a system for evaluating singing

enthusiasm without reference information such as the original pitch or phrase location.

1
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Singing enthusiasm is defined as how much enthusiasm is perceived in a song being

evaluated. This system shall play the role of a judge for singing enthusiasm.

1.3 Contributions

A method which can evaluate singing enthusiasm for song clips of any length
without reference information is proposed. Only one paper on singing enthusiasm
evaluation [2], by Daido and colleagues in 2014, was found over the internet. The
previous study focused on the evaluation for song clips with only one phrase (about 5
seconds). Compared with the system proposed in [2], our system is more practical in

dealing with multiple phrases without location information of phrases.

1.4 Chapter Outline

Chapter 1 briefly describes the motivation, contributions, and the objective.
Chapter 2 provides some reviews to related works of singing evaluation. Chapter 3
describes songs in the proposed singing corpus and how they were recorded. Chapter
4 describes how the human-labeled evaluation scores were collected from an online
questionnaire. Chapter 5 introduces the proposed system in detail. Chapter 6 provides
the system evaluation experiment with the dataset mentioned in Chapter 3. Chapter 7
shows the experimental results and discuss some observed errors. At last, Chapter 8

concludes with a brief summary.
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2 Related Works of Singing Evaluation
Although only one literature on singing enthusiasm evaluation [2] was found
over the internet, there are many previous research and patents on automatic singing

voice evaluation from different aspects.

Most researches and patents evaluated singing based on singing skills and the
similarity between the evaluated song and the reference song sung by the original
performer. Reference [2] proposed a singing evaluation system for karaoke based on
volume and rhythm similarity between the microphone’s input signal and the
reference song signal. Reference [3] calculated the spectrum difference between the
input song and the reference song as the evaluation score. References [4], [5], and [6]
scored the singing voice by comparing its volume, pitch, and rhythm with the
reference song. References [7] and [8] evaluated singing skill with vibrato extent and
pitch accuracy. In references [10] and [11], singing power ratio (SPR), which

quantifies the formant of singing voice, was calculated to score the singing timbre.

References [9] and [10] are, to the author’s knowledge, the only two research
literatures dealing with the emotion expression of singing. Reference [10] proposed a
singing tutor system which provides the emotion expression suggestions for songs

with midi score. Several expression labels, such as pitch fall-down, scoop-fry, and

doi:10.6342/NTU201700031



vibrato, were identified. Hidden Markov model (HMM) was trained with midi score

to obtain the best expression path. (For example, scoop-up — vibrato — fall-down.)

Such an emotion-expression-label identification achieved high accuracy rates.

However, the correctness of expression path was not evaluated. The system proposed

by reference [12] suggested the best emotion expression path, but didn’t evaluate the

input singing signal with the path.

The objective of reference [9] is singing enthusiasm evaluation, which is the

same as this work. A-weighted power, vibrato extent, and pitch fall-down at the end

of each phrase were considered features. The correlation coefficient between

human-labeled scores and system-evaluated scores was 0.65. However, A-weighted

power, which was derived from volume, may be different because of differences in

recording environment and microphone settings even if singing with the same volume.

This may make the system inaccurate when applied to environments other than the

dataset recording environment. In addition, reference [9] only evaluated song clips

with 1 phrase which was about 5 seconds. To evaluate the performance of the whole

song, the phrases location, which karaoke systems are not always equipped, is

necessary. Different from [2], the singing enthusiasm evaluation system proposed in

this work is able to evaluate song clips with multiple phrases and without any

metadata.
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3 Singing Corpus

3.1 Selection of Songs

In the singing corpus we constructed to train a computer to score singing, eight
Mandarin pop songs were selected. All of the selected songs are popular, so that most
of the 9 singers, who recorded this corpus, had heard all songs before recording.

(Only 2 of the singers had never heard one of the 8 songs before recording.)

Since the method of expressing an emotion may depend on the emotions, this
corpus may have bias if it does not cover various emotions. As a consequence, the
eight songs covered four different emotions with two songs representing each emotion,
one having a female original singer and the other having a male original singer. The
four emotions lie in the four quadrants of the valence-arousal plane (V-A Plane)
proposed by R. E. Thayer in 1989 [11]. Figure 3.1 shows the V-A Plane. The song list

is shown in Table 3.1.
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Arousal

High
i I
Negative Positive
» Valence
T T
Low
Figure 3.1 Valence-Arousal Plane
Table 3.1 Song list
Song Original Singer (Gender) | Quadrant of V-A Plane
BRELE s & 378 (Female) I
Pt 77 % (Male) I
X BB A-Lin (Female) I
LR R z (Male) I
v oA An ¥ % (Female) "
2518 ik % (Male) "
2R DY Rk R i =4 % (Female) v
| Bk #3 % (Female) v

3.2 Recording

The singing corpus was recorded by nine participants comprising five males and
four females. All participants recorded the songs by themselves, which resulted in
different recording environments and noise that made singing analysis more difficult,

but this is close to the actual situation in karaoke or mobile singing applications.
6
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Instructions for recording (See Appendix) and karaoke video files of the eight songs
(See Figure 3.2) were provided to all participants. While recording, participants wore
earphones so that the songs were recorded without background music. Participants
were asked to record the first verse and chorus, which had a total duration of about
60-90 seconds, of every song for twice. To ensure the existence of songs sung with
enthusiasm and without enthusiasm in the singing corpus, the participants sang with
enthusiasm in the first recording and without enthusiasm in the second recording. The
recorded songs were divided into 2-4 smaller song clips with a duration of about
20-30 seconds. The eight songs were divided into 19 clips in total. As a consequence,

there were 342 song clips in the singing corpus. (19 clips x 2 recordings x 9 people)

P> ¢ 1:17/432

Figure 3.2 A screenshot of karaoke video
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4 Subject Enthusiasm Evaluation

4.1 Questionnaire Design

To evaluate the enthusiasm of the singing in the song clips in the singing corpus,
an online questionnaire survey was conducted. In the questionnaire, subjects were
asked to listen to song clips and give them a score from 0 to 10 points. Twenty song
clips were randomly selected from all of the 342 song clips in each questionnaire. As
mentioned in the previous chapter, each song clip was about 20 to 30 seconds.

Therefore, it took about 10 minutes to complete a questionnaire.

All the song clips were normalized to the same average loudness because
differences in loudness between song clips may influence the perception of
enthusiasm. The differences in loudness may have been caused by recording
environment, such as the microphone settings, that are unrelated to the enthusiasm of

the singers.

After scoring the 20 picked song clips, subjects were asked to leave some
personal information, including gender, age, frequency of listening to Manderin pop

songs, number of years of music training received, and feedback (optional).

To prevent outliers, three restrictions were implemented on the questionnaire

website using JavaScript. First, participants could not submit scores without playing

8
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all the song clips. Secondly, one song clip could not be played while another song clip
was playing. Lastly, there was no pause button on the website so participants had to

listen to the whole song clip when they played it.

4.2 Source of Subjects
This questionnaire was posted to several Facebook groups and PTT boards. The
Facebook groups included “NTU 5 « & 4 % 745”7 and “& = & %Eﬂ FrE A 3%

;% 3 .” The PTT boards included “NTU”, “Q_ary”, and “Vocal.”

4.3 Rewards

Subjects could obtain 100 PTT coins as a reward if they left their PTT ID in the
questionnaire. Subjects could also attend the LINE stickers’ lottery once they left their
email addresses in the questionnaire. Ten percent of all Subjects could obtain a 50

points LINE sticker which was about 30 New Taiwanese Dollars (NTD).

4.4 Results

4.4.1 Information of Subjects

One hundred and eighty-nine valid responses to the questionnaire were received.
The histogram of subject information are shown in Figures4.1 to 4.4. There are 95

female and 94 male subjects. Most subjects are between 16 and 25 years old. About

doi:10.6342/NTU201700031



50 percent of them listen to Chinese pop music every day and only 17 subjects seldom

listen to Chinese pop music. Near 75 percent of participants had received music

training, and about 50 percent of them had received music training for more than 5

years.

Female Male
95 94
50% 50%

Figure 4.1 Gender of subjects

160 150

140

120

100

80

60

Number of subjects

40 35

20
1 0 3

~15 16~25 26~35 36~45 46~
Age of participants

Figure 4.2 Age distribution of subjects

10
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Figure 4.3 Subjects’ frequency of listening to Chinese pop music
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Figure 4.4 Subjects’ musical training experience

4.4.2 Evaluation Results

There are at least 11 scores for each song clips from one hundred and eighty-nine

valid questionnaires. The final evaluation score of a song clip is the average score of

all of the scores it obtained. The score distribution of 342 song clips are shown in

11
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Figure 4.5. The score distribution of song clips with enthusiasm and without

enthusiasm are shown in Figure 4.6. The average score of all the song clips is 4.71

points. The average intra-subject variability is 2.08, while the definition of

intra-subject variability of a song clip is the average difference between every 2

scores. The average score of the song clips sung with enthusiasm is 5.57 while that of

the song clips sung without enthusiasm is 3.85. For each singer, the average

human-labeled score of the song clips with enthusiasm is higher than that of the song

clips without enthusiasm. This indicates that the intentional enthusiasm of all the

singers was perceived by the listeners.

30 25

Number of song clips
£
|

20 11

10 8 I:l1
0 0

e
o 1 2 3 4 5 6 7 8 9 10

Human-labeled score (round off to integer)

Figure 4.5 Human-labeled scores distribution of 342 song clips

12

doi:10.6342/NTU201700031



60

50

40
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2
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1.1 1L _
1 2 3 4 5 6 7 8 9

Human-labeled score (round off to integer)

Number of song clips
o o

o

o

10

® Enthusiasm  ®m Without enthusiasm

Figure 4.6 Human-labeled scores distribution of song clips with enthusiasm and

without enthusiasm
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5 Singing Enthusiasm Evaluation System

5.1 System Overview

An overview of our system for evaluating singing enthusiasm is shown in
Figure 5.1. To avoid interference due to noise, a low-pass filter with cutoff frequency
of 3000 Hz is first applied. The end-point detection is applied to divide song clips into
several segments and to delete silent parts. The feature extraction process is divided
into two parts, low-level-feature extraction (Section 5.4) and computation of the
five-dimensional final feature from low-level features (Section 5.5). Finally, a support

vector regression (SVR) machine is applied to obtain the enthusiasm score.

Pitch
—> Accuracy [—
Calculation
. Pitch L
Extraction |_’ Vibrato
Identification
. Pitch- Enthusiasm
Wavfiles| | ow Pass End Point Loudness Loudness ] Score
— X — . —— X _ Classifier ——»
Filter Detection Extraction Correlation
Calculation
Diminuendo
Roughness 7_. Identification
Extraction
Roughness
L Filter &
Average
Calculation

Figure 5.1 System Overview

5.2 End-point Detection

The parts of a song without singing such as the prelude and interlude are

unrelated to singing enthusiasm and may interfere with the evaluation result because
14
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they usually contain noise. To delete such parts and separate the segments, end-point
detection is conducted, where a segment is defined as a set of continuous notes
without a pause. The segments obtained in the end-point detection are subsequently

used to calculate the diminuendo and loudness variance (Sections 5.5.3 and 5.5.4).

Figure 5.2 shows the end-point detection method. The end-point detection
method is based on two volume thresholds. The upper threshold (Threshold; in
Figure 5.2) determines the initial end-points, and the boundaries are extended until
volume reach the lower threshold (Threshold, in Figure 5.2). In this research, the
upper threshold is 20% of the largest volume in the song clip, and the lower threshold
is 10% of the largest volume in the song clip. In Figure 5.2, there are two segments in
the song clip. Note that Figure 5.2 is just a short example: there are usually more than

10 segments in a song clips in the singing corpus, which is about 30 seconds.

.« B »

Volume

Threshold, /\

Threshold,

Cmm—) Ce—— Tjjne

Segmenty Segment,

Figure 5.2 End-point Detection

15
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5.3 Feature Selection

Features are selected on the basis of previous research [2] [25] and subject

feedback from the questionnaire described in Section 4.

In this study, many features that may be relevant to singing enthusiasm were

applied, but only five features that led to better results were selected. The unselected

features included pitch scoop up or down, the standard deviations of loudness and

roughness, crescendo at the end of segments, crescendo and diminuendo between

segments, a sudden loud voice, and the frequency of using a breathy voice. These

features were not selected because of their insufficient identification accuracy (for

example, it is hard to identify a breathy voice correctly) or because the singing

technique, such as pitch scoop, was seldom used in our singing corpus.

The five selected features were pitch accuracy, vibrato, diminuendo at the end of

segments, the correlation between loudness and pitch, and average roughness. Among

them, pitch accuracy was the most mentioned factor in the questionnaire feedback. If

a singer sings with poor pitch accuracy, listeners may be distracted and find it difficult

to perceive enthusiasm. Vibrato is often used as a feature when evaluating singing. In

a previous study on emotion in singing, vibrato was considered as an indicator of

arousal and enthusiasm [25]. The end of each note is considered to be an important

16
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point in expressing emotion. Diminuendo, which means that the volume decreases
with time, is a common means of expression. According to [2], a loud voice on high
notes expresses enthusiastic, thus, the correlation between loudness and pitch may be
higher in more enthusiastic singing. Roughness is a timbre-related feature, which
becomes higher when a singer sings with a dissonant voice and lower when a singer

sings with a bright voice.

5.4 Low Level Features Extraction

To calculate the five features, three low-level features, including pitch, loudness,

and roughness, are first extracted.

5.4.1 Pitch

The pitch is calculated with unbroken pitch determination using dynamic
programing (UPDUDP) proposed by Chen in 2008 [12]. UPDUDP is a
dynamic-programing-based pitch tracking method considering both periodicity and

smoothness.

To apply UPDUDRP to a frame, the periodicity detection function (PDF) is first
computed based on auto-correlation function (ACF). The concept of ACF is to shift a
frame and calculate the inner product of the overlap part of the shifted frame and the

original frame. The inner product shall be larger when the overlapped parts are more

17
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similar. As a consequence, the shifted sample points with a larger inner product is
more likely to be the pitch period. Given a frame s(i),i = 1,2, ...,n, the ACF is:
n—t
ACF(t) = Z s(i) x s(i + 1),

i=0

where t is the shifted sample points, and ¢t = 1,2, ..., n.

Given that there are m frames in a song clip, an ACF matrix with size m X n
shall be obtained. The objective of UPDUDP is to find the path p =
[p1, - Diy -, Pm] Over the ACF matrix with higher ACF value and smoother pitch
change by dynamic programming. The cost function is defined as follows:

m m-—1

cost(p,0,6) = D ACF(p) + 0% ) Ipi = prsal®

i=1 i=1
where 6 and u are the linear and exponential transition penalty terms for the
difference of pitch in a path of 2 neighboring frames. Reference [13] proposed a
method to tune the penalty terms with binary search for every individual audio signal.
However, this method is time consuming, and the pitch tracking accuracy is adequate
for this system without tuning the penalty terms. Consequently, the penalty terms are

simply set to constants, 8 = 1,u = 2.

To minimize the above cost function with dynamic programing, the

optimum-valued function is:
18
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D(i,j) = ACF;(j) + miny(1,j{D( — 1, k) + 0 X |k — j|},

where i =1,2,..,m (number of frames), and j =1,2,..,n (number of sample

points in a frame). The initial condition is

D(L,j) = ACF,(j),j = 1,2, ...,n.

The optimum cost is minje[; D (m, j).

The path with optimum cost indicates the pitch period of every frame in a song

clip. After obtaining the path, the pitch of a song clip can be easily derived.

5.4.2 Loudness

The loudness is calculated with MA toolbox [14]. MA toolbox is a music (audio)
signal analysis toolbox for Matlab implemented by Elias Pampalk. MA toolbox
provides a function, “ma_sone”, to estimate the loudness sensation. In comparison
with volume which is directly derived from the amplitude of signal, loudness here
considers human perception with auditory model. Sounds with the same volume may

have different sensation loudness level because of the pitch difference.

The detailed algorithm to calculate loudness in MA toolbox is described in [15].
First of all, Fast Fourier Transform (FFT) is applied to calculate spectrum. In this
work, the frame size is 40 ms and the overlap is 30 ms with Hanning window.

19
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Secondly, the spectrum is separated into 20 critical bands according to Bark Scale, a
psychoacoustical scale proposed by Eberhard Zwicker [16]. These critical bands
model cochlea in auditory system. The critical bands are wider in higher frequency.
Third, the spectral masking effect is calculated based on [17]. Spectral Masking effect
is the phenomenon that a quieter sound will be weaken when there is a louder sound
presents simultaneously and has similar frequencies. Finally, the loudness of every
critical band is calculate in decibel sound pressure level (dB-SPL), and then in Sone
based on [18]. One Sone is defined as loudness level of a 1 kHz sound at 40 dB-SPL.

Two Sone is two times louder than 1 Sone, and so on.

After obtaining the sensation loudness level of each critical band, the total
loudness level of a frame is calculated based on [19]. This total loudness level is used

to calculate higher level features in this system (See section 5.4.3 and 5.4.4).

5.4.3 Roughness

Roughness is calculated by MIR toolbox [20]. MIR toolbox provides integrated
music signal processing Matlab functions. The roughness used in this system is
obtained by a function, “mirroughness”. The algorithm used in MIR toolbox to
calculate roughness is proposed by Sethares [21]. Here, roughness means the

perceived dissonance. Any frequency pair of sinusoids has its sensory dissonance
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value, which is defined by Plomp and Levelt [22]. To calculate roughness, the peaks
of a spectrum are first calculated. The average of all the dissonance between all

possible pairs of peaks is the roughness.

5.5 Features Used for Singing Enthusiasm Evaluation

5.5.1 Pitch Accuracy

According to the feedback obtained from the questionnaire mentioned in Chapter
4, pitch accuracy influences the human perception to singers’ enthusiasm. When a
singer sings with terrible pitch accuracy, listeners may be distracted and feel hard to

perceive the enthusiasm.

The pitch accuracy is calculated without knowledge of the original melody. The
method used for pitch accuracy estimation in this system was proposed by Nakano
in 2006 [7]. The pitch of a whole song clip is moved up or down to obtain the best
fitting with a semitone grid, that is, the total distance between the detected pitch in
every frame and its nearest semitone gridline is minimized. The smallest total distance
obtained is used as the pitch accuracy feature here. The smaller the value of this

feature, the better the pitch accuracy of the song clip.
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5.5.2 Vibrato

After observing the singing corpus and human-labeled evaluation results, it is

found that singers tend to sing with vibrato when they sing with enthusiasm, and the

vibrato also makes listeners perceive enthusiasm. There is also a research on singing

emotion expression which considers vibrato an indication of arousal and enthusiasm

[23].

Figure 5.3 shows an example of vibrato. According to previous research on

singing voice analysis [24][25], there are four conditions of vibrato:

(1) Vibrato rate: According to previous research, the vibrato rate is typically

between 5 to 7.5 Hz. However, the vibrato rate range of different type of songs would

be different. After observing some Mandarin pop songs and experiments, the range is

adjusted to 2 to 10 Hz in this research.

(2) Extent: The extent of vibrato is less than 1 semitone.

(3) Regularity: Generally consistent.

(4) Waveform: Approximately sinusoidal.
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Figure 5.3 An example of vibrato
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To identify the vibrato based on pitch according to the above condition, a vibrato

identification method is proposed in this work. The vibrato identification is conducted

with frame size 500 ms and overlap of 250 ms. To identify vibrato in a frame, given

that the pitch vector of the frame is P = p4,p,, ..., pn, the difference between the

maximum pitch and the minimum pitch in a frame, max(P) — min(P), is first

computed. If max(P) — min(P) > two semitones, the system judges that there is

no vibrato in this frame. Secondly, the autocorrelation function (ACF, mentioned in

section 5.4.1) is applied to P’ =p, — p1,p3 — Do, -

yPn — Pn-1- If the maximum

ACEF is larger than 0.04, and the frequency derived from the ACF index is between 2

to 10 Hz, the system judges that there is vibrato in this frame.
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The number of frames with vibrato as a percentage of the total number of frames

is considered the vibrato feature of a song clip in this system.

5.5.3 Diminuendo at the End of Segments

The end of each note is considered an important point to express emaotion.
Diminuendo, which means that the volume becomes lower and lower as time goes on,

is a common expression method.

To detect the diminuendo, the segment information derived from end-point
detection is used (See section 5.2). For segments longer than 400 ms, given that the
loudness of the last 400 ms in a segment is L = [y, 1,, ..., 4o (The frame size is 10
ms), the Pearson product-moment correlation coefficient between L and 40,39, ..., 1
is calculated. If the correlation coefficient is larger than 0.4. It is considered that there

is diminuendo at the end of the segment.

The number of segments with diminuendo as a percentage of the total number of

segments is the diminuendo feature used in this system.

5.5.4 Correlation between Loudness and Pitch
After observing the song clips in singing corpus, it is found that when singers

sing with high enthusiasm, the loudness often goes large along with the pitch goes

high.
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The correlation coefficient between loudness and differences in pitch in every
segment is calculated to represent how the loudness varies with pitch. The value of
this feature would be larger when the singer sings with higher loudness in higher pitch
and sings with lower loudness in lower pitch. There are four steps in the calculation of

this feature for a song clip in this system:

(1) Computation of median: The median pitch and loudness in each segment are
first computed. Given that there are n segments in a song clip, the median pitch of
all segments is PM = pm,, pm,, ...,pm,, and the median loudness values of all

segments is LM = Ilmy,lm,, ..., Im, .

(2) Computation of pitch difference: The pitch difference between adjacent

segments is PM' = pm, — pmy,pmz — pms, ...,pm,, — pm,_;.

(3) Interpolation: To avoid any influence of the number of segments, LM and

PM’ are both normalized to 20 terms, LM and PM’, by interpolation.

(4) Computation correlation coefficient: The Pearson product-moment

correlation coefficient between LM and PM' is calculated as the feature.

5.5.5 Average Roughness

After comparing some clips in the singing corpus with their roughness values, it

is found that song clips with lower human-labeled enthusiasm scores tend to have
25
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higher average roughness. The sound with higher roughness is often more hoarse,

which may have listeners feel less enthusiasm.

Instead of directly calculating the average roughness of the whole of each song
clip, a roughness threshold of 10 is set and only frames with roughness lower than 10
are taken into account because frames with roughness higher than 10 are often with
aspirated consonants or noise. The average of values of roughness lower than the

threshold is taken as a feature for this system.

5.6 Classifier: Support Vector Regression Machine

In this singing enthusiasm evaluation system, Support Vector Regression
Machine (SVR) is applied as the classifier with LIBSVM [26], which is a library
proposed by Chih-Chung Chang for Support Vector Machine (SVR). A brief

introduction to SVR is as below.

SVR, which is proposed by Vladimir N. Vapnik in 1996 [27], is the regression
version of SVM. While the main idea of SVM is to find a hyperplane which divides
training data, that of SVR is to find a hyperplane which predicts output of training
data at most. More specifically, given that the training data set with n songs is
(x1,v1), (x2,92), ., (Xn, yn) € R®> X R, where x; is the five dimensional features
described in Section 5.4, and y; is the human-labeled score. The objective of SVR is
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to find a hyperplane, f(x) = w-x + b, w € R% b € R, such that for every instance
Xi, Vi—fx) <e+&, f(x)—y; <e+§&, where ¢ is a small constant (¢ =
0.001 in this system), and &; and &/ are the smallest nonnegative numbers

satisfying the above inequalities.
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6 System Evaluation Experiment

We evaluate the proposed system with the singing corpus mentioned in Chapter
3 and human-labeled scores described in Chapter 4. A leave-one-singer-out test was
conducted to test each song clip. This test was performed to evaluate the song clips
sung by each participant by the model trained with song clips sung by the other eight
participants. This was performed nine times until all the song clips were evaluated.
The Pearson product-moment correlation coefficient and the root-mean-square error
(RMSE) between human-labeled scores and system-evaluated scores are calculated as
the system evaluation results. Given that the human-labeled scores are H =
hi, hy, ..., hs4, , and the system-evaluated scores are S = s,S,,...,S342. The
correlation coefficient between H and S is

342

Corrcoef(H,S) = 347 — 12( laH H)( ‘GS 5).
i=1

where uy and pg are means of H and S, and oy and gg are standard deviations

of H and S,respectively.
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7 Results and Discussion

7.1 System Evaluation Results
The correlation coefficient between H and S is 0.51. Figure 6.1 shows the
system evaluation results. Each dot represents a song clip. The RMSE between H

and S is 1.41.

System evaluated score

Ground truth

Figure 7.1 System Evaluation Results
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7.2 Comparison between Singer-intended, Human-labeled,
and System-evaluated Enthusiasm
In this section, some discussion and error analysis are conducted based on the

experimental results shown on Table 7.1.

As mentioned in Section 3.2, the singing corpus recording participants were
asked to sing each song twice. Table 7.1 lists the average human-labeled and
system-evaluated scores of the two sets recorded by each participant. Set A is the set
where participants sang with singer-intended enthusiasm, and Set B is the set where
they sang without singer-intended enthusiasm. For each participant, the average
human-labeled score of set A is higher than that of set B. It indicates that the

singer-intended enthusiasm of all participants can be perceived by listeners.

Comparing the system-evaluated scores with the human-labeled scores, there are
some deviations. Three main sources of error were observed. Firstly, because the
accuracy of pitch extraction, pitch accuracy estimate, and vibrato identification are
not perfect, some of the error in the evaluation was generated by errors in these
features. For example, there is only one song clip with evaluation deviation more than
4 (in the set B of participants B). The human-labeled score of the song is 0.55 (the

lowest), and the system-evaluated score is 5.54. The main reason for this song clip
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obtaining the lowest human-labeled score may be the terrible pitch accuracy.

However, because the pitch error of notes in this song clip are often more than 1

semitone, the pitch accuracy estimation method described in section 5.4.1 cannot

estimate the pitch accuracy correctly. The result may be improved if the pitch is only

fit to the semitone gird lines which can compose a harmonic chord.

Secondly, all song clips are evaluated by the same features. The advantage of

applying the same evaluation algorithm to different types of songs is that the songs do

not need to be pre-classified or pre-labeled with emotion types. However, the suitable

emotion expression methods may differ from song to song or even from person to

person. This system may have problems on singer with special singing style while

trying to provide a general singing enthusiasm evaluation model. For example, the

main reason why participant D’s set A obtains low average system-evaluated score is

that the loudness of her songs does not go along with the pitch. It leads to the lower

system-evaluated scores while not all the songs are necessary to be expressed with

high correlation between loudness and pitch. The different emotion expression ways

in different song types will be discussed in detail in Section 7.3.

Thirdly, participant D’s articulation in set B is unclear, but the features this

system used do not include any articulation-related feature. As a consequence,
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system-evaluated scores of songs in participant D’s set B are often higher than

human-labeled scores.

Table 7.1 Average human-labeled scores and system-evaluated scores of all singers

Set A SetB
(With singer-intended enthusiasm) | (Without singer-intended enthusiasm)
Singers | Human-labeled | System-evaluated | Human-labeled | System-evaluated
A 6.88 5.61 6.61 5.80
B 4.95 5.03 3.10 4.38
C 5.38 4.21 2.14 3.23
D 6.51 5.06 2.93 4.74
E 5.17 5.35 4.38 4.97
F 6.19 4.97 4.01 4.76
G 4.15 3.67 3.34 3.48
H 5.84 5.49 4.39 5.02
I 5.10 5.08 3.73 4.69
Average 5.57 4,94 3.85 4.56

7.3 Emotion Expression in Different Song Types

The methods of expressing enthusiasm are different in different song types. As a

consequence, the best features for evaluating singing enthusiasm may differ in

different types of songs. Table 7.2 shows Spearman’s rank correlation coefficients

between the human-labeled scores and the five features of four different types of song

clips in the singing corpus. The Spearman’s rank correlation coefficient was

considered instead of the Pearson product-moment correlation coefficient because the

exact relationship between scores and features may be nonlinear. By observing the
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correlation coefficients, the importance of features in different song types was

revealed.

Pitch accuracy has the lowest correlation coefficient with the scores for songs in

quadrant | of the V-A plane (passionate, happy songs with a fast tempo). This

indicates that listeners tend to have higher pitch error tolerance for this type of songs.

The reason for this may be that the length of the notes of this type of song are often

short, making pitch errors less conspicuous.

The correlation coefficient between the vibrato time and the scores is especially

high for songs in quadrant 11l because sad songs with a slow tempo have more long

tones, which are suitable for employing vibrato.

The diminuendo time has the highest correlation coefficient with the scores for

songs in quadrant 1. For songs in quadrant 11, 111 and IV, notes are often long, causing

singers to naturally perform diminuendo at the end of notes even when singing with

little enthusiasm. In contrast, diminuendo in songs with faster tempo is more likely to

be performed intentionally.

The correlation coefficients between loudness and pitch are low except for songs
in quadrant I. This indicates that performing with high correlation between loudness
and pitch is suitable for passionate songs, but not for other types of songs.
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Roughness has high correlation coefficients with the scores in all the song types

except for those in quadrant | because the notes of songs in quadrant I are often short

and the influence of the timbre of a singing voice is more obvious in longer notes.

There may be another aspect of roughness that is not covered by our singing corpus.

For amateur singers, such as the participants who recorded the singing corpus, high

roughness often means low timbre quality. However, for professional singers, a

guttural voice with high roughness may be used to express a specific emotion.

Table 7.2 Correlation coefficients between human-labeled scores and the five features

for the four song types

Features
Quadrant in Pitch . L Loudness-Pitch
Vibrato | Diminuendo . Roughness
V-APlane | Accuracy Correlation
I -0.05 0.20 0.41 0.41 -0.01
I -0.40 0.31 0.27 0.06 -0.45
i -0.30 0.43 0.21 0.16 -0.28
v -0.28 0.33 0.20 0.09 -0.50
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8 Conclusions

In this work, a system for automatically evaluating singing enthusiasm is
proposed. This system can evaluate songs with multiple phrases without the need for
reference data. The correlation coefficient between the ground truth obtained from an
online questionnaire and the system-evaluated scores was 0.51, as obtained by a
leave-one-singer-out evaluation. The RMSE between the ground-truth and
system-evaluated scores of each song was 1.41. The results indicate that this system
can be applied in karaoke machines and mobile applications. There are three main
sources of error. The first is feature extraction errors such as pitch accuracy estimation
errors, the second is that no articulation-related features were used, and the final
source is that different types of emotion may be expressed in different ways. For
example, vibrato may be more suitable for sad songs than happy songs. The
robustness of this system can be improved by considering the methods of expressing

enthusiasm in different types of songs.
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