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Abstract

After the surgery being taken, the after care of the surgical wound has a great
impact toward the patients’ prognosis. It’s often takes few days even few weeks for the
wound to stabilize. It’s is a great cost of health care and nursing resources.

The advance of image process and machine learning improves the accuracy of
wound assessment and analysis and there are some recent works started on this field of
wound analysis. In our tele-health scenario, we hope the user can use their mobile
device to obtain a accurate result without using high-end camera.

In this literature we proposed an image segmentation algorithm based on edge
detection and Hough transform. We further developed an optimization method based on
unsupervised image segmentation evaluation and genetic algorithm.

The result was evaluated by the image provided by NTUH, division of surgery. We
also implemented an analysis system cooperate with NTUH telehealth center, which has
been used on pacemaker implantation patient.

The result of performing this segmentation algorithm on the data set provided by

v
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NTUH, Division of cardiovascular surgery, achieve the accuracy of 75.7%, after the

optimization of genetic algorithm it achieves 94.3%.

Key word: Image segmentation, Computer Aided Diagnosis, Optimization, Genetic

algorithm, Wound analysis
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Chapter 1 Introduction

1.1 Introduction

Many patients are suffering from wound infection and chronic wounds, which
cause a lot of annual spending in public health care [1]. While the majority of costs are
attributed to hospital admissions and surgery, the majority of long-term care costs are
attributed to home care. Computer aided diagnosis become a major trend of solving
these kind of problems [2]. The telehealth center of National Taiwan University
Hospital devote to reduce the expenditure and the cost of human power in variety of
health care solution, including the development of automatic assessment of surgical
wound. We try to provide a system enable patients to use their mobile device to obtain a
preliminary assessment.

The advance of image process and machine learning improves the accuracy of
wound assessment and analysis [2][3], and there are some recent works started on this
field of wound segmentation and infection analysis [4]. Many studies achieved a high

accuracy of wound analysis, which based on hand craft feature and trained by a large
1
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amount of high-resolution data. However, due to the feasibility of tele-healthcare and
the image capture device, we developed a non-learning based and low quality-needed

algorithm for wound image segmentation and an SVM-based low-data-quantity needed

wound analysis system.

Training Wound Feature Learning &
Image Segmentation extraction Building Model
Testing Wound Feature
Image Segmentation extraction

figure 1 Overview of our application system

Prediction
— Output Result
)

This paper focuses on the development and optimization of wound segmentation
part and present a pipeline algorithm based on adaptive threshold on edge detection and

Genetic Algorithm optimized threshold.

1.2 Image Segmentation

Segmentation is an essential step in image processing, especially in our system, its
give the region of interest of the wound and provide a clean area for predictor to

analysis the wound condition with little information, so a clean and neat wound
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segmentation is important in extracting information.

Digital Image Processing, 3rd edition, R. C. Gonzalez and R. E. Woods, [5]

categorized the segmentation method into three part, region based, data clustering and

edge based segmentation. Over the years a wide range of thresholding techniques has

been developed and considerable research continues nowadays. In our work, we focused

on the edge-based segmentation method. This type of segmentation method generally

applies edge detection operator or edge concept to segment the different region. The

main objective of edge detection method is to adapt an operator to find the edge of

image, and there are several studies working on deciding which edge is relevant to our

interest segmentation region.[6]

Here we develop a robust-edge decision method based on the canny edge detector

to decide whether the edge belongs to the ROI or not. The main idea is to dynamically

decide the strong threshold of canny edge detector. =~ Based on this method we further

developed a threshold-optimizing algorithm to achieve a higher accuracy in image

segmentation.
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1.3 Genetic algorithm

To find the optimize threshold for edge detection and region thresholding, we need
an optimization algorithm. There are several method [7][8] including Simulative
Annealing, Gradient descent, PSO and Genetic algorithm. Here we adapt the genetic
algorithm to solve this problem, the reason of using GA is 1. It is easy to implement. 2.
We don’t need a definite solution but a near optimal convergence. 3. There are several

evaluation functions (Fitness) proved to be useful in image segmentation region

evaluation.
Real World Mathematical
Optlmlzatlon ................ *
Problem Model
A
v
Solution to real | g................ Solution to
problem Model

figure 2 Optimization process.
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GA is an efficient searching tool that was invented by John Holland[[9],although it
doesn’t guarantee the best possible solution, but it provide a optimal or partly optimal
solution by approximation in a relatively short time. It is a powerful stochastic
optimization method, which inspired by nature genetic behavior, providing a
mathematical approach to model a real-world optimizing problem. By using a robust
fitness function, it connects the real world problem to a mathematical model. The
solution of the model is given by a algorithm using GA operators- Initialization,
Selection, Crossover and Mutation, with the approaching of optimal solution to the
mathematic model. By optimizing the fitness function and interpretation, it can project
the solution from model to the real world problem. Further information and detail about

GA will be described in Chapter2.

1.4 Unsupervised Segmentation Evaluation

As mentioned before, Image segmentation is a step to segment out the ROI,
extensive research has been done in creating many different approaches and algorithms
for image segmentation. But we need to define the “Interest” of the segmentation result.

5
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It is difficult to assess whether one algorithm produces more accurate segmentations

than another, or more generally, a measurement of the performance. Further, does it

segment out the region we need? Hence we have to evaluate the result of

segmentation. Zhang et al. [10] classify the evaluation function into to categories,

supervised and unsupervised.

Supervised

Unsupervised

Answer =y’ Find the minimum &y

i@ =y ¥y -»n=4an
L=y, ¥ -v.= 4y,

Evaluation function G(x) Find minimum z

Akl =y Gn) =2z
fx)=y, GO)= 2

figure 3 Supervised vs Unsupervised

Supervised method gives a ground truth to the segmentation result; it is trivial that

we need an “answer” to the question, which is useful when it comes to the comparison

of few segmentation algorithms. Which is also useful when doing a machine learning

model, it can simultaneously feedback to the function and adjust the model parameter to

find out the optimal function f'(X).

On the other hand, unsupervised evaluation does not need the ground truth, it
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gives an evaluation function y = G(x). If the function G(x) is robust enough,

comparing the different y value can evaluate the performance of the algorithm, or in our

scenario, feed back to optimizing the threshold we need.

In order to autonomously select among few possible segmentations within a

segmentation algorithm or a broader application, we applied some unsupervised

evaluation function we found in some relate works [10][11][12]. Due to the criteria of

evaluation is often application-dependent; we work on finding some partial optimal

solution to this problem.
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Chapter 2 Method

2.1 Segmentation Algorithm Pipeline

Robust-Edge | | Skin Region | J Wound
Detection Detection Reconstruction

figure 4 Overview of segmentation algorithm

Our algorithm based on few observations. 1. Skin region pixels are in certain value

of color space, 2. Wound region are the most robust edge area in the skin region. By this

two fact, we developed a system, which can divide into three parts, robust-edge decision,

skin region detection and reconstruction of the wound region. To redeem the bias of

environment and the image capture device, we also perform a color normalization based

on the pixel value near the robust edge region in order to normalize the color value of

skin.

First step is robust-edge detection. We calculate the robustness of each edge

detected by the canny edge detector, to decide the best strong threshold for the canny

operator. Canny operator consists of a Gaussian filter, Non-maxima suppression and
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hysteria threshold. Hysteria threshold means there were 2 thresholds adapted to decide a

pixel to be strong, weak or candidate, strong pixel is the threshold we want while the

weak one isn’t. The candidate threshold than calculate the orientation of the threshold to

be parallel or across the strong edge for the further decision. By choosing the optimal

threshold by calculating the mean gray scale value of separate region create by the edge,

we can optimize the hysteria threshold, and obtain the strongest edge we need by this

algorithm.

Some wound region might be tattered, so it is important to reconnect the edge and

create a more robust edge if necessary. The connection of edge is performed by

connected component labeling and optimized by mean gray pixel value. The edge of the

edge detected by the canny operator will perform this algorithm and decide the

connected pixel is needed or not.
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figure 5 Edge decision algorithm

xbh XP
M 2’1
wx (5T ~ 2

)

Till now, we can obtain the optimal edge we need, but the strongest edge does not
equivalent to the wound, the edge with an exceed gray value might be a background
artifact (noise), the decision of this threshold will be optimized by the GA, which will

be described in the further section.

B Optimal N and
N=0.12 Edge connection

’-’-

figure 6 Adaptive threshold of robust edge detection

Second part of this algorithm is the detection of the skin region, normally the skin

can be decided by a skin color model, Alberto el al[14] proposed a threshold value of

skin model, there are a variety of color space, P. Kakumanu et al [15] compared the

10
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efficiency between different color spaces, and gives a result that HSV color space best

suit for the skin color modeling. So we use HSV color space to perform a skin region

decision model.

0.035<=H <=0.7
0.005<=S<=0.8

0.35<=V<=0.9

{ Skin Region h

A

~>( Nonskin Region )

figure 7 Decision of skin region
Further more, by the robust edge we obtain in the first step, we can decide if the
edge is located in the region accord with the color model, and respectively, decide the
skin region with a robust edge locate in. Due to the color of the wound varies, we can’t
simply exclude the pixel based on the color value, but also the region mean value and

11
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the location of robust edge.

figure 8 Decision of skin region(2)

By combining the two results we obtain in the last two steps, we can almost

guarantee the skin region except some boundary condition. After we segment out the

skin area, we can perform the color normalization step by the average of skin region

pixel value and directly normalized the whole picture with the mean value.

12
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Color normalization

figure 9 Color normalization

The normalized image and the robust edge will than pass to the third step, the

reconstruction of the wound region. It includes Hough transform to detect the wrinkle

count of the segment region and some morphological process to reconstruct the wound.

By applying dilation and erosion operator, we can smooth the edge and connect the

robust edge into a mask of wound.

13
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Procedure:

Step1 Perform a large kernel smoothing on each robust edge. Ex K=1,...,N.

Step2 Calculate the wrinkle near Ex by Skeleton operator and Hough transform.

Step3 Eliminate the edge with exceed color error

Ex = {Ex | lower bound < P(Ex) < upper bound}

Step4 Perform re-segment on the region with large wrinkle in Ex until it achieve

certain wrinkle count.

StepS Compare with the skin region.

Step6 Perform Skeleton and Endpoint operator and connect the outer point to

reconstruct the wound region.

Hough transform is a projection method, which convert the line in an image with

coordinate system xy to another coordinate, the point on the original line will draw a

line in the new coordinate xy’, and the cross point of the line in xy’ represent the

original line in the xy plane. By doing so we can detect the cross point in xy’ plane to

detect any shape which can be described in a equation including line, ellipse, circle, and

14
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rectangle. We use this transformation to detect the wrinkle of region near each robust

edge.

Morphological Delete and Reverse

figure 10 wound reconstruction

Skin region

figure 11 wound reconstruction 2

15
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figure 12 wound reconstruction 3

a. Original wound image.

b. Optimal robust edge.

c. Skeleton of the mask.

d. Reconstruct of the wound region.

By these operators, we can segment the wound region with a satisficing accuracy

while boundary condition and exception still exist. The following part is to

autonomously optimize the threshold to detect noise and artifact of image by threshold.

16
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2.2 Optimize the segmentation

As before mentioned, there exist some boundary condition and special cases that
background noise and artifact might exceed the robustness of the wound, if the pixel
color value also accord with the color model after we perform the normalize, we may

result in a false segmentation. To avoid this condition, we perform a threshold step.

Px = {x|xxy}

P'x = Px — Dx{x|Px > T| < T}

Pxis a set of whole image pixel, and P'x is the exclusion of the pixel value
exceed or under certain threshold value, this threshold value can sometime be empirical,

but an autonomous decision is needed in order to solve these boundary condition.

Heal World Mathematical
Dp“mmahon ................
Problem Model

figure 13 Overview of optimization

To evaluate whether the threshold is acceptable or not, we need some evaluation

function to project the problem to the mathematical field. By choosing a fitness function,

we can equalize the real optimization problem with the mathematical model, once we

17
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solved the model, we can optimize the real problem.

In the introduction section we briefly explained why we need an unsupervised

evaluation. There are some previous study [10][11][17] about unsupervised method of

the segmentation measurement. Most of them are based on entropy. Some other

technique used gray level difference, mean value, busyness, and shape etc. The decision

of the function is often application-wise. Those functions have been divided into

numerous types including quantitative evaluation measures [17]

Here we introduce some functions and the explained why is it suitable to our

application. In Borsotti et al [17] they empirically proposed a quantitative evaluation

function Q(x).

QW) =

1000xXNa

e —

1+logL(R]) L(Rj)

I is the given image, Na is the number of pixels in I, n is the number of regions, Rj
means the jth region, L(Rj) is the number of pixels in jth region and ej is the color error
of jth region.

The first term of Q is a normalization factor and the second term penalizes results

with too many regions. The last term in penalizes simultaneously regions with big color

18
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error and small regions.

This function gives the base idea of evaluation; it’s extract some feature in a given
pixel correlate to the performance of the segmentation. We modified this function to
meet our application. We add a D; value denotes the color error “Density” if the color
difference is distributed in certain small area, which decrease the penalty of wound

region, as our hypothesis. It balanced the homogeneity and numbers of region.

2

O = oo VT E s s + (=22 Fq2

1000xNa L(Rj)

1+log L(Rj)

Lower D value Higher D value

figure 14 Different D value
If the edges are constrained in a more convergence area, D value increases and

suppressing the second terms. ejz was define as :

e2(R}) = Lper; (Cx(@) — C'x(R))’ Eq3

while
19
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Cx(R;) = (Zper € Cx(0))/S; Eq4
Secondly, Chen et al[8] proposed a function Ecw.
Ecw: YL, Y0 jilu(TH = [|CR(P) = CZ(P)||peasp) * Wi j/(Sr * Z)] Eq5
w; ;denotes the jointed length between Ri and Rj, Th is the threshold to judge
difference. C2(P) and C:(P) are pixel feature value for p on original segmented

image.

This function uses inter region color difference defined as the pixels whose color
difference between its original color and the region average color. Jointed length w;
means the boundary length between the region and the separate regions.

Since the wound average color may have a huge difference against skin region and
noise doesn’t guarantee a bigger color difference (if so, it will be detected by Eg-2) and
tend to have a bigger busyness, so we introduce the third function. Zhang et al. [12]
proposed an information theoretic approach for segmentation evaluation, E function,

based on entropy theory and the minimum description length principle (MDL).

20
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Given a segmented image, define Vj as the set of all possible values associated

with the luminance in region j. Lj(m) denotes the number of pixels in region j that have

a value of m for luminance in the original image.

The entropy for region j is defined as:

Lm(Rj) Lm(Rj)

Hy(Rj) = = Xmevj L, 18 TR s Eq 6
Next, they define the expected region entropy of the segmented image,
H,.(I) as:
HA(D) = =3 (2 B (R) Eq7

H,.(I) is the expected entropy of each region. It has a similarity to the first term of

Eq-1, which denotes the squared color error. This entropy has to combine with a term

that penalizing the over-segment. Just like the second term in Eq-2, they introduced a

term called layout entropy

_yn L(Rj)l L(Rj)
J=1 Ng Na

Hl(I) =

Eq8

Finally, they define an evaluation function, E, it denotes a lower intra region

entropy, which means a more homogeneous distribution of pixel and a low inter region

value which indicate a inter-region disparity. Lower entropy means a better

21

d0i:10.6342/NTU201701316



segmentation. Or a more uniformly segmented region. Which is helpful in our

application.

E = H,() + H,(D) Eq 9

Combining these evaluation functions. We can evaluate the region by color
error, region disparity, over-segment and region homogeneity, by these evaluation, we

try to describe the difference between noises, foreground artifact and the wound region.

2.3 Optimization and Genetic algorithm

Mathematical Solution to
Model Model

figure 15 Optimization of the model

Once we describe the problem with a mathematical model, we can solve it with

several techniques. Since this is a multi-objective optimization and we don’t have

enough boundary condition for mathematical approach, we used genetic algorithm for a

partly optimal solution by approximation. Genetic algorithm is a “algorithm” comes

from nature genetic behavior, but different from algorithm, it does not guarantee to stop

at certain condition and no decision variables, its encodes problems into chromosomes

22
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and search from population rather than single point. Most importantly, it uses localized
and randomized operators instead of global, deterministic rules.
First will introduce the encoding procedures and simple GA, take bit flipping as
example, we initial a string of bit as a binary coding, with a fitness function:
f(p) =31p —p*
p can be encoded as a 5 bit string. In each iteration (generation), a possible solution
(individuals) represented as a string. The whole search space contains 25 in this

problem.

Initial a random . :
> oopulation »| Evaluation fitness | « :
.
v

.‘ .......
p = '1000‘] Heprodycef
_10_1 OO Sele:::tlon
11011 v

Mutation

EECRCRC R

figure 16 An example of Simple Genetic Algorithm
23
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This is an easy optimization problem, which can converge relatively quickly and

generate the following result. It is clear that the optimal value is around 15/16.

fitness function: 31p-pA2

figure 17 fitness function of the example

The searching procedure is performed by selection, crossover and mutation, which

is a ‘pseudo-random walk’ in the search space.

First operator is selection, under selection pressure S, we produce S selection from

the whole generation and make them crossover. There are many selection operators, the

basic idea is to select some populations to do crossover, and it may base on rank such as

tournament selection. Randomly pick S populations into a tournament, S is the

tournament size (equivalent to selection pressure) Select the best guy and put it into the

mating pool. Or proportionate selection such as roulette wheel selection, it generate a

24

d0i:10.6342/NTU201701316



probability associate with the fitness for each population. If the fitness for population i

denotes as fi, the probability of selection p; = ﬁ , this kind of probability based
selection tend to convergence faster while it may produce bias. The decision of selection
operator can base on the complexity and the noise of bias.

By selection, we have the candidate of parent population, then perform crossover

operator on them to generate the next population. Crossover also has some different

operators, M-point XO and Uniform Crossover.

M-point XO is randomly or selectively chose M point on parent generation and

performs a crossover inter-string to produce a children generation.

0(0|0|0|0|0|0|O0(O|O(O0|O0|0|0|0|0|0]|O
parents

o e 0 o e e Y 8 e

0(0|010|0|1(|1|1[{0[0O[0|O0(O|O0[1]|1/(1]1
children

(1111 S 1|1 (1|1(1|1 S

figure 18 M-point crossover

25

d0i:10.6342/NTU201701316



Uniform Crossover is a crossover undergoes a probability distribution. Every gene

comes from dad with probability p, from mom with probability (1-p).

parents

children

0|0|0|0|0|0|0|0O|O|O 0|0
D 111
11010(1[0]1]|1]0{0[0O 01
S 1|1 B8 O BRI 1 (1 | 1 1[0

figure 19 Uniform Crossover

Different crossover technique will produce different bias and effect the

convergence of GA, in [19] Eshelman et al discussed the bias of crossover bias,

Predboral Bias

o5

-

oon g

wiphs @ Spin

[ L]

L
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figure 20 Crossover bias

Positional bias described the probability that two genes transfer together depends

on their positions, while distributional bias is about the probability distribution of the

proportion of genes coming from one parent.

Mutation is a random operator to enhance diversity. Each component of every

individual is modified with probability pm, once the mutation happened, the mutate loci

randomly flipped.
1[1Jo[1]o]4 1[1Jo[1]o[1] — [1[1]ol1[1]o]
o[1]1]o[1]o o[1]1]o[1Jo] — [ol1]1]o[o]1
1]oJo[1]o]1 1]1]o[1o[1] — [1[1]1]o]1]o
o[1]1]ololo 0[1[1]o[1]0] — [o]t]o[1]ol1
Initialization Selection Mutation

figure 21 SGA operator
Some GA include replacement and elitism mechanism, Elitism means if the fitness
meets certain criteria, the population might produce the generation inherit the
performance, it makes sense to keep this elite for faster convergence, while doing so
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might also induce bias and the possibility of premature convergence.

Last part of GA is the termination conditions, since it does not guarantee

convergence and only partial optimal, it is a trivial to set the time constraint. Some

literature [18] propose that GA should stop when the solution is converge to certain

satisfactory, or stop when the population lose its diversity. While the time constraint

being chosen, it is a dilemma whether chose a large population and run a fewer

generation or small population with longer duration.

For our optimizing problem, it has multiple objectives with non-conflicting object.

It can achieve simultaneous optimization while there is still diversity between objects.

The more uniform the image is, it is much easier for this algorithm to exclude the right

segmentation, since the optimal threshold will be relatively high, more over, the low

diversity image, or noise-less image is easy for the wound segmentation pipeline to

process. On the other hand, if the input image has higher intra region entropy, lower

threshold will more likely to include more information for Eq-7 to evaluate, but it also

results in a higher color error.

To solve this kind of optimization problem, Konak et al conclude a tutorial [18], a
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general approach to multi-objective optimization is to determine an entire Pareto

optimal solution set or a subset which is representable. Moving between the Pareto set

is always a certain amount of sacrifice between objectives.

It also makes sense to introduce weighted sum to our objectives, each fitness

function was normalized by a scalar.

minz = wlzl(x) + w2z2(x) + -+ + wkzk (x)

Combining all the method we developed a segmentation algorithm and implement

an application system.
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Chapter 3 System architecture

Segmentation system

\ A
- ™

nput |- RobustEdge | Skin Reglon .»  Wound | output
Detection Detection Reconstruction
\ A

A A

optimal

parameter

Genetic Algorithm Optimization

figure 22 System overview

Each image input will go through the segmentation pipeline; GA optimization is an

option since the result is somehow satisfactory, using GA for optimization provides a

boost of accuracy while needs additional computing times. GA is used to optimized the

threshold of edge decision and the threshold of differentiate the noise and skin region.
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Look deeper inside the GA system, we adapted the Vector Evaluate Genetic

algorithm proposed in [[18].

Genetic Algorithm Optimization
Vector Evaluate GA

Ptt=0
' ™
Random initial Evaluation |- Randomly sort | | create 3 object
population Pt subpopulation
- A
(L e '
Meet thi criterion; A 4
: . s ™
: : Crossover
v SRRRRERRLEI TR Mutation
- A
return
figure 23 VEGA

Subpopulation was creating by following step. For each objective k, k=1, ... ,K,(In

our problem, K=3), For i = 1 +(K-1)Ns....,KNj, assign a fitness value f(xi) = zk(xi) to the

ith solution in the sorted population Pt. Based on the fitness value assigned, select N

solutions between the (1+(K-1)Ns)th and (kNs)th solutions of the sorted population to

create subpopulation Px. Combining P1 to Pk and apply Crossover and mutation

operator to create Pw+1. Here we use one point XO and Uniform XO.
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Chapter 4 Result

4.1 Experiment environment

The following experiment was run on intel 17-6700 with 16gb ram and NVIDIA
GTX 970 GPU. With total 127 sample images. 107 with wound and 20 with normal

skin.

4.2 Execution time

Performing the segmentation algorithm on the data set of 127 image, the average
execution time is 23.15 sec, the bottleneck of segmentation algorithm is the robust edge

detection and wound reconstruction.

B Execution time

SRTESAR Y Robust Edge Skin Regian Reconstruction

figure 24 Execution time
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4.3 Segmentation Result

a | b | c
d| e | f

figure 25 Example of the segmentation algorithm

This is an example of the segmentation algorithm, (a) The input image, (b) The

first result of canny edge detector, (c) Result of robust edge detection. (d) Performing

morphological operator on the robust edge and compare with skin color model. (e)

Detection of different region for the wrinkle count. (f) After the wrinkle count, the

algorithm gives a prediction of wound mask. (g) Wound reconstruction starts, this

picture is the result of Skeleton and Endpoint operator. (h) Connect the endpoint to

construct the true skin region. (i) Final result, overlap the reconstructed wound region

and the mask given by (f)
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By performing this segmentation algorithm, it segments out the whole wound

region in 81 picture out of 107.

While some of them are exception cases, the robust edge gives the result of the

background noise or artifact.

figure 26 example of exception

The wrinkle on the patient’s neck exceed the robustness of the wound. Despite

the robust edge did find out the wound region in picture (b) and eliminate the noise f

background clothes by skin region. So we adapt the optimization part.
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4.4 Result of GA Optimization

figure 27 Optimization result

Picture a is the original input. Picture b and c are the different generation of GA

output, since b is a local optimal so it is possible to convergence in b, but by our

evaluation function, we obtain the correct result of the wound in picture e. The

threshold is automatically chosen by the evaluation function, the distribution of fitness

function does not always a simple distribution like the example we see in figure 17. So

the termination was set when the population loose it’s diversity. Following are more

example about how threshold was autonomously chosen by GA optimization
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figure 28 Different threshold of skin region
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Chapter 5 Conclusion

In this literature we proposed an image segmentation method for wound region
segmentation and extraction. Which is of a great use for the following analysis, the
evaluation function does work on our data set while achieving a relatively high accuracy.
The unsupervised evaluation function is mostly empirical and application-dependent,
the function we modified is suitable for our application scenario but also gives a
dilemma between large region and color error. This optimization needs much more
computing power than the original segmentation algorithm which is also a trade off

between speed and efficiency.
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Chapter 6 Future work

We’ll try to propose a more suitable evaluation function to avoid the dilemma of
region problem and give an optimization without using evolutionary algorithm due to
the application scenario of mobile computing, if we can prove the search space to be a
convex, it might be able to use a gradient descent algorithm to achieve the global
optimal. We’ll further implement an integrated system connecting segmentation and

analysis procedure
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