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## 摘要

在這篇論文中，我們趁著這次機會整理了一些關於有限群表現理論基本而重要的結果，例如：判定給定的群他的不可分解（indecomposable）表現及不可分解的整數表現 （integral representations），是否只有有限多種。因爲分裂的代數圆圈（split algebraic tori）會與有限群的整數表現產生對應，所以在此論文的最後一章，我們也介紹了代數圆圈的可分離分裂體（separable splitting fields）定理。在第二章中，我們探討模表現（modular representations），尤其是體（field）的特徵値（characteristic）整除群的元素總個數時。我們介紹了格林對應（Green＇s correspondence），在格林對應之後，我們有了相對投射性（relative projectivity）的概念，進而能多判斷給定的群的不可分解的表現是否有無限多種，同時在模系統（modular system）下我們介紹了格羅滕迪克群 （Grothendieck group）及 cde 三角形。第三章簡單的介紹了整數表現理論以及判斷不可分解的整數表現的有限性的方式。在第四章，我們整理了一些特定有限群的不可分解整數表現，例如元素個數爲質數 p 的循環群，以及元素個數瓜 2 p 的二面體群。在最後一章，我們整理了很多代數圆圈會在他的有限可分離體擴張（finite separable field extension）分裂的不同證明，並且推廣了 Chow 的定理，最後則是給了對於一個代數圆圈，他的分裂體的上限。

## 開鍵字：模表現，整数表現，有限表现频型，代數回困，分裂袙

## Abstract

In the present thesis, we take the opportunity to discuss several basic and important results in representation theory. More precisely we mainly investigate the criterion of finite groups $G$ that are of finite representation type for both $k G$-modules or for $\mathbb{Z} G$-lattices, as well as separable splitting fields of algebraic tori.

In Chapter 2, we consider the theory of representations of finite groups over a field $k$. We focus mainly on the case where the characteristic of $k$ divides the order of the group $G$. This chapter include Green's correspondence and its the connection to the criterion of $k G$ that is of finite representation. We also discuss the structure and relation of Grothendieck groups $R_{k} G$ and $R_{K} G$ in a modular system setting, namely the cde triangle.

In Chapter 3, we give an overview of integral representations based on classical results of Heller and Reiner, which would be useful for further studies. In Chapter 4, we give a description of classification of indecomposable integral representations of cyclic groups of prime order $p$ and dihedral groups of order $2 p$, based on works of Reiner and of Lee.

In the last chapter, we give a connection between algebraic tori and integral representations of finite groups. We give several different proofs of the theorem that any algebraic tori over a field splits over a finite field extension. Besides, we also generalize Chow's theorem to semi-abelian varieties, and give a sharp bound for the splitting fields of algebraic tori.

Keywords: modular representations, integral representations, finite representation type, algebraic tori, splitting fields
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## Chapter 1

## Introduction

This paper is the author's attempt to organize some well-known and important results in representation theory. It includes topics on representations of finite groups over fields of characteristic $p \neq 0$, integral representations of finite groups, as well as some results on algebraic tori which are connected to integral representations.

In Chapter 2, we deal with representations of finite groups over a field $k$ of characteristic $p \neq 0$. The content of this chapter is mainly followed from [36] and [43]. We exhibit some notions and general results concerning $k G$-modules. For example, we discuss Green's correspondence, numbers of irreducible representations up to isomorphism, properties of projective covers, the cde triangle, and a criteria of groups that are of finite representation type. We include the adorable construction in [43] of infinitely many indecomposable non-isomorphic representations of the group $C_{p} \times C_{p}$. Based on general results we learned, we make a detailed study on indecomposable representations of the symmetric group $S_{3}$. This finite group $S_{3}$ will also appear as an example in successive chapters.

In the next two chapters, we introduce integral representations of finite groups. Chapter 3 concerns mainly the finiteness criteria for finite groups. For definitions and basic theorems, we follow mainly the exposition of Curtis and Reiner [10]. Then we are de-
voted to discussing results toward the main theorems of Heller and Reiner ([17] and [18]) on a criterion of $G$ which is of finite representation type. Chapter 4 deals with the classification problem of indecomposable integral representations of special finite groups, namely $G=C_{p}$ a cyclic group of prime order $p$, and $G=D_{p}$ a dihedral group of order $2 p$. The examples in this chapter illustrate an interesting connection between integral representations and algebraic number theory.

The last chapter, Chapter 5, deals with separable splitting fields of algebraic tori. We explain how integral representations of finite groups are related to classification of algebraic tori. This is based on a well-known theorem that any algebraic torus splits over a finite separable field extension. The main part of this chapter provides several different proofs of this well-known theorem from different points of view. We also establish Chow's theorem for semi-abelian varieties and give a sharp bound for the degrees of the splitting fields. The latter uses a classical theorem of Chevalley on invariants of finite reflection groups, results on finite subgroups of $G L_{d}(\mathbb{Q})$ and Hilbert's irreducibility.

## Chapter 2

## The group ring $k G$

In this chapter, our group $G$ is a finite group. Let $A$ be a complete discrete valuation ring with quotient field $K$. Assume that $K$ is of characteristic 0 and the residue field $k$ is of characteristic $p>0$. Assume that $k$ sufficiently large i.e. $k$ contains a $|G|$-th root of unity. Let $k G$ denote the group ring of $G$ over $k$. All $k G$-modules $M$ considered are finitely generated, unless specifically stated otherwise.

The ring structure of the group ring $k G$ and its representations are known when char $k \nmid G \mid$ and $k$ is sufficiently large. In the following, we shall focus on the situation where char $k=p| | G \mid$. We try to understand $k G$ in three ways: studying indecomposable $k G$-modules through Green's correspondence, the (modular) character theory and ring structure of $k G$ itself.

We will first introduce relative projectiveness, vertices and sources. Using these notions, we can describe Green's Correspondence, and obtain information on the number of isomorphism classes of indecomposable $k G$-modules under suitable conditions of $G$. Later, we will give an example of $G$ for which there are infinitely many isomorphism classes indecomposable $k G$-modules. After that, we will give a criterion for $G$ that there are only finitely many indecomposable $k G$-modules up to isomorphism, i.e. $k G$ is of finite representation type.

For the second approach, we exhibit some general results like the cde triangle, projective covers, numbers of irreducible representations over $k$.

At the end, we use results we have discussed about, and obtain more explicit information in the case $G=S_{3}$ and $p=2$ or 3 .

### 2.1 Green's correspondence

For the moment, let $k$ be a field of any arbitrary field. Suppose $U$ is a $k G$-module, $H$ a subgroup of $G$ and $V$ is a $k H$-module. In the following, let $V \uparrow_{H}^{G}$ denote the induced representation of $V$ from $H$ to $G$. Let $U \downarrow_{H}^{G}$ denote the restriction of $U$ to $k H$-module. If $U^{\prime}$ is a direct summand of $U$, then we write $U^{\prime} \mid U$.

We first state different definitions of $H$-projectiveness. These three definitions are actually equivalent by [43] Corollary 11.3.4.

Definition 1. A $k G$-module $U$ is said to be $H$-projective if U is a direct summand of $T \uparrow_{H}^{G}$ for some $k H$-module $T$.

Definition 2. We say a $k G$-module $U H$-projective if for a given exact sequence $0 \xrightarrow{f}$ $E_{1} \xrightarrow{g} E_{2} \rightarrow U \rightarrow 0$ of $k G$-modules, it splits if and only if it splits as $k H$-modules.

Definition 3. We say a $k G$-module $U H$-projective if $U \mid U \downarrow_{H}^{G} \uparrow{ }_{H}^{G}$.

Example 4. Every $k G$-module $U$ is $G$-projective.

Example 5. Since every projective $k G$-module is a direct summand of $(k G)^{n}$, a $k G$ module $P$ is projective if and only if it is $1_{G}$-projective.

Proposition 6. Suppose $U$ is a $Q$-projective $k G$-module with $Q$ a minimal subgroup satisfying this condition. Then this minimal subgroup $Q$ is unique up to conjugacy.

Proof. Suppose there exists a minimal subgroup $Q^{\prime}$ of $G$ such that $U$ is $Q^{\prime}$-projective. Since $U$ is both $Q$ - and $Q^{\prime}$-projective, we have $U \mid U \downarrow \downarrow^{G} \uparrow \uparrow^{G} \downarrow \downarrow^{G}, \uparrow_{Q^{\prime}}^{G}$. From Mackay's formula
(ref. [36] Proposition 22),

$$
\begin{aligned}
U \downarrow_{Q}^{G} \uparrow{ }_{Q}^{G} \downarrow{ }_{Q^{\prime}}^{G} \uparrow{ }_{Q^{\prime}}^{G}=\left(U \downarrow_{Q}^{G} \uparrow_{Q}^{G} \downarrow_{Q^{\prime}}^{G}\right) \uparrow_{Q^{\prime}}^{G} & =\left(\bigoplus_{s \in Q^{\prime} \backslash G / Q}\left(\left(U \downarrow_{Q}^{G}\right)_{s} \downarrow_{s}^{s} Q \cap Q^{\prime}\right) \uparrow_{s} Q_{Q \cap Q^{\prime}}^{Q^{\prime}}\right) \uparrow_{Q^{\prime}}^{G} \\
& =\bigoplus_{s \in Q^{\prime} \backslash G / Q}\left(\left(U \downarrow_{Q}^{G}\right)_{s} \downarrow_{s}{ }^{s} Q_{Q} Q_{Q^{\prime}}\right) \uparrow_{s_{Q \cap Q^{\prime}}^{G}}, \text { where }{ }^{s} Q=s Q s^{-1}
\end{aligned}
$$

Since $U$ is indecomposable, $U$ must be a direct summand of $\left(\left(U \downarrow_{Q}^{G}\right)_{s} \downarrow_{s}^{s} Q \cap Q^{\prime}\right) \uparrow_{s}^{G} Q \cap Q^{\prime}$ for some $s$. Since $Q^{\prime}$ is minimal, we have ${ }^{s} Q \cap Q^{\prime}=Q^{\prime}$. This means that $Q^{\prime}$ is conjugate to a subgroup of $Q$. Similarly, $Q$ is conjugate to a subgroup of $Q^{\prime}$. Hence $Q$ is conjugate to $Q^{\prime}$

Definition 7. Let $U$ be a $k G$-module, and $Q$ a subgroup of $G$ as in Proposition 6. We say $Q$ is a vertex of $U$.

Proposition 8. Suppose $H$ is a subgroup of $G$ such that $|G / H|$ is invertible in $k$. Then every $k G$-module $M$ is $H$-projective.

Proof. See [43] Proposition 11.3.5.

Corollary 9. Suppose $U$ is an indecomposable $k G$-module, chark $=p$, with a vertex $Q$. This $Q$ must be a p-subgroup of $G$.

Proof. Let $H$ be a Sylow $p$-subgroup $P$ of $G$, then by Proposition 8, $M$ is $P$-projective. Hence a vertex of $M$ is a $p$-group.

Proposition 10. Let $U$ be an indecomposable $k G$-module. Suppose $U$ has a vertex $Q$, and one has $U \mid T \uparrow_{Q}^{G}$ for some $k Q$-module $T$. If we choose such $k Q$-module $T$ indecomposable, then $T$ is unique up to conjugacy by an element belongs to $N_{G}(Q)$.

Proof. At first, we choose our $T$ specifically. Observe that since $U \mid U \downarrow_{Q}^{G} \uparrow_{Q}^{G}$ and $U$ is indecomposable, we can choose some indecomposable $k Q$-module $T$ with $T \mid U \downarrow_{Q}^{G}$ such
that $U \mid T \uparrow{ }_{Q}^{G}$. Now suppose there exists an indecomposable $k Q$-module $T^{\prime}$ such that $U \mid T^{\prime} \uparrow_{Q}^{G}$. Since $U \mid T \uparrow_{Q}^{G}$, we have

$$
\left.T\left|U \downarrow_{Q}^{G}\right| T^{\prime} \uparrow_{Q}^{G} \downarrow{ }_{Q}^{G} \text {, and } T^{\prime} \uparrow_{Q}^{G} \downarrow{ }_{Q}^{G}=\bigoplus_{s \in Q \backslash G / Q}\left(T^{\prime} \downarrow_{s}^{Q} Q \cap Q\right)\right)_{s} \uparrow_{s Q \cap Q}^{Q} .
$$

Hence $\left.T \mid\left(T^{\prime} \downarrow_{s^{\prime} Q \cap Q}^{Q}\right)_{s^{\prime}} \uparrow_{s^{\prime} Q \cap Q}^{Q}\right)$ for some $s^{\prime}$. Since $Q$ is a vertex, it is minimal. Therefore, $s^{\prime} Q=Q$. We must have $s^{\prime} \in N_{G}(Q)$.

Definition 11. Let $Q, T, U$ be as in Proposition 10, we say $T$ is a source of $U$.

The following proposition is not directly related to the content of this section. However, this property looks similar to Definition 3, and will be used later.

Proposition 12. For any $k H$-module $V$, we have $V \mid V \uparrow_{H}^{G} \downarrow_{H}^{G}$.
Proof. From Mackay's formula, we have

$$
V \uparrow_{H}^{G} \downarrow_{H}^{G}=\bigoplus_{s \in H \backslash G / H}\left(V \downarrow_{s_{H \cap H}^{H}}^{H}\right)_{s} \uparrow_{s_{H \cap H}^{H}}^{H} .
$$

When $s \in[e]$, we have $V=\left(V \downarrow_{s_{H \cap H}}^{H}\right)_{s} \uparrow_{s_{H \cap H}}^{H}$. Therefore, $V \mid V \uparrow_{H}^{G} \downarrow_{H}^{G}$.

Theorem 13 (Krull-Schmidt-Azumaya). Let $R$ be a complete discrete valuation ring or a field. If $\Lambda$ is an $R$-algebra and finitely generated as $R$-module, then every finitely generated $\Lambda$-module $M$ can be written as $\bigoplus_{i=1}^{n} M_{i}$ with $M_{i}$ indecomposable $R$-modules, and the set counting with the multiplicity $\left\{M_{i}\right\}$ is uniquely determined by $M$.

Proof. See [10] Theorem 6.12.
Theorem 14 (Green's Correspondence). Let $k$ be a field of characteristic $p$. Let $Q$ be a p-subgroup of $G$ and $L$ a subgroup of $G$ containing the normalizer of $Q$ in $G$.
(1). Suppose $U$ is an indecomposable $k G$-module with vertex $Q$, then there exists a unique indecomposable $k L$-module $f(U)$ with vertex $Q$, such that $f(U) \mid U \downarrow_{L}^{G}$. Also if $X \mid U \downarrow_{L}^{G}$ and $X \not \approx f(U)$, then $X$ is $H$-projective, for some $H={ }^{x} Q \cap L$ and $x \in G \backslash L$.
(2). Suppose $V$ is an indecomposable $k L$-module with vertex $Q$, then there exists a unique indecomposable $k G$-module $g(V)$ with vertex $Q$, such that $g(V) \mid V \uparrow_{L}^{G}$. And if $Y \mid V \uparrow_{L}^{G}$ and $Y \not \approx g(V)$, then $Y$ is $H$-projective for some $H={ }^{y} Q \cap Q$, and $y \in G \backslash L$.
(3). Moreover, we have $g f(U) \cong U$, and $f g(V) \cong V$.

Proof. Step 0 : At first, suppose $H$ is the subgroup in (2), then $|H|$ is strictly smaller than $|Q|$. This is because if $|H|$ is equals to $|Q|$, we have $H={ }^{y} Q \cap Q=Q$ for some $y \in G \backslash L$. Therefore, we have $y \in N_{G}(Q) \subset L$, which can not happen. Also, the subgroup $H$ in (1) can not be conjugate to $Q$ under $L$. If so, we have ${ }^{y} Q \cap L={ }^{x} Q$ for some $x \in L$. Consequently, ${ }^{y x^{-1}} Q$ equals to $Q$, hence $y x^{-1} \in N_{G}(Q)$. Therefore, $y$ belongs to $x N_{G}(Q) \subset L$, and we get a contradiction.

Now we prove (2) first.
Step 1: Suppose $V$ has source $T$, then we write $T \uparrow_{Q}^{L}=V \oplus Z$. By Proposition 12, we have

$$
V \uparrow_{L}^{G} \downarrow_{L}^{G}=V \oplus V^{\prime}, Z \uparrow_{L}^{G} \downarrow_{L}^{G}=Z \oplus Z^{\prime} .
$$

Now, we look at $T$ more carefully to understand $V$. We have

$$
T \uparrow_{Q}^{G} \downarrow_{L}^{G}=\bigoplus_{s \in L \backslash G / Q} T_{s} \downarrow_{L \cap^{s} Q} Q^{{ }^{s}}{ }_{s}^{L} L \cap Q=V \oplus V^{\prime} \oplus Z \oplus Z^{\prime} .
$$

Since $V$ has a vertex $Q$, we have

$$
V \oplus Z=T \uparrow_{Q}^{L}=T_{s} \downarrow_{L \cap{ }^{s} Q}^{s_{Q}} \uparrow_{s_{L \cap Q}}^{L}, s \in L .
$$

For indecomposable summands of $V^{\prime}, Z^{\prime}$, they must be ${ }^{s} L \cap Q$-projective, $s \notin L$. However, $L \cap{ }^{s} Q$ is not conjugate to $Q$ under $L$ by the first paragraph. Hence $V \uparrow_{L}^{G} \downarrow_{L}^{G}$ has the unique summand V with vertex $Q$.

Step 2 : (Existence) Now consider $V \uparrow_{L}^{G}$, write $V \uparrow_{L}^{G}$ as direct sum of indecomposable
$k G$-modules. We can pick an indecomposable one, say $U$, such that $U \downarrow_{L}^{G}$ contains $V$ and such $U$ must have a vertex $Q$. We have that $U$ is $Q$-projective. Suppose it has a vertex $Q^{\prime}$ proper subgroup of $Q$ and a source $T^{\prime} . V\left|U \downarrow_{L}^{G}\right| T^{\prime} \uparrow_{Q^{\prime}}^{G} \downarrow_{L}^{G}$, similar to step 1, $V$ must has a vertex strictly smaller than $Q$, contradiction to the minimality of the vertex $Q$.

Step 3 : (Uniqueness) Suppose $U^{\prime} \mid V \uparrow_{L}^{G}$, and $U^{\prime}$ has a vertex $Q^{\prime}<Q<L$. Since $U^{\prime} \left\lvert\, U^{\prime} \downarrow_{L}^{G} \uparrow \frac{G}{G}\right.$, one of indecomposable summands of $U^{\prime} \downarrow_{L}^{G}$ must contain a source of $U^{\prime}$, when we restrict this summand to $Q^{\prime}$. We denote this indecomposable summand by $X$. This $X$ must has vertex a $Q^{\prime}$, otherwise it will contradict with $U^{\prime}$ has a vertex $Q^{\prime}$. Also $X\left|U^{\prime} \downarrow_{L}^{G}\right| V \uparrow_{L}^{G} \downarrow_{L}^{G}$, by step 1, we have that $X$ is $L \cap{ }^{s} Q$-projective. But since $X$ is an indecomposable $k L$-module, we have that $Q^{\prime}$ must be $L$-conjugate to a subgroup of $L \cap{ }^{s} Q$ for some $s \notin L$. Also ${ }^{l} Q^{\prime}<L \cap{ }^{s} Q$ implies $Q^{\prime}<L \cap{ }^{s l^{-1}} Q$. Since $Q^{\prime}<Q$, we have $Q^{\prime}<Q \cap \cap^{\prime} Q$ for $s^{\prime} \notin L$, since $s \notin L$, and we have $Q^{\prime}<Q$. By step 0 , we have that $\left|Q^{\prime}\right| \neq|Q|$, hence $Q^{\prime}$ is a proper subgroup of $Q$.

For proof of (1): Now suppose $U$ is an indecomposable $k G$-module with a vertex $Q$. Since $U$ is also $L$-projective, $U \mid U \downarrow_{L}^{G} \uparrow_{L}^{G}$. Hence $U \downarrow_{L}^{G}$ contains an indecomposable $k L$ module $V$ such that $U \mid V \uparrow_{L}^{G}$. And such a $k L$-module $V$ must have a vertex $Q$ and source $T$ since $U$ has. Now suppose $V^{\prime} \not \approx V$ is another indecomposable summand of $U \downarrow_{L}^{G} \mid T \uparrow{ }_{Q}^{G} \downarrow_{L}^{G}$. By Step 1 of proof (2), $V^{\prime}$ must be ${ }^{x} Q \cap L$-projective for some $x \in L-Q$. By Step 0 , we know that ${ }^{x} Q \cap L$ is not $L$-conjugate to $Q$, hence $V^{\prime}$ is not an indecomposable $k L$-module with a vertex $Q$.

For proof of (3): This follows from

$$
U\left|U \downarrow_{L}^{G} \uparrow G L, V\right| V \uparrow_{L}^{G} \downarrow_{L}^{G},
$$

and the uniqueness of (1), (2).
Theorem 15 (Schur-Zassenhaus). Suppose $G$ is a finite group, and $N$ is a normal
subgroup of $G$ such that the order of $G / N$ is coprime to the order of $N$. Then $G$ is a semidirect product of $N$ and $G / N$.

Proof. See [11] Theorem 17.4.39.

Definition 16. We let $S_{k}(G)$ denote the set of all non-isomorphic simple $k G$-modules.

Proposition 17. Suppose $G$ is a finite group with the (unique) normal Sylow p-subgroup $P$ cyclic of order $p^{n}$. Hence $G$ is a semi-direct product of $P$ and a subgroup $K$ with $|K|$ coprime to $p$. Then the number of isomorphism classes of indecomposable $k G$-modules is $p^{n} \cdot\left|S_{k}(K)\right|$.

Proof. See [43], Corollary 11.2.2.

Corollary 18. Suppose $G$ has a Sylow p-group $P$ of order $p$, then there are

$$
(p-1) \cdot\left|S_{k}\left(N_{G}(P)\right)\right|+\left|S_{k}(G)\right|
$$

indecomposable $k G$-modules.

Proof. By the Schur-Zassenhaus Theorem, we have $N_{G}(P)=P \rtimes K$. And we have $\left.\left|S_{k}\left(N_{G}(P)\right)\right|=\mid S_{k}(K)\right) \mid($ cf. [43], Corollary 6.2.2). By Proposition 17, there are $p$. $\left|S_{k}\left(N_{G}(P)\right)\right|$ non-isomorphic classes of $k N_{G}(P)$-modules. Since there are $\left|S_{k}\left(N_{G}(P)\right)\right|$ indecomposable projective $k G$-modules (up to isomorphism), i.e. 1-projective, $p \cdot\left|S_{k}\left(N_{G}(P)\right)\right|-$ $\left|S_{k}\left(N_{G}(P)\right)\right|$ of them must be $P$-projective. By Green's correspondence, there are $p\left|S_{k}\left(N_{G}(P)\right)\right|-$ $\left|S_{k}\left(N_{G}(P)\right)\right|$ indecomposable and not projective $k G$-modules with a vertex $P$, and $\left|S_{k}(G)\right|$ indecomposable projective $k G$-modules.

Definition 19. A ring $R$ is said to be of finite representation type, if there are only finitely many isomorphism classes of indecomposable $R$-modules.

Proposition 20. Let $k$ be a field of characteristic $p$ and $P$ be a Sylow $p$-subgroup of $G$. Then $k G$ is of finite representation type if and only if $k P$ is of finite representation type.

Proof. $(\Rightarrow)$ : For an indecomposable $k P$-module $V$, we have $V \mid V \uparrow_{P}^{G} \downarrow_{P}^{G}$. Since $V$ is $k P$-indecomposable, $V \mid U \downarrow_{P}^{G}$ for some indecomposable $k G$-summand $U$ of $V \uparrow_{P}^{G}$. Since $k G$ is of finite representation type and by Theorem 13 for any indecomposable $k G$-module $U$, we have that $U \downarrow_{P}^{G}$ has only finitely many indecomposable $k P$-summands. Our $k P$ can only be of finite representation type.
$(\Leftarrow)$ : By Proposition 8 , we know that every indecomposable $k G$-module $U$ must be $P$-projective, and $U \mid V \uparrow_{P}^{G}$ for some indecomposable $k P$-module $V$. Again, by Theorem 13 and finiteness of $k P, k G$ can only be of finite representation type.

If we assume the following Example in Section 2.2 and using the proposition above, we get a criterion of $G$ that $k G$ is of finite representation type.

Proposition 21. Let $P$ be a cyclic p-group of order $q=p^{n}, k$ be a field of characteristic $p$, then $k P$ is of finite representation type.

Proof. Suppose $M$ is an indecomposable $k P$-module with the representation $\rho: P \rightarrow$ GL $(M)$, and $P$ is generated by $g$. Clearly, $\rho(g)^{q}=i d$. Since characteristic of $k=p$, $(\rho(g)-i d)^{q}=0$. Since $M$ is indecomposable, there are only one Jordan block of $\rho(g)$, and the size of Jordan block is not bigger than $q$. Particularly, $\operatorname{dim}_{k} M \leq q$. Hence there are only finitely many indecomposable $k P$-modules up to isomorphism.

Theorem 22. Let $k$ be a field of characteristic $p$. Then $k G$ is of finite representation type if and only if any of its Sylow p-subgroup is cyclic.

Proof. By Proposition 20, it is equivalent to prove that $k P$ has finite representation type if and only if it is cyclic. By Proposition 21, we know that if $P$ is cyclic then $k P$ is of finite representation type. Now suppose $P$ is not cyclic. Considering the Frattini subgroup $\Phi(P)$ of $P$ (cf. [11] p. 199), we have that $P / \Phi(P) \cong C_{p}{ }^{d}$. Since $P$ is not cyclic, we have $d \geq 2$. Therefore, $C_{p} \times C_{p}$ is a homomorphic image of $P$. In Section 2.2 we will show that $k C_{p} \times C_{p}$ is not of finite representation type. Since any indecomposable
$k C_{p} \times C_{p}$-module can be also viewed as an indecomposable $k P$-module, $k P$ is not of finite representation type.

### 2.2 Infinitely many indecomposable representations

Suppose our $G$ is $C_{p} \times C_{p}=\langle a\rangle \times\langle b\rangle$ and $k$ is a field of characteristic $p$. Consider $M_{2 n+1}$ a $k G$-module of dimension $2 n+1$ with basis $\left\{u_{n}, u_{n-1}, \cdots, u_{1}, v_{0}, v_{1}, \cdots, v_{n}\right\}$, and define the action of $G$ on $M_{2 n+1}$ by

$$
\begin{gathered}
(a-1) \cdot u_{i}=v_{i-1},(b-1) \cdot u_{i}=v_{i} \\
(a-1) \cdot v_{i}=0,(b-1) \cdot v_{i}=0
\end{gathered}
$$

Here 1 above is the identity element $(1,1)$ of $G$.


To see this is really an action of $G$ on $M_{2 n+1}$, we need to check $s(t \cdot x)=(s t) \cdot x$. So we need to check that $(a-1)(b-1) x=(b-1)(a-1) x=0=(a b-b-a+1) x$ and $0 x=\left(a^{p}-1^{p}\right) x=(a-1)^{p} x=(b-1)^{p} x=0 x=0$. These can be computed directly.

Since $n$ is arbitrary, once we prove that each $M_{2 n+1}$ is indecomposable, we have infinitely many indecomposable $k G$-modules. We prove this in two ways.

The first one is to prove that the endomorphism ring $E=\operatorname{End}_{k G}\left(M_{2 n+1}\right)$ is a local ring, then by [10] Proposition 6.10, $M_{2 n+1}$ is indecomposable $k G$-module. We can use the
similar argument to prove that $\mathbb{Z}[X] /\left(p^{2}, X^{2}, p X\right)$ is a ring not of finite representation type. In the second proof, we use the relation of dimensions of $k G$-submodules to get a contradiction.

Proposition 23. The $k G$-module $M_{2 n+1}$ is indecomposable.

Proof. First, we choose an ordered basis $\mathscr{B}=\left\{v_{0}, v_{1}, \ldots, v_{n}, u_{1}, \ldots, u_{n}\right\}$ and let $S=a-1$ and $R=b-1$. Suppose $T \in E, T\left(v_{j}\right)=\sum_{i=0}^{n} a_{i, j} v_{i}+\sum_{i=1}^{n} b_{i, j} u_{i}$ and $T\left(u_{j}\right)=\sum_{i=0}^{n} a_{i, j}^{\prime} v_{i}+\sum_{i=1}^{n} b_{i, j}^{\prime} u_{i}$.

Since

$$
\begin{array}{r}
S T\left(v_{j}\right)=S\left(\sum_{i=0}^{n} a_{i, j} v_{i}+\sum_{i=1}^{n} b_{i, j} u_{i}\right)=\sum_{i=1}^{n} b_{i, j} v_{i-1} \\
T S\left(v_{j}\right)=T(0),
\end{array}
$$

we have $b_{i, j}=0$ for $0 \leq j \leq n, 1 \leq i \leq n$.
Since

$$
\begin{array}{r}
S T\left(u_{j}\right)=S\left(\sum_{i=0}^{n} a_{i, j}^{\prime} v_{i}+\sum_{i=1}^{n} b_{i, j}^{\prime} u_{i}\right)=\sum_{i=1}^{n} b_{i, j}^{\prime} v_{i-1} \\
T S\left(u_{j}\right)=T\left(v_{j-1}\right)=\sum_{i=0}^{n} a_{i, j-1} v_{i}
\end{array}
$$

we have

$$
a_{n, j}=0, \quad 0 \leq j \leq n-1,
$$

and

$$
b_{i, j}^{\prime}=a_{i-1, j-1}, 1 \leq i, j \leq n .
$$

Using $T R\left(u_{j}\right)=R T\left(u_{j}\right)$, we have

$$
\begin{array}{r}
T R\left(u_{j}\right)=T\left(v_{j}\right)=\sum_{i=0}^{n} a_{i, j} v_{i} \\
R T\left(u_{j}\right)=R\left(\sum_{i=0}^{n} a_{i, j}^{\prime} v_{i}+\sum_{i=1}^{n} b_{i, j}^{\prime} u_{i}\right)=\sum_{i=1}^{n} b_{i, j}^{\prime} v_{i}
\end{array}
$$

hence we have

$$
a_{0, j}=0,1 \leq j \leq n
$$

and

$$
a_{i, j}=b_{i, j}^{\prime}=a_{i-1, j-1}, 1 \leq i, j \leq n
$$

Using these equations, we have:

$$
[T]_{\mathscr{B}}=\left[\begin{array}{cccc|cccc}
a_{0,0} & 0 & \cdots & 0 & & & & \\
0 & \ddots & \ddots & \vdots & & & * & \\
\vdots & \ddots & \ddots & 0 & & & & \\
0 & \cdots & 0 & a_{0,0} & & & & \\
\hline & & & & a_{0,0} & 0 & \cdots & 0 \\
& 0_{n, n+1} & & 0 & \ddots & \ddots & \vdots \\
& & & & \ddots & \ddots & 0 \\
& & & & \cdots & 0 & a_{0,0}
\end{array}\right] \text {, the left upper block is of size } n+1 \times n+1 .
$$

If the diagonal entries of $[T]_{\mathscr{B}}$ are zero, then $T$ is nilpotent, hence $T$ belongs to $\operatorname{Rad}(E)$. Also $c I \notin \operatorname{Rad}(E)$, for $c \neq 0$, and hence we have $E / \operatorname{Rad}(E) \cong k$. Therefore, $E$ is a local ring and by [10] Proposition 6.10, $M_{2 n+1}$ is an indecomposable $k G$-module.

Now we give the second proof. We have $M_{2 n+1}=U \oplus V$ as $k$-modules, where $U=$
$\left\langle u_{0}, \cdots, u_{n}\right\rangle_{k}$ and $V=\left\langle v_{1}, \cdots, v_{n}\right\rangle_{k}$. Suppose that $M_{2 n+1}$ is a decomposable $k G$-module. Then $M_{2 n+1}=M_{1} \oplus M_{2}$. We have $V=R M_{2 n+1}+S M_{2 n+1}=V_{1} \oplus V_{2}$, where $V_{1}:=$ $R M_{1}+S M_{1} \subset M_{1}$ and $V_{2}:=R M_{2}+S M_{2} \subset M_{2}$. We have $M_{1} / V_{1} \xrightarrow{\sim} U_{1}:=\overrightarrow{M_{1}} \cap U$ and $M_{2} / V_{2} \xrightarrow{\sim} U_{2}:=M_{2} \cap U$. Since $M=M_{1} \oplus M_{2}$ and $M / V \xrightarrow{\sim} U$, we have $U=U_{1} \oplus U_{2}$. Then we have a decomposition $M_{2 n+1}=U_{1} \oplus U_{2} \oplus V_{1} \oplus V_{2}$ of vector spaces, and the dimension of $V_{1} \oplus V_{2}$ is $n+1$.

Suppose we can prove that

$$
\operatorname{dim}\left(V_{i}\right)=\operatorname{dim}\left(S\left(U_{i}\right)+R\left(U_{i}\right)\right)>\operatorname{dim}\left(U_{i}\right),
$$

then we have $\operatorname{dim}\left(V_{1}+V_{2}\right)=n+1 \geq \operatorname{dim}\left(U_{1}+U_{2}\right)+2=n+2$, which can not happen. Then we have done.

Note that for a vector space $V$ and any two arbitrary subspaces $W_{1}, W_{2}$, we have $\operatorname{dim}\left(W_{1}\right)+\operatorname{dim}\left(W_{2}\right)-\operatorname{dim}\left(W_{1} \cap W_{2}\right)=\operatorname{dim}\left(W_{1}+W_{2}\right)$.

Let $W=U_{1}, W_{1}=S(W)$ and $W_{2}=R(W)$. Since the maps $S$ and $R$ are injective from $U \rightarrow V$, we have $\operatorname{dim}(W)=\operatorname{dim}\left(W_{1}\right)=\operatorname{dim}\left(W_{2}\right)$. Since $\operatorname{dim}\left(W_{1}+W_{2}\right)=\operatorname{dim}\left(V_{1}\right)$ and $\operatorname{dim}\left(U_{1}\right)=\operatorname{dim}(W)$, it is easy to show that the condition $\operatorname{dim}\left(V_{1}\right)>\operatorname{dim}\left(U_{1}\right) \Leftrightarrow$ $\operatorname{dim}(W)>\operatorname{dim}\left(W_{1} \cap W_{2}\right)$. The latter is equivalent to $W_{1} \neq W_{2}$.

Suppose that $W$ is contained in a subspace $\left\langle u_{i}, u_{i+1}, \ldots, u_{j}\right\rangle$, where $[i, j]$ is the minimal internal with this condition; that is possible since $M_{2 n+1}$ is finite-dimensional. Then

$$
W_{1}:=S(W) \subset\left\langle v_{i-1}, \ldots, v_{j-1}\right\rangle, \quad W_{2}:=T(W) \subset\left\langle v_{i}, \ldots, v_{j}\right\rangle
$$

Suppose $W_{1}=W_{2}$, we have

$$
W_{1}=W_{2}=W_{1} \cap W_{2} \subset\left\langle v_{i}, \ldots, v_{j-1}\right\rangle, W \subset\left\langle u_{i+1}, \ldots, u_{j}\right\rangle
$$

However, the result that $W \subset\left\langle u_{i+1}, \ldots, v_{j}\right\rangle$ contradicts with the minimality of $[i, j]$. Therefore, we prove that $\operatorname{dim}\left(V_{1}\right)>\operatorname{dim}\left(U_{1}\right)$, and similarly that $\operatorname{dim}\left(V_{2}\right)>\operatorname{dim}\left(U_{2}\right)$. This follows that $M_{2 n+1}$ is an indecomposable $k G$-module.

Since $M_{2 n+1}$ is indecomposable and $n$ can be chosen arbitrary, the ring $k G=k C_{p} \times C_{p}$ is not of finite representation type.

### 2.3 Another example of infinitely many indecomposable modules

In this section, the algebra we consider is not a group ring. Let $B:=\mathbb{Z} /\left(p^{2}\right)$ and $R:=B[X] /\left(p X, X^{2}\right)=\mathbb{Z}[X] /\left(p^{2}, p X, X^{2}\right)$. Consider a free $B$-module $F$ of rank $2 n+1$ with basis $\mathscr{B}=\left\{v_{0}, v_{1}, \ldots, v_{n}, u_{1}, \ldots u_{n}\right\}$. Let $M_{2 n+1}$ be the $R$-module which is the quotient of $F$ by the following relations:

$$
\begin{aligned}
p u_{i} & =v_{i}, X u_{i}=v_{i-1}, \\
p v_{i} & =0, X v_{i}=0 .
\end{aligned}
$$

Suppose $T \in \operatorname{End}_{R}\left(M_{2 n+1}\right)$, similar to the first proof of Proposition 23, we have

$$
[T]_{\mathscr{B}}=\left[\begin{array}{cccc|ccc}
a_{0,0} & 0 & \cdots & 0 & & & \\
0 & \ddots & \ddots & \vdots & & & \\
\vdots & \ddots & \ddots & 0 & & & \\
0 & \cdots & 0 & a_{0,0} & & & \\
\hline & & & & a_{0,0} & 0 & \cdots \\
& 0_{n, n+1} & & 0 & \ddots & \ddots & \vdots \\
& & & & \ddots & \ddots & 0 \\
& & & & \cdots & 0 & a_{0,0}
\end{array}\right]
$$

Since $v_{i}$ is annihilated by $p$, we have $a_{0,0} \in \mathbb{F}_{p}$. Therefore, we have $\operatorname{End}_{R}\left(M_{2 n+1}\right) / \operatorname{Rad}\left(\operatorname{End}_{R}\left(M_{2 n+1}\right)\right) \cong$ $\mathbb{F}_{p}$. Consequently, $M_{2 n+1}$ is $R$-indecomposable. This shows that the Artinian ring $R=\mathbb{Z}[X] /\left(p^{2}, p X, X^{2}\right)$ is not of finite representation type.

### 2.4 General results of $k G$

In this section, we study the cde triangle and projective covers for $k G$-modules. Our reference is [36]. Recall that we assume $A$ is a complete discrete valuation ring with quotient field $K$. The characteristic of residue field $k$ is $p$ dividing the order of $G$, and the characteristic of $K$ is 0 . Let $F_{k}(G)$ be a free abelian group generated by all isomorphism classes of $k G$-modules, and $F_{k}^{+}(G)$ be the subset of $F_{k}(G)$ generated by all isomorphism classes of $k G$-modules with coefficients in $\mathbb{Z}_{\geq 0}$. Let $Q_{k}(G)$ be the subgroup of $F_{k}(G)$, generated by $E-E^{\prime}-E^{\prime \prime}$ if there is a $k G$-exact sequence $0 \rightarrow E^{\prime} \rightarrow E \rightarrow$ $E^{\prime \prime} \rightarrow 0$. Let $R_{k}(G)$ denote the Grothendieck group of finitely generated $k G$-modules, i.e. $R_{k}(G):=F_{k}(G) / Q_{k}(G)$. We denote by $[E]$ the image of an element $E \in F_{k}(G)$ in $R_{k}(G)$. Let $R_{k}^{+}(G)$ be the image of $F_{k}^{+}(G)$ in $R_{k}(G)$, i.e. the element of $F_{k}^{+}(G)$ is $[E]$ for some $k G$-module $E$.

Example 24. Let $G$ be $C_{2}=\langle a\rangle$, and $k=\mathbb{F}_{2}$. Consider the regular representation $\mathbb{F}_{2} G$, the trivial representation $U$ is inside $\mathbb{F}_{2} G$. The trivial representation is the only one representation of dimension 1 . If $U$ is a direct summand of $\mathbb{F}_{2} G$, then we can decompose $\mathbb{F}_{2} G$ as $U \oplus V$, and $V=\operatorname{Span}\{a\}$, or $\operatorname{Span}\{e\}$ by observing the elements of $\mathbb{F}_{2} G$. However, either case contains $U$, which is impossible. We have that $0 \rightarrow U \rightarrow \mathbb{F}_{2} G \rightarrow U \rightarrow 0$, so $\left[\mathbb{F}_{2} G\right]=2[U]$, however $\mathbb{F}_{2} G \not \not 二 U \oplus U$.

We use the similar way to define $R_{K}(G)$ for a field $K$ of characteristic zero. Since $K G$ is semisimple, any short $K G$-exact sequence $0 \rightarrow E^{\prime} \rightarrow E \rightarrow E^{\prime \prime} \rightarrow 0$ splits. This means that $[E]=\left[E^{\prime}\right]+\left[E^{\prime \prime}\right]$ if and only if $E=E^{\prime} \oplus E^{\prime \prime}$. Hence the Grothendieck group $R_{K}(G)$ is isomorphic to the free abelian group generated by characters defined over $K$. Denote the image of all finitely generated $K G$-modules in $R_{K}(G)$ by $R_{K}^{+}(G)$.

For $P_{k}(G)$, we use the same way but only consider projective $k G$-modules. Using the projectivity, any projective $k G$-module is a direct sum of indecomposable ones. Thus the subgroup $P_{k}(G)$ is just the free abelian group generated by isomorphism classes of indecomposable projective $k G$-modules. Let $P_{k}^{+}(G)$ be the semi-subgroup of $P_{k}(G)$ generated by isomorphism classes of indecomposable projective $k G$-modules with coefficients in $\mathbb{Z}_{\geq 0}$.

Once we have defined the abelian groups $R_{k}(G), R_{K}(G), P_{k}(G)$, we can draw a triangle, which is described as follows.

For any element of $P_{k}^{+}(G)$, we can consider its image in $R_{k}^{+}(G)$. Hence we get an additive map from $P_{k}^{+}(G) \rightarrow R_{k}^{+}(G)$, and extend it to a homomorphism $c: P_{k}(G) \rightarrow R_{k}(G)$.

Here is a way to obtain a $k G$-module from a $K G$-module. Suppose $V$ is a $K G$-module. Choose an arbitrary lattice $L_{1}$ of $V$, i.e. $L_{1}$ is finitely generated $A$-module in $V$, and $L_{1}$ spans $V$ with $K$ coefficient. We can get an $A G$-module $L_{2}=\sum_{g \in G} g L_{1}$. Consider the
quotient module $L_{2} / \mathfrak{m} L_{2}=\overline{L_{2}}$, and then it is a $k G$-module we get from $V$, called the reduction $\bmod \mathfrak{m}$ of $L_{2}$.

Proposition 25. For all $k G$-modules of reduction from the same $K G$-module, their images in $R_{k}(G)$ are the same.

Proof. See [36], Theorem 32.
Therefore, we have an additive map from $R_{K}^{+}(G) \rightarrow R_{k}^{+}(G)$ and extend it to a homomorphism $d: R_{K}(G) \rightarrow R_{k}(G)$.

The assumption at the beginning of this chapter that $A$ is a complete discrete valuation ring with residue field $k$ leads to the following proposition.

Proposition 26. For any projective $k G$-module $E$, there is a unique projective $A G$ module such that its reduction is isomorphic to E. Moreover, for any projective $A G$ module, its reduction is a projective $k G$-module.

Proof. See [36], Proposition 42.
By this proposition, we can identify $P_{k}(G)$ and $P_{A}(G)$. Given a projective $A G$-module, after tensoring $K$ over $A$, we get a $K G$-module. After identifying $P_{k}(G)$ and $P_{A}(G)$, we have the last homomorphism $e: P_{k}(G) \rightarrow R_{K}(G)$.

At the end, we have a cde triangle with homomorphisms $c, d$, $e$. Further, this diagram commutes by the definition of $d$.


Definition 27. Let $M$ be a $k G$-module and $P$ be a projective $k G$-module. We call $P$ a projective cover (envelope) of $M$ if there exists a surjective homomorphism $\phi: P \rightarrow M$ such that for any proper submodule $Q$ of $P, \phi(Q) \neq M$.

Proposition 28. (1) Every $k G$-module $M$ has a projective cover unique up to isomorphism.
(2) Suppose $P_{i}$ is the projective cover of $E_{i}$, then $\bigoplus P_{i}$ is the projective cover of $\bigoplus E_{i}$.
(3) Every projective $k G$-module $P$ is the projective cover of its maximal semisimple quotient $E$, i.e. every semisimple quotient of $P$ will factor thrugh $E$.

Proof. See [36], Proposition 41.
Remark 29. Proposition 28 says that for every $M$, it has a unique projective cover, but the converse is not true. More precisely, non isomorphic $k G$-modules may have the isomorphic projective covers. For example, given a non semisimple $k G$-module $M$, by (3), we know its projective cover $P$ can also be the projective cover of the maximal semisimple quotient of $P$.

Remark 30. Let $\mathfrak{r}$ be the radical of $k G$, the maximal semisimple quotient in (3) is $P / \mathfrak{r} P$.
By (3) and (2) of Proposition 28, every indecomposable projective module is the projective cover of a simple module. Conversely, the projective cover of a simple module is an indecomposable projective module by (3) and the definition of projective covers.

Suppose $E$, and $E^{\prime}$ are two non-isomorphic simple $k G$-modules, and we denote their projective covers by $P_{E}$, and $P_{E^{\prime}}$, respectively. By Remark $30, P_{E}$, and $P_{E^{\prime}}$ are not isomorphic.

From the discussion above, we have a one-one correspondence between indecomposable projective $k G$-modules and simple $k G$-modules. As mentioned before, $P_{k}(G)$ is a free abelian group with basis of indecomposable projective $k G$-modules. Combining these two results, we have the following proposition.

Proposition 31. The set $\left\{\left[P_{E}\right]\right\}$, for $E \in S_{k}(G)$, forms a basis of $P_{k}(G)$.
Definition 32. Let $p$ be a prime number. An element $g \in G$ is said to be $p$-regular if its order is prime to $p$. Conjugacy classes of $p$-regular elements are called $p$-regular conjugacy classes.

Recall that if $K$ is a field of characteristic 0 and it is sufficiently large, then the number of irreducible representations of $G$ over $K$ is the number of conjugacy classes of $G$ (cf. [36], Theorem 7). Now, we also have a description of the number of irreducible representations of $G$ over $k$ of characteristic $p$.

Theorem 33. If $k$ is a sufficiently large field and of characteristic $p$, then the number of irreducible representations of $G$ over $k$ is the same as the number of p-regular conjugacy classes of $G$.

Proof. See [36], Theorem 42.

### 2.5 The example $G=S_{3}$

Now we use what we have known to look at the modular representations of symmetric group $S_{3}$ more closely.

Case $k=\mathbb{F}_{2}$ :

There are two 2-regular conjugacy classes of $S_{3}$. By Theorem 33, we know that there are at most two simple- $\mathbb{F}_{2} S_{3}$-modules up to isomorphism. We denote the trivial representation by $U$ and denote by $V$ the 2 dimensional representation over $\mathbb{F}_{2}$ generated by $\left\{e_{1}-\right.$ $\left.e_{2}, e_{2}-e_{3}\right\}$ in the standard representation, i.e. $S_{3}$ permutes the basis $\left\{e_{1}, e_{2}, e_{3}\right\}$ of the standard representation. We know $U$ is the only representation of $S_{3}$ over $\mathbb{F}_{2}$ of degree 1. Also we can compute directly that there does not exist a subrepresentation $M$ of $V$ such that $M \cong U$. Therefore, $V$ is an irreducible representation of $S_{3}$.

Since indecomposable projective modules are direct summands of $\mathbb{F}_{2} S_{3}$, we can find all indecomposable projective $k G$-modules by finding the idempotents of $\mathbb{F}_{2} S_{3}$.

We know that the Sylow 2-subgroup of $S_{3}$ is cyclic, hence by Theorem 22, $\mathbb{F}_{2} S_{3}$ is of finite representation type. By Corollary 18, we can know that there are (2 -

1) $\left|S_{k}\left(N_{G}(P)\right)\right|+\left|S_{k}\left(S_{3}\right)\right|=(2-1)\left|S_{k}\left(C_{2}\right)\right|+\left|S_{k}\left(S_{3}\right)\right|=1+2=3$ isomorphism classes of indecomposable $\mathbb{F}_{2} S_{3}$ modules. It might be weird that there are two simple $\mathbb{F}_{2} S_{3}$-modules and two indecomposable projective $\mathbb{F}_{2} S_{3}$-modules, but only three indecomposable $\mathbb{F}_{2} S_{3}$ modules. Actually, one of the simple modules is projective.

Suppose $\tau, \sigma \in S_{3}, \tau=(123), \sigma=(12)$. Let $e_{1}=1+\sigma+\tau+\sigma^{2} \tau \in \mathbb{F}_{2} S_{3}$. We have $e_{1}^{2}=e_{1}$, hence it is an idempotent of $\mathbb{F}_{2} S_{3}$. Let $W$ be the $\mathbb{F}_{2} S_{3}$-module $\mathbb{F}_{2} S_{3} e_{1}$. We have

$$
v_{1}:=1 e_{1}=\tau e_{1}, v_{2}:=\sigma^{2} e_{1}=\tau \sigma e_{1}, v_{3}:=\sigma e_{1}=\tau \sigma^{2} e_{1}=v_{1}+v_{2},
$$

and then we find out $W \cong V$ as $\mathbb{F}_{2} S_{3}$-modules. Since $W$ is projective and simple, $W$ is the projective cover of itself.

Let $e_{2}=1+\tau+\tau^{2}$. It is easy to compute that $e_{2}^{2}=e_{2}$ and $e_{2}$ is a primitive idempotent. We have that $\mathbb{F}_{2} S_{3} e_{2}$ is a projective indecomposable $\mathbb{F}_{2} S_{3}$-module. Since $e_{2}+\sigma e_{2}$ is fixed by $S_{3}$, the module $\mathbb{F}_{2} S_{3} e_{2}$ has a submodule isomorphic to $U$, and the quotient by $U$ is isomorphic to $U$. Therefore, $\mathbb{F}_{2} S_{3} e_{2}$ is the projective cover of $U$.

Case $k=\mathbb{F}_{3}$ :

There are two 3 -regular conjugacy classes. The trivial representation and sign representation are irreducible representations of $S_{3}$ over $\mathbb{F}_{3}$, because they are of degree 1 and non-isomorphic. We still denote the subrepresentation generated by $\left\{e_{1}-e_{2}, e_{2}-e_{3}\right\}$ in the standard representation by $V$. Since $e_{1}+e_{2}+e_{3}=\left(e_{1}-e_{2}\right)-\left(e_{2}-e_{3}\right) \in V$ and it is fixed by $S_{3}, V$ is not an irreducible representation.

The Sylow 3-subgroup of $S_{3}$ is cyclic, and it is a normal subgroup of $S_{3}$. Therefore, we know that $\mathbb{F}_{3} S_{3}$ is of finite representation type. By Corollary 18, there are

$$
(3-1)\left|S_{k}\left(N_{S_{3}}\left(C_{3}\right)\right)\right|+\left|S_{k}\left(C_{3}\right)\right|=2 \times 2+2=6
$$

isomorphism classes of indecomposable $\mathbb{F}_{3} S_{3}$-modules.

Proposition 34. Let $N$ be a nilpotent ideal of any ring $A$, and $\varepsilon$ an idempotent in $A / N$. Then there exists an idempotent e of $A$ mapping to $\varepsilon$. Moreover, if $\varepsilon$ is primitive, then so is any lift e.

Proof. See [43], Theorem 7.3.5.
To compute the idempotents of $\mathbb{F}_{3} S_{3}$, we first consider a map $f: \mathbb{F}_{3} S_{3} \rightarrow \mathbb{F}_{3} C_{2}$, by $\sigma \mapsto 1$. Then the kernel of $f$ is $\operatorname{RadFF}_{3} S_{3}=(\sigma-1)$. By Proposition 34, we compute the idempotents of $\mathbb{F}_{3} C_{2}$ first. Since

$$
(\overline{1}+\bar{\tau})^{2}=\left(\overline{1}+2 \bar{\tau}+\bar{\tau}^{2}\right)=2(\overline{1}+\bar{\tau}),
$$

we have $\overline{e_{1}}:=\frac{1}{2}(\overline{1}+\bar{\tau})=2(\overline{1}+\bar{\tau})$ is a primitive idempotent of $\mathbb{F}_{3}\left[C_{2}\right]$. Similarly, we get another primitive element $\overline{e_{2}}:=2(\overline{1}-\bar{\tau})$, and they are all. Therefore, the candidates of the primitive idempotents of $\mathbb{F}_{3} S_{3}$ are known. Fortunately, their liftings are $2+2 \tau, 2-2 \tau$ and we denote them as $e_{1}, e_{2}$, respectively.

Definition 35. Let $R$ be a commutative ring and $G$ a finite group acting on $R$ with $\rho: G \rightarrow \operatorname{Aut}_{\text {ring }}(R)$. The twisted group ring of $G$ over $R$ relative to $\rho$ is defined by

$$
\begin{array}{r}
R \circ G=\left\{\sum_{g \in G} a_{g} g: a_{g} \in R\right\}, \\
a_{g} g \cdot a_{h} h=a_{g}\left(\rho(g) a_{h}\right) g h .
\end{array}
$$

We will omit $\rho$ and write $r_{1} \rho\left(g_{1}\right)\left(r_{2}\right) g_{1} g_{2}$ as $r_{1} g_{1}\left(r_{2}\right) g_{1} g_{2}$ for short.

If we let $t=\sigma-1$, then we have $t^{3}=0$ and $\tau t \tau^{-1}=\tau \sigma \tau^{-1}-1=\sigma^{2}-1=$ $(\sigma+1)(\sigma-1)=(t+2) t$. Consider a twisted group ring $\mathbb{F}_{3}[t] /\left(t^{3}\right) \circ C_{2}$, where $C_{2}=\langle\tau\rangle$ of order 2 and $\tau$ acts on $t$ by $\tau(t)=(t+2) t$. We have $1 \tau \cdot t 1=1 \tau(t)(\tau 1)=(t+2) t \tau$.

Consider $\phi: \mathbb{F}_{3}[t] /\left(t^{3}\right) \circ C_{2} \rightarrow \mathbb{F}_{3} S_{3}$ via $\alpha x \mapsto \alpha x$ and identifying $t, \tau$ in both sides, we have a ring isomorphism $\phi$.

Since $\tau e_{1}=2 \tau(1+\tau)=2(\tau+1)=e_{1}$, we have that $\mathbb{F}_{3} S_{3} e_{1} \cong \mathbb{F}_{3}[t] / t^{3}[1, \tau] e_{1}=$ $\mathbb{F}_{3}[t] / t^{3} e_{1}$. Moreover, $\tau \cdot t=(t+2) t \in(t)$, and hence $t^{i} \mathbb{F}_{3}[t] / t^{3} e_{1}$ are $\mathbb{F}_{3} S_{3}$-modules. Similarly, we have the other three $\mathbb{F}_{3} S_{3}$-modules $t^{i} \mathbb{F}_{3}[t] / t^{3} e_{2}$ and $\tau e_{2}=\tau 2(1-\tau)=$ $2 \tau-2=-e_{2}$. Since $t^{i} \mathbb{F}_{3}[t] / t^{3} e_{j}$, for $i=0,1,2$, and $j=1,2$, are homomorphic images of indecomposable modules $\mathbb{F}_{3}[t] / t^{3} e_{j}, j=1,2$, all of these 6 are indecomposable $\mathbb{F}_{3} S_{3^{-}}$ modules. Note that the annihilators of $t^{i} \mathbb{F}_{3}[t] / t^{3} e_{j}$ and $t^{i^{\prime}} \mathbb{F}_{3}[t] / t^{3} e_{j^{\prime}}$ are different if $i^{\prime} \neq i$. From the actions of $\tau$ on $e_{1}$ and $e_{2}$, we see that these 6 indecomposable $\mathbb{F}_{3} S_{3}$-modules are mutually non-isomorphic.

We can also see this result using Green's correspondence. By Proposition 8, all indecomposable $\mathbb{F}_{3} S_{3}$-module are $C_{3}$-projective. Two of them are projective and have vertices $\{1\}$. The others are all have vertices $C_{3}$. By the same argument of the proof of Proposition 21, all indecomposable $\mathbb{F}_{3} C_{3}$-modules are $t^{i} \mathbb{F}_{3}[t] / t^{3}$, for $i=0,1,2$. Any indecomposable $\mathbb{F}_{3} S_{3}$-module appears as a direct summand of $t^{i} \mathbb{F}_{3}[t] / t^{3} \uparrow_{C_{3}}^{S_{3}}$ for some $i$ by Green's correspondence. When $i=0, \mathbb{F}_{3}[t] / t^{3}=1 \uparrow_{1}^{C_{3}}$, and we have 2 isomorphism classes of indecomposable $\mathbb{F}_{3} S_{3}$-modules from

$$
t^{i} \mathbb{F}_{3}[t] / t^{3} \uparrow_{C_{3}}^{S_{3}}=t^{i}\left(\mathbb{F}_{3}[t] / t^{3} \uparrow_{C_{3}}^{S_{3}}\right)=t^{i}\left(1 \uparrow_{1}^{S_{3}}\right)=t^{i} \mathbb{F}_{3} S_{3}=t^{i}\left(\mathbb{F}_{3} S_{3} e_{1} \oplus \mathbb{F}_{3} S_{3} e_{2}\right)
$$

Similarly for $i=1$ or 2 , we have the other 4 isomorphism classes of indecomposable $\mathbb{F}_{3} S_{3}$-modules.

## Chapter 3

## Integral representations

In this chapter, we focus on some general results about the group ring $A=\mathbb{Z} G$, where $G$ is a finite group. We shall consider only finitely generated $\mathbb{Z} G$-modules which are $\mathbb{Z}$-torsion free. These modules are called $A$-lattices. Indeed, if we do not require this condition, then it is easy to construct many $A$-modules even generated by one element. For example, any $\mathbb{Z} / p^{k} G$ can be viewed as an $A$-module.

### 3.1 Introduction

Definition 36. Let $R$ be an integral domain with fraction field $K$. An $R$-module $M$ is said to be of $R$-rank $n$, if $\operatorname{dim}_{K} M \otimes_{R} K$ is $n$.

Example 37. Let $R$ be a Dedekind domain and $K$ its fraction field. Then $K$ is an $R$-module of $R$-rank one.

Let $R$ be a Dedekind domain, and let $\Lambda$ be an $R$-algebra. Let $M$ be a left $\Lambda$-module which is $R$-projective and $R$-finitely generated. Let $I$ be the annihilator of $M$ in $\Lambda$. Then $M$ is a $\Lambda / I$-module. We denote $\Lambda / I$ by $\bar{\Lambda}$. Then we can consider $\bar{\Lambda}$-structure of $M$. The following explains that $\bar{\Lambda}$ is actually an $R$-algebra, $R$-projective and $R$-finitely generated. This motivates us to looking at $R$-lattice and $R$-order.

Since the annihilator of $M$ in $\Lambda$ is $I, M$ is a faithful $\bar{\Lambda}$-representation. Since $\Lambda$ is an $R$-algebra, so is $\bar{\Lambda}$. Hence we have $\bar{\Lambda} \rightarrow \operatorname{End}_{R}(M)$. Since $M$ is $\bar{\Lambda}$-faithful, we ean regard $\bar{\Lambda}$ as a subring of $\operatorname{End}_{R}(M)$. Since $M$ is an $R$-projective, we have $M \oplus M^{\prime}=R^{(k)}$ for some $R$ module $M^{\prime}$ and integer $k$. Since $\operatorname{End}_{R}(M)$ is a direct summand of $\operatorname{End}_{R}\left(R^{(k)}\right)=M_{k}(R)$, we have $\operatorname{End}_{R}(M)$ is $R$-projective. Since $R$ is a Dedekind domain, it is a Noetherian ring. Hence any submodule of a finitely generated $R$-module is also finitely generated. Moreover, any submodule of a projective $R$-module is also projective, because it is torsion free and $R$ is Dedekind. Thus, $\bar{\Lambda}$ is also $R$-projective and $R$-finitely generated.

In the following, $R$ denotes a Dedekind domain with fraction field $K$.

Definition 38. An $R$-module $M$ is said to be an $R$-lattice if it is $R$-projective and $R$-finitely generated.

Definition 39. An $R$-algebra is said to be an $R$-order if it is also an $R$-lattice.

Definition 40. Let $A$ be a finitely dimensional $K$-algebra. An $R$-subalgebra $\Lambda$ in $A$ is said to be an $R$-order in $A$ if $\Lambda$ is an $R$-order and $K \Lambda=A$. If an $R$-order $\Lambda$ in $A$ can not be strictly contained in an $R$-order $\Gamma$ in $A$, then $\Lambda$ is said to be a maximal order in $A$.

Definition 41. Let $\Lambda$ be an $R$-order in a $K$-algebra $A$. A $\Lambda$-module is said to be a $\Lambda$-lattice if it is $R$-lattice.

Theorem 42 (Jordan-Zassenhaus Theorem). Let $R$ be a Dedekind domain with fraction field $K$. Assume $K$ is a global field. Suppose $A$ is a finite-dimensional semisimple $K$ algebra, and $\Lambda$ is an $R$-order in $A$. Given an arbitrary finitely generated $A$-module $M$, there exist only finitely many non-isomorphic $\Lambda$-lattices $X_{1}, \cdots, X_{m}$ such that $K \otimes X_{i} \cong$ $M$ as $A$-modules, $\forall i=1, \ldots, m$.

Proof. See [10] Jordan-Zassenhaus Theorem 24.1.

Theorem 43. Let $R$ be a discrete valuation ring with maximal ideal $\mathfrak{m}$. Let $R_{\mathfrak{m}}$ be the completion of $R$. Suppose $\Lambda$ is an $R$-order. We write $\Lambda_{\mathfrak{m}}=R_{\mathfrak{m}} \otimes_{R} \Lambda$. Suppose $M$, $N$ are $\Lambda$-modules and finitely generated $R$-modules, then

$$
M \cong N \text { as } \Lambda \text {-modules if and only if } M_{\mathfrak{m}} \cong N_{\mathfrak{m}} \text { as } \Lambda_{\mathfrak{m}} \text {-modules. }
$$

Proof. See [10] Proposition 30.17.
Note that this theorem does not tell us whether any $\Lambda_{\mathfrak{m}}$-module arises from a $\Lambda$ module.

Let $G$ be a finite group, $A=K G$ the group algebra and $\Lambda=R G$ the group ring. For any prime $\mathfrak{p}$ of $R$, denote by $R_{(\mathfrak{p})}$ the localization of $R$ at $\mathfrak{p}$, and by $R_{\mathfrak{p}}$ the completion of $R$ with valuation $v_{\mathfrak{p}}$. For any $\Lambda$-module $M$, write $M_{(\mathfrak{p})}=R_{(\mathfrak{p})} \otimes_{R} M$ and $M_{\mathfrak{p}}=R_{\mathfrak{p}} \otimes_{R} M$. If $M$ is a $\Lambda$-lattice and one may regard $M$ as a $\Lambda$-submodule of $M_{(\mathfrak{p})}$ or of $M_{\mathfrak{p}}$. When $M$ is $R$-free, we call $M$ an integral representation of $G$ over $R$. Some authors call $M$ so if $M$ is required only $R$-torsion free.

Proposition 44. For any prime ideal $\mathfrak{p}$ of $R$ and a $\Lambda_{(\mathfrak{p})}$-lattice $M$, there exists a $\Lambda$-lattice $X$ such that $R_{(\mathfrak{p})} \otimes_{R} X \cong M$.

Proof. See [10] Corollary 23.14.

Definition 45. We say two $R G$-lattices $M$ and $N$ are in the same genus if $M_{(\mathfrak{p})} \cong N_{(\mathfrak{p})}$ for any prime ideal $\mathfrak{p}$ of $R$.

In Propositions 46 and 47, we assume that $R$ is the ring of integers in a number field $K$. Set $S=\{\mathfrak{p}$ : prime ideal of R: $\mathfrak{p}| | G \mid\}$. Let $R_{(S)}=\bigcap_{\mathfrak{p} \in S} R_{(\mathfrak{p})}$.

Proposition 46. An $R G$-lattice $M$ is $R G$-indecomposable if and only if $R_{(S)} \otimes_{R} M$ is $R_{(S)} G$-indecomposable.

Proof. See [34] Theorem 1.2.

Proposition 47. Two $R G$-lattices $M$ and $N$ are in the same genus if and only if $R_{(S)} \otimes$ $M \cong R_{(S)} \otimes N$.

Proof. See [10] Proposition 31.15.

Proposition 48. Let $G$ be a finite group of order $n$. Suppose $K$ is a field of characteristic not dividing $n$. Let $\Lambda$ be an $R$-order in $K G$ containing $R G$. Then we have $n R G \subset n \Lambda \subset$ $R G$. Moreover, $R G$ is a maximal $R$-order of $K G$ if and only if $n$ is a unit of $R$.

Proof. See [10] Proposition 27.1.

Proposition 49. Suppose $\Lambda$ is a maximal $R$-order in a finite-dimensional separable algebra $A$ over $K$. A left $\Lambda$-lattice $M$ is indecomposable if and only if $K M$ is a simple $A$-module.

Proof. See [10] Theorem 26.12.

Remark 50. Suppose that $R$ is a discrete valuation ring with residue field of characteristic not dividing $|G|$. Then combining Propositions 48, 49, and Theorem 42, there are only finitely many non-isomorphic indecomposable $R G$-lattices.

### 3.2 An example and reduction $\bmod p$

We keep the notations in Section 2.5 but let the ground field $k$ be $\mathbb{Q}$. Let $\sigma=(12) \in S_{3}$ and $\tau=\left(\begin{array}{ll}1 & 2\end{array} 3\right) \in S_{3}$. Let $U$ (respectively $\left.U^{\prime}, V\right)$ be the trivial (respectively sign, standard) representation of $S_{3}$ over $\mathbb{Q}$. After choosing ordered basis $\mathscr{B}=\left\{v_{1}=e_{1}-e_{2}, v_{2}=e_{2}-e_{3}\right\}$ of $V$ we have an isomorphism $\phi$ from $\mathbb{Q} S_{3}$ to $\mathbb{Q} \times \mathbb{Q} \times M_{2}(\mathbb{Q})$. We compute the image and find out that $\mathbb{Z} S_{3} \neq \mathbb{Z} \times \mathbb{Z} \times M_{2}(\mathbb{Z})$. We write $\mathcal{O}=\mathbb{Z} \times \mathbb{Z} \times M_{2}(\mathbb{Z})$, a maximal $\mathbb{Z}$-order
in $\mathbb{Q} S_{3}$. Using this $\phi$, we have

$$
\left.\begin{array}{l}
\left(\begin{array}{ll}
1 & 2
\end{array}\right) \mapsto(1,-1, \\
\left(\begin{array}{cc}
-1 & 1 \\
0 & 1
\end{array}\right)
\end{array}\right),
$$

Let

$$
\begin{aligned}
& E_{1}=\left(1,0,\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right), E_{2}=\left(0,1,\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right), E_{3}=\left(0,0,\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)\right),\right.\right. \\
& E_{4}=\left(0,0,\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right), E_{5}=\left(1,0,\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)\right), E_{6}=\left(1,0,\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)\right),\right.
\end{aligned}
$$

we have $\mathcal{O}=\left\langle E_{1}, E_{2}, E_{3}, E_{4}, E_{5}, E_{6}\right\rangle_{\mathbb{Z}}$. If we choose an ordered basis $\mathscr{A}=\left\{\sigma, \tau \sigma, \tau^{2} \sigma, \tau, \tau^{2}, e=\right.$ $\left.\tau^{3}\right\}$ of $\mathbb{Q} S_{3}$, we have

$$
[\phi]_{\mathscr{A}, \mathscr{B}}=\left[\begin{array}{cccccc}
1 & 1 & 1 & 1 & 1 & 1 \\
-1 & -1 & -1 & 1 & 1 & 1 \\
-1 & 0 & 1 & 0 & -1 & 1 \\
0 & -1 & 1 & 1 & -1 & 0 \\
1 & -1 & 0 & -1 & 1 & 0 \\
1 & 0 & -1 & -1 & 0 & 1
\end{array}\right] .
$$

By changing the ordered basis $\mathscr{A}$ of $\mathbb{Z} S_{3}$ (i.e. only use elementary column operations like interchanging two columns and adding any integer multiple of a column to another),
we have

$$
[\phi]_{\mathscr{A}, \mathscr{B}}=H U, H=\left[\begin{array}{cccccc}
6 & 3 & 3 & -1 & 1 & 1 \\
0 & -3 & 3 & -3 & 1 & 1 \\
0 & 0 & 3 & -1 & -1 & 1 \\
0 & 0 & 0 & 1 & -1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right], U=\left[\begin{array}{cccccc}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & -1 & 0 & 0 \\
0 & -1 & 1 & 0 & 0 & 0 \\
1 & -2 & 1 & 0 & 0 & 0 \\
1 & -1 & 0 & -1 & 1 & 0 \\
1 & 0 & 1 & -1 & 0 & 1
\end{array}\right] .
$$

From the matrix $H$, we see that $\mathbb{Z} S_{3}$ contains $6 \mathcal{O}$ (cf. Proposition 48). Localizing at $p=2,3$, we see that $\mathbb{Z}_{2} S_{3}$ contains $2 \mathcal{O}_{2}$ and $\mathbb{Z}_{3} S_{3}$ contains $3 \mathcal{O}_{3}$. Thus, we can describe $\mathbb{Z}_{p} S_{3}$ by its image $\mathbb{Z}_{p} S_{3} / p \mathcal{O}_{p}$ in $\mathcal{O}_{p} / p \mathcal{O}_{p}=\mathbb{F}_{p} \times \mathbb{F}_{p} \times M_{2}\left(\mathbb{F}_{p}\right)$. The map $\mathbb{Z}_{p} S_{3} \rightarrow$ $\mathbb{Z}_{p} S_{3} /\left(p \mathcal{O}_{p}\right) \subset \mathbb{F}_{p} \times \mathbb{F}_{p} \times M_{2}\left(\mathbb{F}_{p}\right)$ induces a map $\rho: \mathbb{F}_{p} S_{3} \rightarrow \mathbb{F}_{p} \times \mathbb{F}_{p} \times M_{2}\left(\mathbb{F}_{p}\right)$.

Since $\mathbb{F}_{p} S_{3}$ is not semisimple for $p=2,3$, we know that its image $\rho\left(\mathbb{F}_{p} S_{3}\right)$ is not equal to $\mathbb{F}_{p} \times \mathbb{F}_{p} \times M_{2}\left(\mathbb{F}_{p}\right)$. Looking at $H$ (modulo 2 or 3 ), we have $\rho\left(\mathbb{F}_{2} S_{3}\right) \cong$ $\left\{\left(x,-x, M_{2}\left(\mathbb{F}_{2}\right)\right) \mid x \in \mathbb{F}_{2}\right\}$. Thus its semisimple quotient is $\mathbb{F}_{2} \times M_{2}\left(\mathbb{F}_{2}\right)$. This is compatible with the fact that all non-isomorphic simple $\mathbb{F}_{2} S_{3}$-modules class are $U$ and $V$ (over $\mathbb{F}_{2}$ ). For $p=3$ we see that $\rho\left(\mathbb{F}_{3} S_{3}\right)$ is isomorphic to an $\mathbb{F}_{3}$-subalgebra of $M_{2}\left(\mathbb{F}_{3}\right)$ of dimension 3. This is a Borel subgroup of $M_{2}\left(\mathbb{F}_{3}\right)$, so we can choose a basis such that the image $\rho\left(\mathbb{F}_{3} S_{3}\right) \cong\left\{\left(\begin{array}{ll}\star & \star \\ 0 & \star\end{array}\right)\right\}$. Its semisimple quotient is $\mathbb{F}_{3} \times \mathbb{F}_{3}$.

### 3.3 Finiteness of the group ring $\mathbb{Z} G$

Let $G$ be a finite group. For the rest of this chapter and Chapter 4, an $R$-module will mean an $R$-lattice unless specifically stated otherwise. In this section, we will state a criterion of $G$ that $\mathbb{Z} G$ is of finite representation type (for $R$-lattices). We follow mainly Heller and Reiner [17] and [18].

Let $p$ be a prime number. For a $\mathbb{Z} G$-module $M$, and recall that we denote $\mathbb{Z}_{(\bar{p})} \otimes_{\mathbb{Z}} M$ by $M_{(p)}$ and $\mathbb{Z}_{p} \otimes_{\mathbb{Z}} M$ by $M_{p}$, respectively. Let $K$ be a number field, and $R$ the ring of integers in $K$. Suppose $P$ is a prime ideal of $R$ containing integer $p$, and then we denote localization of $R$ at $P$ by $R_{(P)}$ and the completion of $R_{(P)}$ by $R_{P}$. Let $K_{P}$ be the completion of $K$ at $P$.

Definition 51. Let $K, P$ and $G$ be as above. We call $K$ is a splitting field for $G$ relative to $K_{P}{ }^{1}$ if for any simple $K G$-module $M$, its completion $M_{P}$ is also a simple $K_{P} G$ module.

If we write $K G=\prod_{i=1}^{r} M_{n_{i}}\left(D_{i}\right)$ into a product of simple $K$-algebras, where $D_{i}$ are division $K$-algebras. Any simple $G$-module then is of the form $M=D_{i}^{n_{i}}$ of column $D_{i^{-}}$vectors. It is easy to compute that $\operatorname{End}_{K G}(M) \simeq D_{i}^{\text {opp }}$. Since taking centralizer commutes with base change, we have $\operatorname{End}_{K_{P} G}\left(M_{P}\right) \simeq D_{i}^{\text {opp }} \otimes_{K} K_{P}$. Therefore, the module $M_{P}$ is $G$-simple if and only if $D_{i} \otimes_{K} K_{P}$ remains a division algebra. Thus, that $K$ is a splitting field of $G$ relative to $K_{P}$ means that the number $r$ of simple factors in $K G$ and the numbers $n_{i}$ of sizes of simple factors remain the same after the completion at $P$.

Theorem 52. If $K$ is a splitting field for $G$ relative to $K_{P}$, then given an $R_{(P)} G$-module $M$, the map $M \mapsto R_{P} M$ induces a one-one correspondence between the set of isomorphism classes of $R_{(P)} G$-modules and those of $R_{P} G$-modules.

Proof. See [10], Theorem 30.18.

Corollary 53. Suppose $K$ is a splitting field for $G$ relative to $K_{P}$. An $R_{(P)} G$-module $M$ is indecomposable if and only if the $R_{P} G$-module $R_{P} M$ is indecomposable.

[^0]Proposition 54. Suppose $G$ is an abelian p-group of exponent $p^{e}$, and $K$ and $v_{P}$ are as above. Let $L$ be the field extension of $K$ by adjoining a primitive $p^{e}$-th root of unity $\xi$. If $v_{P}$ has only one extension on $L$, then $K$ is a splitting field of $G$ relative to $K_{P}$.

Proof. This is originally proved in the case where $G$ is a cyclic $p$-group; see [17], Theorem 1.4. Write $C=C_{p^{e_{1}}} \times \cdots \times C_{p^{e_{r}}}$ with $e_{1} \leq e_{2} \leq \cdots \leq e_{r}=e$. Then $K G=\otimes_{i=1}^{r} K C_{p^{e_{i}}}$. We first show that the $K$-algebra $K G$ is a product of finite field extensions of the form $K\left(\xi_{j}\right)$ with $j \leq e$, where $\xi_{j}$ is a primitive $p^{j}$-th root of unity. We prove this by induction on $r$. The case $r=1$ is clear. When $r>1$, one has

$$
K G=\left(\bigotimes_{i=1}^{r-1} \otimes_{K} K C_{p^{e_{i}}}\right) \otimes_{K} K C_{p^{e r}}
$$

Using the induction hypothesis, both $\otimes_{i=1}^{r-1} K C_{p^{e_{i}}}$ and $K C_{p^{e r}}$ are products of field extensions of the form $K\left(\xi_{j}\right)$ with $j \leq e$. Thus, $K G$ is a product of field extensions $K\left(\xi_{i}\right) \otimes_{K} K\left(\xi_{j}\right)$ for some integers $0 \leq i \leq j \leq e$. Since $K\left(\xi_{i}\right) / K$ is Galois and $K\left(\xi_{i}\right) \subset K\left(\xi_{j}\right)$, the tensor is the product of $\left[K\left(\xi_{i}\right): K\right]$-copies of $K\left(\xi_{j}\right)$. This proves our assertion.

Since every irreducible $K G$-module is a factor $K\left(\xi_{j}\right)$ of $K G$, its completion $K_{P} \otimes_{K}$ $K\left(\xi_{j}\right)$ is a simple $K_{P} G$-module if it is a field. Since there is only one prime of $L$ over $P$, there is only one prime in its subfield $K\left(\xi_{j}\right)$. Therefore, $K_{P} \otimes K\left(\xi_{j}\right)$ is a field and hence a simple $K_{P} G$-module.

Lemma 55. Let $\mathbb{Q}(\xi)$ be the $p^{e}$-th cyclotomic field. There exists a number field $K$ and a prime $P$ of $K$ over $p$ which is linearly disjoint from $\mathbb{Q}(\xi)$ but $K_{P}$ is isomorphic to $\mathbb{Q}_{p}(\xi)$. In particular, the prime $P$ splits completely in the Galois extension $K(\xi)$ of $K$.

Proof. Let $\mathbb{Q}(\xi)=\mathbb{Q}[t] /(f(t))$, where $f$ is a monic irreducible polynomial over $\mathbb{Q}$ of degree $d=\varphi\left(p^{e}\right)$. Consider the $\mathbb{Q}[x]=\mathbb{Q}\left[x_{1}, \ldots, x_{d}\right]$-algebra $\mathbb{Q}(\xi)[x, t] /(F(x, t))$, where $x=\left(x_{1}, \ldots, x_{d}\right)$ and $F(x, t)=t^{d}+x_{1} t^{d-1}+\cdots+x_{d}$. Using the weak approximation
and the Hilbert irreducibility, there is a specialization $x_{0} \in \mathbb{Q}^{d}$, such that $F\left(x_{0}, t\right)$ is sufficiently close to $f(t)$ in the $p$-adic topology and $\mathbb{Q}(\xi)[t] /\left(F\left(x_{0}, t\right)\right)$ is a field. Put $K:=\mathbb{Q}[t] /\left(F\left(x_{0}, t\right)\right)$. By Krasner's Lemma $K \otimes \mathbb{Q}_{p} \simeq \mathbb{Q}_{p}(\xi)$ and hence there is only prime $P$ of $K$ over $p$, particularly $K_{P} \simeq \mathbb{Q}_{p}(\xi)$. Also $K$ is linearly disjoint from $\mathbb{Q}(\xi)$ over $\mathbb{Q}$, because $\mathbb{Q}(\xi)[t] /\left(F\left(x_{0}, t\right)\right)=\mathbb{Q}(\xi) \otimes_{\mathbb{Q}} K$.

Remark 56. (1) The reader may find a more general statement of Theorem 52 and Corollary 53 due to Heller in [10], Theorem 30.18. In loc. cit., $R_{(P)}$ is replaced by any DVR $R, K G$ is replaced by any semisimple $K$-algebra, and $R_{(P)} G$ is replaced by any $R$-order.
(2) It is clear from the proof of Proposition 54 that the condition $v_{P}$ extending uniquely to $L$ is necessary, otherwise some simple $K G$-module would split after the completion at $P$. This necessary condition holds for some number field, for example $K=\mathbb{Q}$, because $p$ is totally ramified in $\mathbb{Q}(\xi)$. On the other hand, this necessary condition may not hold for some number fields; see Lemma 55.
(3) It would be interesting to know whether Proposition 54 remains true if $G$ is replaced by any finite $p$-group.

Proposition 57. Let $G$ be as in Proposition 54. $A \mathbb{Z} G$-module $M$ is indecomposable if and only if the corresponding $\mathbb{Z}_{p} G$-module $M_{p}$ is indecomposable.

Proof. By Corollary 53, Propositions 46 and 54, we only need to show $v_{P}$ has only one extension on $\mathbb{Q}(\xi)$, where $\xi$ is a primitive $p^{e}$-th root of unity. This follows from the fact that $(p)$ is totally ramified in $\mathbb{Q}(\xi)$.

Definition 58. Let $n(G)$ (resp. $\left.n_{(p)}(G), n_{p}(G)\right)$ be the number of isomorphism classes of indecomposable $\mathbb{Z} G$ (resp. $\mathbb{Z}_{(p)} G, \mathbb{Z}_{p} G$ )-modules.

Theorem 59. Let $G$ be as in Proposition 54. Suppose there are only finitely many isomorphism classes of indecomposable of $\mathbb{Z}_{p} G$-modules. Then there are only finitely many isomorphism classes of indecomposable of $\mathbb{Z} G$-modules.

Proof. Since $v_{p}$ has only one extension of $\mathbb{Q}(\xi), \mathbb{Q}$ is a splitting field for $G$ relative to $\mathbb{Q}_{p}$ by Proposition 54. If $n_{p}(G)$ finite, then $n_{(p)}(G)$ is finite, by Theorem 52. Then we deduce from Theorem 42 that $n(G)$ is finite.

Theorem 60. Let $G$ be a cyclic group of order $p^{2}$. There are only finitely many isomorphism classes of indecomposable $\mathbb{Z}_{p} G$-modules. There are only finitely many isomorphism classes of indecomposable $\mathbb{Z} G$-modules.

Proof. For the first statement, see [17] Theorem 3.1. The second statement follows from the first one and Theorem 59.

Theorem 61. Let $G$ be a cyclic p-group and $|G| \geq p^{3}$. There are infinitely many isomorphism classes of indecomposable $\mathbb{Z}_{p} G$-modules.

Proof. See [18], Theorem, p. 327.
Remark 62. One can see Theorem 61 by Proposition 57 and Dade's Theorem (cf. [10] Theorem 33.8).

Theorem 63. If $G$ is a finite group such that a Sylow p-subgroup is not cyclic for some prime $p$, then $n(G)$ is infinite.

Proof. See [17] Theorem 6.1.

Theorem 64. Let $G$ be a finite p-group. Then $n(G)$ is finite if and only if $G$ is cyclic of order $p^{e}$ for $e \leq 2$.

Proof. This follows from Theorems 60,61 and 63.

Theorem 65. Let $G$ be a finite p-group. Then $n_{p}(G)$ is finite if and only if $G$ is cyclic of order $p^{e}$ for $e \leq 2$.

Proof. This follows from Theorems 60, 61 and Remark 73.

Suppose $R$ is a commutative ring. We introduce relative projectivity in Section 2.1 for $k G$-modules. This notion can be defined for $R G$-modules in the same way, and Proposition 8 remains true. Namely, we have

Proposition 66. Suppose $H$ is a subgroup of $G$ such that $|G / H|$ is invertible in $R$. Then every $R G$-module $M$ is $H$-projective.

Proof. See [43] Proposition 11.3.5.

For the following proposition one needs to assume that $R$ is a complete discrete valuation ring as we need to apply the Krull-Schmidt-Azuyama Theorem in the proof.

Proposition 67. Let $R$ be a complete discrete valuation ring with the residue field of characteristic $p$. Let $P$ be a Sylow p-subgroup of $G$. Then $R G$ has finite representation type if and only if RP has finite representation type.

Proof. $(\Rightarrow)$ : For an indecomposable $R P$-module $V$, we have $V \mid V \uparrow_{P}^{G} \downarrow{ }_{P}^{G}$. Since $R G$ has finite representation type and using Theorem 13 for any indecomposable $R G$-module $U$, the $R P$-module $U \downarrow_{P}^{G}$ has only finitely many indecomposable $R P$-summands. We have the ring $R P$ must be of finite representation type.
$(\Leftarrow)$ : By Proposition 66 we know every indecomposable $R G$-module is $P$-projective. Therefore, we have $U \mid V \uparrow_{P}^{G}$ for some indecomposable $R P$-module $V$. Again, by Theorem 13 and that there are only finitely many indecomposable $R P$-modules, $R G$ is of finite representation type.

Lemma 68. Let $G$ be a finite group, and $P$ a Sylow p-subgroup of $G$. Suppose there are infinitely many non-isomorphic indecomposable $\mathbb{Z} P$-modules $\left\{M_{i}\right\}$ such that their completions $\left(M_{i}\right)_{p}$ are all indecomposable $\mathbb{Z}_{p} P$-modules. Then $\mathbb{Z} G$ is not of finite representation type.

Proof. The idea of proof follows from [17] Theorem 6.1. We prove by contradiction. By Theorem 42, the $\mathbb{Z}$-ranks of $\left\{M_{i}\right\}$ are unbounded. Suppose $n(G)$ is finite. Let $Y_{1}, \cdots, Y_{m}$
be full non-isomorphic indecomposable $\mathbb{Z} G$-modules and we have $\mathbb{Z}$-ranks of $\left\{Y_{i}\right\}$ are bounded. Write $M_{i} \uparrow_{P}^{G}=\oplus Y_{j}^{a_{j}}$. Then we have $M_{i} \mid M_{i} \uparrow_{p}^{G} \downarrow{ }_{P}^{G}$. Passing to the completion, we have $\left(M_{i}\right)_{p} \mid \oplus_{j}\left(Y_{j}\right)_{p}^{a_{j}} \downarrow_{P}^{G}$. Since $\left(M_{i}\right)_{p}$ is indecomposable and $\mathbb{Z}_{p}$ is a complete discrete valuation ring, by Theorem 13, we have $\left(M_{i}\right)_{p} \mid\left(Y_{j}\right)_{p} \downarrow_{P}^{G}$ for some $j$. However, since the $\mathbb{Z}_{p}$-rank of $\left(M_{i}\right)_{p}$ is unbounded, $\mathbb{Z}$-ranks of $\left\{Y_{i}\right\}$ are unbounded. This contradicts with that $\mathbb{Z}$-ranks of $\left\{Y_{i}\right\}$ are bounded. Therefore, $n(G)$ is infinite.

Theorem 69. Suppose $G$ is a finite group, then $n(G)$ is finite if and only if $n_{p}(G)$ is finite for each prime number $p$ such that $p||G|$.

Proof. For the implication $(\Leftarrow)$, see [21] Theorem 8. For the other implication $(\Rightarrow)$, by Proposition $67, n_{p}(G)$ is finite if and only if $n_{p}(P)$ is finite, where $P$ is a $p$-Sylow subgroup of $G$. Assume $n_{p}(P)$ is not finite, proving by contradiction, and then we need to show $n(G)$ is finite. By Lemma 68, it suffices to construct a family $\left\{M_{i}\right\}$ of nonisomorphic indecomposable non-isomorphic $\mathbb{Z} P$-modules such that $\left(M_{i}\right)_{p}$ remains $\mathbb{Z}_{p} P$ indecomposable for all $M_{i}$. By Theorem 65, $P$ divides into two cases: $P$ non-cyclic and $P$ cyclic of order $p^{e}$ with $e \geq 3$. If $P$ is non-cyclic, $C_{p} \times C_{p}$ is a homomorphic image of $P$ (cf. Theorem 22). Therefore, any indecomposable $\mathbb{Z} C_{p} \times C_{p}$-module is also an indecomposable $\mathbb{Z} P$-module. We reduce non-cyclic $P$ to $C_{p} \times C_{p}$.

For $P$ a cyclic group of order $p^{e}$ with $e \geq 3$, by Theorem 61, we have $\left\{M_{i}\right\}$, a set of non-isomorphic indecomposable $\mathbb{Z} P$-modules. By Proposition 57 , each $M_{i}$ remains indecomposable after completion.

For $P=C_{p} \times C_{p}$, by Proposition 72 , we have $\left\{M_{2 n+1}^{\prime}\right\}$, a set of non-isomorphic $\mathbb{Z} P$ indecomposable modules. By Remark 73, $\left(M_{2 n+1}^{\prime}\right)_{p}$ is an indecomposable $\mathbb{Z}_{p} P$-module.

We also give another proof for $P=C_{p} \times C_{p}$ when $p \geq 5$. Let $\theta$ be a $p$-primitive root of unity, and $\mathfrak{p}$ be the prime ideal of $\mathbb{Z}[\theta]$ lying over $(p)$. Since $(p)$ is totally ramified, we have $\mathbb{Z}_{p}[\theta]=\mathbb{Z}[\theta]_{\mathfrak{p}}$. Besides, $\mathbb{Z}[\theta] C_{p}$ is a homomorphic image of $\mathbb{Z} C_{p} \times C_{p}$. Since $\mathbb{Q}(\theta) C_{p} \cong \mathbb{Q}(\theta)^{p}$ and $p \geq 5$, by Dade's Theorem (see [10] Theorem 33.8), we have $\left\{M_{i}\right\}$,
a family of non-isomorphic indecomposable $\mathbb{Z}[\theta] C_{p}$-modules, therefore, non-isomorphic indecomposable $\mathbb{Z} C_{p} \times C_{p}$-modules. Moreover, by Proposition $54, \mathbb{Q}(\theta)$ is a splitting field for $C_{p}$ relative to $\mathbb{Q}(\theta)_{\mathfrak{p}}$. By Proposition 46 and Corollary $53, \mathbb{Z}[\theta]_{\mathfrak{p}} \otimes M_{i}$ is $\mathbb{Z}[\theta]_{\mathfrak{p}} \dot{C}_{p^{-}}$ indecomposable, therefore, $\mathbb{Z}_{p}[\theta] C_{p}$-indecomposable. Consequently, we have a family of non-isomorphic indecomposable $\mathbb{Z} C_{p} \times C_{p}$-modules such that the completions of them are still $\mathbb{Z}_{p} C_{p} \times C_{p}$-indecomposable.

Remark 70. By Theorem 65, Proposition 67 and Theorem 69, we have that given a finite group $G, n(G)$ is finite if and only if for each prime $p||G|$, a Sylow $p$-subgroup of $G$ is cyclic of order $p$ or $p^{2}$.

### 3.4 Infinitely many indecomposable lattices

Let $G=C_{p} \times C_{p}=\langle a\rangle \times\langle b\rangle$. In this section we construct infinitely many indecomposable $\mathbb{Z} G$-modules. We follow [17] when $p=2$, and modify it for other prime numbers.

Proposition 71. Let $p=2$. Let $M_{2 n+1}^{\prime}$ be a free $\mathbb{Z}$-module with basis $\left\{x_{1}, \cdots, x_{n}, y_{0}, y_{1}, \cdots, y_{n}\right\}$. Define the action of $G=C_{p} \times C_{p}$ by

$$
\begin{aligned}
& \left(a+(-1)^{i}\right) x_{i}=y_{i-1},\left(b+(-1)^{i}\right) x_{i}=y_{i} \\
& \left.\left(a+(-1)^{i}\right) y_{i}=\left(b-(-1)^{i}\right)\right) y_{i}=0
\end{aligned}
$$

Or more explicitly,

$$
\begin{aligned}
& (a-1) x_{i}=y_{i-1}, \quad \text { for } i \text { is odd, }(a+1) x_{i}=y_{i-1}, \text { for } i \text { is even, } \\
& (b-1) x_{i}=y_{i}, \quad \text { for } i \text { is odd, }(b+1) x_{i}=y_{i}, \text { for } i \text { is even, } \\
& (a-1) y_{i}=0, \quad \text { for } i \text { is odd, }(a+1) y_{i}=0, \text { for } i \text { is even, } \\
& (b-1) y_{i}=0, \quad \text { for } i \text { is even, }(b+1) y_{i}=0, \text { for } i \text { is odd. }
\end{aligned}
$$



Then $M_{2 n+1}^{\prime}$ is an indecomposable $\mathbb{Z} G$-module.

Proof. We need to check the action defined above is well defined. Therefore, we need to check $M_{2 n+1}^{\prime}$ is annihilated by $\left(a^{2}-1\right)$ and $\left(b^{2}-1\right)$, and this is clear. Also we need to check $a b x=b a x$, for $x \in M_{2 n+1}^{\prime}$. This can be seen from $\left(a+(-1)^{i}\right)\left(b-(-1)^{i}\right) x_{i}=$ $\left(b-(-1)^{i}\right)\left(a+(-1)^{i}\right) x_{i}$, so $a b x_{i}=b a x_{i}$. Also, $a b y_{i}=b a y_{i}$ is clear. Hence $M_{2 n+1}^{\prime}$ is a $\mathbb{Z} G$-module.

Observe that $M_{2 n+1}^{\prime} / 2 M_{2 n+1}^{\prime}$ is the same as the $\mathbb{F}_{2} G$-module $M_{2 n+1}$ defined in Section 2.2. If $M_{2 n+1}^{\prime}$ decomposes into $N_{1} \oplus N_{2}$ as $\mathbb{Z} G$-modules, then $M_{2 n+1}=M_{2 n+1}^{\prime} \otimes \mathbb{F}_{2}=$ $N_{1} \otimes \mathbb{F}_{2} \oplus N_{2} \otimes \mathbb{F}_{2}$ as $\mathbb{F}_{2} G$-modules. Then $M_{2 n+1}^{\prime}$ is an indecomposable $\mathbb{Z} G$-module.

Now we want to construct indecomposable $\mathbb{Z} G$-modules for $p \geq 3$. Let $\theta$ be a primitive $p$-th root of unity, and let $G=C_{p} \times C_{p}=\langle a\rangle \times\langle b\rangle$. Let $M_{2 n+1}^{\prime}$ be a free $\mathbb{Z}[\theta]$-module
with basis $\left\{x_{1}, \cdots, x_{n}, y_{0}, y_{1}, \cdots, y_{n}\right\}$. Define the action of $G$ on $M_{2 n+1}^{\prime}$ by

$$
\begin{aligned}
\left(a-\theta^{2}\right) x_{i} & =y_{i-1}, \text { for } i \text { is odd }, \\
\left(b-\theta^{2}\right) x_{i} & =y_{i}, \text { for } i \text { is odd }, \\
(a-\theta) x_{i} & =y_{i-1}, \text { for } i \text { is even }, \\
(b-\theta) x_{i} & =y_{i}, \text { for } i \text { is even, and } \\
a y_{i} & =\left\{\begin{array}{l}
\theta y_{i}, \text { for } i \text { is even }, \\
\theta^{2} y_{i}, \text { for } i \text { is odd },
\end{array}\right. \\
b y_{i} & =\left\{\begin{array}{l}
\theta^{2} y_{i}, \text { for } i \text { is even }, \\
\theta y_{i}, \text { for } i \text { is odd } .
\end{array}\right.
\end{aligned}
$$

The diagram of this $\mathbb{Z}[\theta] G$-module is similar to the diagram in Proposition 71. Observe that $M_{2 n+1}^{\prime} / \mathfrak{p} M_{2 n+1}^{\prime} \cong M_{2 n+1}$, where $M_{2 n+1}$ is defined in Section 2.2 and $\mathfrak{p}=(\theta-1)$ is the unique prime ideal in $\mathbb{Z}[\theta]$ lying over $(p)$. Since $M_{2 n+1}^{\prime}$ is a free $\mathbb{Z}[\theta]$-module and $M_{2 n+1}^{\prime} / \mathfrak{p} M_{2 n+1}^{\prime}$ is $\mathbb{F}_{p} G$-indecomposable, $M_{2 n+1}^{\prime}$ is an indecomposable $\mathbb{Z}[\theta] G$-module.

Via the inclusion $\iota: \mathbb{Z} G \rightarrow \mathbb{Z}[\theta] G$, we may regard $M_{2 n+1}^{\prime}$ as a $\mathbb{Z} G$-module.

Proposition 72. The $\mathbb{Z} G$-module $M_{2 n+1}^{\prime}$ contains an indecomposable $\mathbb{Z} G$-submodule of $\mathbb{Z}$-rank greater than or equal to $2 n+1$. In particular, there are infinitely many indecomposable $\mathbb{Z} G$-modules $\left\{M_{i}\right\}$ whose $\mathbb{Z}$-ranks are unbounded.

Proof. Suppose $M_{2 n+1}^{\prime}=N_{1} \oplus \cdots \oplus N_{r}$ decomposes into indecomposable $\mathbb{Z} G$-modules. By Proposition 54 and Corollary 53, their completions $\left(N_{i}\right)_{p}$ are indecomposable $\mathbb{Z}_{p} G$ modules. Since $\mathfrak{p}\left(M_{2 n+1}^{\prime}\right)_{p}$ is a $\mathbb{Z}_{p} G$-submodule, we have $M_{2 n+1}=M_{2 n+1}^{\prime} / \mathfrak{p} M_{2 n+1}^{\prime}=$ $\oplus\left(N_{i}\right)_{p} / \mathfrak{p}\left(M_{2 n+1}^{\prime}\right)_{p}$. Since $M_{2 n+1}$ is $\mathbb{F}_{p} G$-indecomposable, after a suitable change of order of factors, we have $\left(N_{1}\right)_{p} / \mathfrak{p}\left(M_{2 n+1}^{\prime}\right)_{p}=M_{2 n+1}$ and $\left(N_{i}\right)_{p} / \mathfrak{p}\left(M_{2 n+1}^{\prime}\right)_{p}=0$ for all $i>1$. Then the $\mathbb{Z}$-rank of $N_{1}$ is $\operatorname{dim}_{\mathbb{F}_{p}} N_{1} / p N_{1} \geq \operatorname{dim}_{\mathbb{F}_{p}}\left(N_{1}\right)_{p} / \mathfrak{p}\left(M_{2 n+1}^{\prime}\right)_{p}=2 n+1 . \quad N_{1}$ is a
desired submodule.

Remark 73. By Proposition 54 and Corollary 53, the completions $\left\{\left(M_{i}\right)_{p}\right\}$ of indecomposable $\mathbb{Z} G$-modules in Proposition 72 are $\mathbb{Z}_{p} G$-indecomposable. We shall prove that $M_{2 n+1}^{\prime}$ is not $\mathbb{Z} G$-indecomposable in general.

Here is another construction of infinitely many $\mathbb{Z} C_{p} \times C_{p}$-modules when $p=3$. Similar to Proposition 72 , we consider a $\mathbb{Z}[\theta] G$-module first.

Let $\theta$ be a primitive root of $X^{3}-1$, therefore $\theta^{2}+\theta+1=0$. Let $G=\langle a\rangle \times\langle b\rangle$, where orders of $a$ and $b$ are 3 . Let $N_{2 n+1}^{\prime}$ be a $\mathbb{Z}[\theta] G$-module, generated by $x_{i}$, for $i=1, \cdots, n$. Define

$$
\left(a-\theta^{j}\right) x_{i}=y_{i, j}, \quad\left(b-\theta^{j}\right) x_{i}=z_{i, j} .
$$

The $\mathbb{Z}[\theta]$-module $X$ (the free $\mathbb{Z}[\theta]$-module with basis $\left\{x_{i}\right\}$ ) is the first floor of $N_{2 n+1}^{\prime}$, and $Y+Z$ is the second floor. The third is not clear yet. (The different floors have no intersection.)

Replacing $N_{2 n+1}^{\prime}$ by a quotient of $N_{2 n+1}^{\prime}$ if necessary, we may require that $N_{2 n+1}^{\prime}$ is annihilated by $\left(a^{2}+a+1\right)$ and $\left(b^{2}+b+1\right)$. Then $(a-\theta)^{2}=a^{2}-2 \theta a+\theta^{2}=$ $\left(a^{2}+a+1\right)+\left(-2 \theta a-a-1+\theta^{2}\right)=\left(a^{2}+a+1\right)+\left[(-2 \theta-1)(a-\theta)-\left(\theta^{2}+\theta+1\right)\right]$. Therefore,

$$
\begin{align*}
(a-\theta) y_{i, 1}=(a-\theta)^{2} x_{i} & =\left(a^{2}+a+1\right) x_{i}+(-2 \theta-1)(a-\theta) x_{i}-\left(\theta^{2}+\theta+1\right) x_{i} \\
& =(-2 \theta-1) y_{i, 1}-\left(\theta^{2}+\theta+1\right) x_{i}=-(2 \theta+1) y_{i, 1} . \tag{3.1}
\end{align*}
$$

Thus, we must define $(a-\theta) y_{i, 1}$ using (3.1). Using a similar way to calculate other terms, and then we should define $\left(a-\theta^{2}\right) y_{i, 2}=(2 \theta+1) y_{i, 2}$.

Since $\left(a-\theta^{j}\right) x_{i}=y_{i, j}$, we have $a x_{i}=y_{i, 1}+\theta x_{i}=y_{i, 2}+\theta^{2} x_{i}$. Therefore, we get $y_{i, 2}=y_{i, 1}+\left(\theta-\theta^{2}\right) x_{i}$. Doing the same for $z_{i, 2}$, we only consider the actions on $y_{i, 1}$ and
$z_{i, 1}$. If we identify $z_{i-1,1}$ and $y_{i, 1}$, then we get the following relations:

$$
\begin{gathered}
(a-\theta) z_{i, 1}=(a-\theta) y_{i+1,1}=-(2 \theta+1) y_{i+1,1}=-(2 \theta+1) z_{i, 1}, \text { for } 1 \leq i<n, \\
(b-\theta) y_{i, 1}=(b-\theta) z_{i-1,1}=-(2 \theta+1) z_{i-1,1}=-(2 \theta+1) y_{i, 1}, \text { for } 1 \leq i, \\
(a-\theta) z_{n, 1}=(a-\theta)(b-\theta) x_{n}=(b-\theta)(a-\theta) x_{n}=(b-\theta) y_{n, 1}=-(2 \theta+1) y_{n, 1} \\
(b-\theta) y_{1,1}=(b-\theta)(a-\theta) x_{1}=(a-\theta)(b-\theta) x_{1}=(a-\theta) z_{1,1}=-(2 \theta+1) z_{n, 1}
\end{gathered}
$$

Since $\mathbb{Z}[\theta] /(1-\theta)=\mathbb{F}_{3}$, we have $2 \theta+1=0$ in $\mathbb{F}_{3}$, and hence $N_{2 n+1}^{\prime} /(1-\theta) N_{2 n+1}^{\prime}=$ $M_{2 n+1}$. Thus, $N_{2 n+1}^{\prime}$ is $\mathbb{Z}[\theta] G$-indecomposable. Via the inclusion $\iota: \mathbb{Z} G \rightarrow \mathbb{Z}[\theta] G$, again we regard $N_{2 n+1}^{\prime}$ as a $\mathbb{Z} G$-module.

Proposition 74. The $\mathbb{Z} G$-module $N_{2 n+1}^{\prime}$ contains an indecomposable $\mathbb{Z} G$-module $N$ with $\mathbb{Z}$-rank $\geq 2 n+1$.

Proof. The proof is similar to that of Proposition 72.
We now give an example that $M_{2 n+1}^{\prime}$ is a decomposable $\mathbb{Z} G$-module. Take $n=2$ and $p=3$. The $\mathbb{Z}$-rank of $M_{5}^{\prime}$ is $(2 n+1)(p-1)=10$. Let $N_{1}$ be the $\mathbb{Z} G$-submodule of $M_{2 n+1}^{\prime}$ generated $x_{1}$ and $x_{2}$. Since $M_{2 n+1}^{\prime}$ is annihilated by $(a-\theta)\left(a-\theta^{2}\right)=a^{2}+a+1$ and $b^{2}+b+1$, it is actually a $\mathbb{Z}[\theta][a, b] /\left(a^{2}+a+1, b^{2}+b+1\right)$-module. Also $\mathbb{Z}[a, b] /\left(a^{2}+\right.$ $\left.a+1, b^{2}+b+1\right)=\mathbb{Z}\langle 1,(a-1),(b-1),(a-1)(b-1)\rangle$. Therefore, $N_{1}$ is generated by elements $x_{1}, x_{2},(a-1) x_{1},(b-1) x_{1},(a-1)(b-1) x_{1},(a-1) x_{2},(b-1) x_{2},(a-1)(b-1) x_{2}$
over $\mathbb{Z}$. We compute all of them:

$$
\begin{aligned}
(a-1) x_{1} & =(a-\theta) x_{1}+(\theta-1) x_{1}=y_{0}+(\theta-1) x_{1}, \\
(b-1) x_{1} & =(b-\theta) x_{1}+(\theta-1) x_{1}=y_{1}+(\theta-1) x_{1}, \\
(a-1)(b-1) x_{1} & =(a-1)\left(y_{1}+(\theta-1) x_{1}\right)=(a-1) y_{1}+(\theta-1)\left(y_{0}+(\theta-1) x_{1}\right) \\
& =(\theta-1) y_{1}+(\theta-1) y_{0}-3 \theta x_{1}, \\
(a-1) x_{2} & =\left(a-\theta^{2}\right) x_{2}+\left(\theta^{2}-1\right) x_{2}=y_{1}+(-\theta-2) x_{2}, \\
(b-1) x_{2} & =\left(b-\theta^{2}\right) x_{2}+\left(\theta^{2}-1\right) x_{2}=y_{2}+(-\theta-2) x_{2}, \\
(a-1)(b-1) x_{2} & =(a-1)\left(y_{2}+(-\theta-2) x_{2}\right)=(a-1) y_{2}+(-\theta-2)\left(y_{1}+(-\theta-2) x_{2}\right) \\
& =(-\theta-2) y_{2}+(-\theta-2) y_{1}+(3 \theta+3) x_{2} .
\end{aligned}
$$

Note that $(\theta-1)^{2}=\theta^{2}-2 \theta+1=-3 \theta$ and $(\theta+2)^{2}=\theta^{2}+4 \theta+4=(3 \theta+3)$. On the other hand, let $N_{2}$ be the $\mathbb{Z} G$-submodule generated by $y_{1}$. We have $a \cdot y_{1}=\theta y_{1}$ and $b \cdot y_{1}=\theta^{2} y_{1}=(-\theta-1) y_{1}$. Then $N_{2}=\left\langle y_{1}, \theta y_{1}\right\rangle_{\mathbb{Z}}$. Now it is easy to see that the $8 \mathbb{Z}$-generators of $N_{1}$ and $2 \mathbb{Z}$-generators of $N_{2}$ form a $\mathbb{Z}$-basis for $M_{5}^{\prime}$. This shows that $M_{5}^{\prime}=N_{1} \oplus N_{2}$ decomposes into two indecomposable $\mathbb{Z} G$-modules.

## Chapter 4

## Integral representations of specific

## finite groups

According to Theorem 69 , given an arbitrary finite group $G$, we know precisely when $\mathbb{Z} G$ is of finite representation type with respect to $\mathbb{Z} G$-lattices. As a remainder, $\mathbb{Z} G$-modules in this chapter will be meant to be $\mathbb{Z} G$-lattices (cf. Definition 38 and Section 3.3). We describe integral representations of cyclic groups of order $p$ and dihedral groups of order $2 p$ with $p$ a prime number. Our references are Reiner [33] and Lee [30]. At the end of this chapter, we use results of Lee [30] to discuss integral representations of $S_{3}=D_{3}$ in more details.

### 4.1 Cyclic groups of prime order

This section states the main theorem of [33] without proof. We only consider integral representations. Let $p$ be a prime number, $\mathfrak{o}$ the integral closure of $\mathbb{Z}$ in $\mathbb{Q}(\theta)$, where $\theta$ is a primitive $p$-th root of unity. Let $\Phi_{p}(X)=X^{p-1}+\cdots+1$. Let $G$ be a cyclic group generated by $g$ of order $p$ and $\mathbb{Z} G$ be its group ring. Let $s=\Phi_{p}(g)=1+g+\cdots+g^{p-1}$.

Suppose $M$ is an integral representation of $\mathbb{Z} G$. Consider a submodule $M_{0}$ of $M$,

$$
M_{0}=\{m \in M: s m=0\},
$$

and $M_{0}$ can be viewed as a $\mathbb{Z} G /(s) \cong \mathfrak{o}$-module. Suppose for some $m \neq 0 \in M_{0}$, and $f(g) m=0$, for some $f(X) \in \mathbb{Z}[X]$. Since $s m=0$, we may assume $\operatorname{deg}(f) \leq$ $\operatorname{deg}\left(\Phi_{p}\right)$. Since $\Phi_{p}(X)$ is irreducible in $\mathbb{Z}[X]$, we have $f(X)=n$ or $n \Phi_{p}(X)$; otherwise, $f(X) g(X)+h(X) \Psi_{p}(X)=m$ for some integer $m$ and $g(X), h(X) \in \mathbb{Z}[X]$. The former is impossible, since $m \neq 0$. Consequently, $M_{0}$ is $\mathfrak{o}$-torsion free. Therefore $M_{0}$ is $\mathfrak{o}$-isomorphic to

$$
\begin{equation*}
\mathfrak{o} \oplus \cdots \oplus \mathfrak{o} \oplus \mathfrak{a}, \tag{4.1}
\end{equation*}
$$

with $n$ direct summands, $\mathfrak{a}$ an element of ideal class of $\mathfrak{o}$. Observe that as $\mathfrak{o}$-modules, we have

$$
M_{0} \supset(g-1) M \supset(g-1) M_{0}=(\theta-1) M_{0} .
$$

Since $M_{0} \cong \mathfrak{o} \oplus \cdots \oplus \mathfrak{o} \oplus \mathfrak{a}$ and $(g-1) M$ is its submodule, $(g-1) M \cong \mathfrak{e}_{1} \oplus \cdots \oplus \mathfrak{e}_{n} \mathfrak{a}$ for some integral $\mathfrak{o}$-ideals $\mathfrak{e}_{1}, \ldots, \mathfrak{e}_{n}$. Also since $(g-1) M \supset(\theta-1) M_{0}$, we have $\mathfrak{e}_{i}$ can only be $\mathfrak{o}$ or $(\theta-1)$ for each $i$. Assume there are precisely $r$ elements of $\left\{\mathfrak{e}_{i}\right\}$ such that $\mathfrak{e}_{i}=\mathfrak{o}$. After permutation of the order, we let $B$ be

$$
(g-1) M /(\theta-1) M_{0}=\mathfrak{o} /(\theta-1) \oplus \cdots \oplus \mathfrak{o} /(\theta-1) \cong \mathbb{F}_{p} \oplus \cdots \oplus \mathbb{F}_{p},
$$

with $r$ direct summands. The last isomorphism follows from that $p$ is totally ramified in $\mathbb{Q}(\theta)$ and $p \mathfrak{o}=(1-\theta)^{p-1}$. Consider $M / M_{0}$, a $\mathbb{Z}$-free module. Hence we have $M=M_{0} \oplus X$
as $\mathbb{Z}$-modules, for some $X \cong M / M_{0}$ as $\mathbb{Z} G$-modules. Then this gives us

$$
\begin{align*}
(g-1) M & =(g-1) M_{0}+(g-1) X  \tag{4.2}\\
& =(\theta-1) M_{0}+(g-1) X \tag{4.3}
\end{align*}
$$

Note that this may not be a direct sum. By (4.3), we have a surjective $\mathbb{Z}$-linear map $\phi: X \rightarrow B$ defined by

$$
\phi(x)=\overline{(g-1) x}, x \in X .
$$

Therefore given $x \in X$, we have

$$
(g-1) x \equiv a_{1} \bar{\beta}_{1}+\ldots+a_{r} \bar{\beta}_{r} \bmod (1-\theta) M_{0}, a_{i} \in \mathbb{F}_{p}
$$

Since $M / M_{0}$ is a free $\mathbb{Z}$-module, we may assume that it is of rank $m$ with basis $\left\{x_{i}\right\}$. Moreover, since $\phi$ is surjective, we can choose $\left\{x_{i}\right\}$ such that $\left\{\phi\left(x_{1}\right), \cdots, \phi\left(x_{r}\right)\right\}$ is linearly independent, and we have $m \geq r$. By changing the basis, we may assume

$$
\begin{aligned}
& \phi\left(x_{i}\right)=c_{i} \bar{\beta}_{i}, c_{i} \in \mathbb{F}_{p}, \\
& c_{i} \neq 0 \text { when } 1 \leq i \leq r, \text { and } c_{i}=0 \text { when } r<i \leq m
\end{aligned}
$$

Therefore, we have $(g-1) x_{i}=c_{i} \beta_{i}+(g-1) u_{i}, u_{i} \in M_{0}$. Let $y_{i}=x_{i}-u_{i}$, then $(g-1) y_{i}=c_{i} \beta_{i}$. Since $M=M_{0} \oplus X$ as $\mathbb{Z}$-modules, we have

$$
M=M_{0} \oplus Y=M_{0} \oplus \mathbb{Z} y_{1} \oplus \cdots \oplus \mathbb{Z} y_{m}
$$

and

$$
g y_{i}=y_{i}+c_{i} \beta_{i}, g m=\theta m, m \in M_{0} .
$$

Furthermore, we may assume (cf. [33], Lemma 4), $c_{i}=1$, for $1 \leq i \leq r$.

Theorem 75. Suppose $M$ is an integral representation of $\mathbb{Z} G$. Let $n$ be the $Z[\theta]-$ rank of $M_{0}, \mathfrak{a}$ in (4.1), $r$ the dimension of $(g-1) M /(\theta-1) M_{0}$, and $m$ the $\mathbb{Z}$-rank of $M / M_{0}$. Then $m, n, r$ and $\mathfrak{a}$ (with restrictions $r \leq m, r \leq n$ ) are invariants of $M$ and determine $M$ uniquely. We may write $M=M_{0} \oplus \mathbb{Z} y_{1} \oplus \cdots \mathbb{Z} y_{r} \oplus \cdots \oplus \mathbb{Z} y_{m}$ as $\mathbb{Z}$-modules. The action of $G$ on $M$ is defined by

$$
\begin{aligned}
& g y_{i}=y_{i}+\beta_{i}, 1 \leq i \leq r, \\
& g y_{j}=y_{j}, r+1 \leq j \leq m, \\
& g m=\theta m, m \in M_{0} .
\end{aligned}
$$

Proof. See [33], Theorem, p. 145.

Corollary 76. The indecomposable $\mathbb{Z} G$-modules are described as in Theorem 75 with $(r, m, n)=(0,1,0)$ or $(0,0,1)$ or $(1,1,1)$. Hence the number of non-isomorphic indecomposable $\mathbb{Z} G$-modules is $2 h+1$, where $h$ is the class number of $\mathbb{Z}[\theta]$.

Proof. See [33], Corollary, p. 145.

Example 77. Let $G=\langle g\rangle$ be a cyclic group of order 2. Using Theorem 75 and Corollary 76 , we find out all $\mathbb{Z} G$-indecomposable modules. Our $\theta$, the primitive 2 -th root of unity, equals to -1 .
(1) For $(r, m, n)=(0,1,0)$, we have $M_{0}=0, M=0 \oplus \mathbb{Z} y=\mathbb{Z} y, B=(g-$ 1) $M /(\theta-1) M_{0}=0$. By Theorem 75 , we have $g \cdot y=y$. This is the trivial representation of $G$, denoted by $\mathbb{Z}$.
(2) For $(r, m, n)=(0,0,1)$, we have $M_{0}=\mathbb{Z},(g-1) M=(\theta-1)=(2), M=$ $M_{0}=\mathbb{Z} x$, and $(g+1) \cdot x=0$. Therefore, we have $g \cdot x=-x$, and denote $M$ by $\mathbb{Z}^{\prime}$.
(3) For $(r, m, n)=(1,1,1)$, we have $M_{0}=\mathbb{Z},(g-1) M=\mathbb{Z}=M_{0}$, and $M=$ $M_{0} \oplus \mathbb{Z} y=\mathbb{Z} x \oplus Z y$. If we pick $\beta=x$, then $g \cdot x=-x, g \cdot y=y+x$. Letting $e_{1}=y$ and $e_{2}=x+y$, we have $g \cdot e_{1}=e_{2}$ and $g \cdot e_{2}=e_{1}$, and denote $M$ by $L$.

These 3 integral representations of $G=C_{2}$ will be used in Section 4.2.

### 4.2 Dihedral groups of order $2 p$

Let $p \neq 2$ be a prime. In the following, we state some results of integral representations of dihedral groups of order $2 p$. Our reference is Lee [30].

Let $S=\mathbb{Z}$ or $\mathbb{Z}_{(2 p)}=\left\{\left.\frac{n}{m} \right\rvert\, n, m \in \mathbb{Z}\right.$ for $k \nmid m, k=2$ and $\left.p\right\}$. Let $\theta$ be a primitive $p$-th roots of unity, $K$ the field $\mathbb{Q}(\theta)$ and $K_{0}$ the field $\mathbb{Q}(\theta+\bar{\theta})$, where $\bar{\theta}$ is the conjugate of $\theta$. Let $R$ and $R_{0}$ be the integral closures of $S$ in $K$ and $K_{0}$. Let $G=\langle a, b\rangle$, where $a^{2}=b^{p}=e$, and $a b=b^{p-1} a$.

Let $\operatorname{Aut}\left(K / K_{0}\right)=\langle\alpha\rangle \cong C_{2}$. Let $\Lambda=R \circ C_{2}$ be a twisted group ring (cf. Definition 35). Note that $R_{0}$ is fixed by $\alpha$, and hence $\Lambda$ is an $R_{0}$-algebra via $\phi: R_{0} \rightarrow \Lambda$, where $1 \mapsto 1$. However, $\Lambda$ is not an $R$-algebra. Let $\Lambda_{\mathbb{Q}}:=\mathbb{Q} \otimes_{\mathbb{Z}} \Lambda$, and then $\Lambda_{\mathbb{Q}}$ is a $K_{0}$-algebra. Moreover, $\Lambda_{\mathbb{Q}}$ is isomorphic to $M_{2}\left(K_{0}\right)$ (cf. [10] Example 28.3).

The following is the motivation for studying projective $\Lambda$-modules of finite $R$-rank.
At first, $S G$ is the twisted group ring $S[b] \circ C_{2}$, where $C_{2}=\langle a\rangle$ and $C_{2}$ acts on $S[b]$ by $a(b)=a b a^{-1}=b^{p-1}$ and $a(1)=1$ (cf. Definition 35). Let $\Psi_{p}(X)=X^{p-1}+X^{p-2}+\ldots+1$, the cyclotomic polynomial of degree $p-1$. We have that

$$
S G / \Psi_{p}(b) S G \cong \Lambda \text { by } a \mapsto \alpha \text { and } b \mapsto \theta .
$$

Suppose $M$ is a finitely generated $S$-free $S G$-module. Consider the submodule

$$
M_{0}=\left\{m \in M: \Psi_{p}(b) m=0\right\},
$$

and we can regard $M_{0}$ as an $S G / \Psi_{p}(b) S G \cong \Lambda$-module. This is a finitely generated, $R$-torsion free module, hence an $R$-projective module. By Proposition 78, $M_{0}$ is $\Lambda$ -
projective. Since $M / M_{0}$ is annihilated by $(b-1), M / M_{0}$ is an $S[a]$-module. Hence $M$ is an extension of $M / M_{0}$ by $M_{0}$.

In [30], it is proved that the number of isomorphism classes of indecomposable $\mathbb{Z} G$ modules is related to the class number of $R_{0}$. We describe this relation between an $S$-free $S G$-indecomposable module and an ideal of $R_{0}$ briefly.

Given an $S G$-module $M$, the module $M$ is an extension of an $S[a]$-module $M / M_{0}$ by $M_{0}$, which is a $\Lambda$-module. Hence, we need to study $\Lambda$-modules $M_{0}, S[a]$-modules $M / M_{0}$ and extensions of $M / M_{0}$ by $M_{0}$.

Consider $\phi: R \rightarrow \Lambda, 1 \mapsto 1$, the natural map, and $\phi$ is a ring homomorphism. Hence a $\Lambda$-module can be regarded as an $R$-module.

Proposition 78. Every $R$-projective $\Lambda$-module is $\Lambda$-projective.

Proof. See [30] Proposition 1.1.

Definition 79. A ring $R$ is said to be a left hereditary ring if every left ideal of $R$ is a left projective $R$-module.

Proposition 80. The ring $\Lambda$ is a left hereditary ring.
Proof. See [30] Proposition 1.2.
Proposition 81. Suppose $\Gamma$ is a left hereditary ring. Then any $\Gamma$-projective module is $\Gamma$-isomorphic to an external direct sum of left ideals of $\Gamma$.

Proof. See [10] Proposition 4.3.
By Propositions 80,81 we have that any $\Lambda$-projective module is $\Lambda$-isomorphic to an external direct sum of left ideals of $\Lambda$. Since $\Lambda$ is an $R$-free module of rank 2 , the submodules of $\Lambda$ are of $R$-rank 1 or 2 . Ideals of $\Lambda$ which are of $R$-rank two are $\Lambda$ isomorphic to direct sums of two $R$-rank one ideals of $\Lambda$ (see [30] Theorem 1.1). Hence any $\Lambda$-projective module is isomorphic to an external direct sum of left ideals of $R$-rank 1 of $\Lambda$.

Definition 82. An $R$-ideal $I$ in $K$ is said to be ambiguous if $I=\bar{I}$.

Suppose $I$ is an ambiguous ideal in $K$. If $x \in I$, we have $\bar{x} \in I$. Therefore, we may regard $I$ as a $\Lambda$-module of $R$-rank 1 by defining $\alpha \cdot x=\bar{x}$ for $x \in I$.

Proposition 83. Two ambiguous ideals $I_{1}$ and $I_{2}$ of $K$ are $\Lambda$-isomorphic if and only if $I_{1}=x I_{2}$ for some $x \in K_{0}^{\times}$.

Proof. If $I_{1}$ is $\Lambda$-isomorphic to $I_{2}$, then it is $R$-isomorphic to $I_{2}$. We have $I_{1}=x I_{2}$ for some $x \in K^{\times}$. Since $I_{1}$ and $I_{2}$ are $\Lambda$-isomorphic, we have $x(a \cdot y)=\alpha \cdot(x y), \forall y \in I_{2}$. Therefore, we have $x \bar{y}=\overline{x y}$, so $x \in K_{0}^{\times}$. The converse is clear.

Proposition 84. The set of isomorphism classes of left ideals of $\Lambda$ of $R$-rank 1 is in bijection with that of $K_{0}^{\times}$-equivalence classes of fractional ambiguous ideals of $K$.

Proof. Suppose $I$ is an ambiguous ideal in $K$. We know that $I$ can be viewed as a $\Lambda$-module of $R$-rank 1. Since $I$ is $R$-torsion free, $I$ is $R$-projective, therefore, $\Lambda$-projective. By Proposition 81 , it is $\Lambda$-isomorphic to a left ideal of $\Lambda$.

Conversely, suppose $L$ is a left ideal of $\Lambda$ of $R$-rank one, and then $L_{\mathbb{Q}}$ is a left ideal of $\Lambda_{\mathbb{Q}}$ of $K$-rank one. Recall that we have an isomorphism $\Lambda_{\mathbb{Q}} \cong M_{2}\left(K_{0}\right)$. Hence $L_{\mathbb{Q}}$ is a simple $\Lambda_{\mathbb{Q}}$-module. We can embedd $K \hookrightarrow \Lambda_{\mathbb{Q}}$ as $\Lambda_{\mathbb{Q}}$-modules by sending $r$ to $r \cdot(1+\alpha)$. Since any two simple modules over $\Lambda_{\mathbb{Q}}$ are isomorphic, we have a $\Lambda_{\mathbb{Q}}$-isomorphism $L_{\mathbb{Q}} \simeq K$. Therefore, we have $L \hookrightarrow K$ as a $\Lambda$-embedding; hence $L$ is $\Lambda$-isomorphic to an ambiguous ideal of $K$. By Proposition 83, two ambigiuous ideals of $R$ are $\Lambda$-isomorphic if and only if they are $K_{0}^{\times}$-equivalent. The proof is complete.

Proposition 85. An ideal $I$ in $R$ is ambiguous if and only if $I$ can be written as the form $(1-\theta)^{\varepsilon} W R$, where $W$ is an ideal of $R_{0}$ and $\varepsilon=0$ or 1 .

Proof. Suppose $I$ is an ambiguous ideal of $R$. We can decompose $I$ into a product of prime ideals, say, $I=Q_{1} Q_{2} \cdots Q_{r}$. Since $\bar{I}=I, Q_{i}$ breaks into 2 cases. For some $Q_{i}$,
there exists $Q_{j}$ in the decomposition of $I$ such that $Q_{j}=\overline{Q_{i}}$, and the other $Q_{i}=\overline{Q_{i}}$. We may write $I$ as $\left(Q_{1} \bar{Q}_{1}\right) \cdots\left(Q_{m} \overline{Q_{m}}\right)\left(Q_{2 m+1} \cdots Q_{r}\right)$, where the first $2 m$ factors are of the first case and the remnants of the factors are of the second case. Note that since $\mathbb{Q}(\theta)$ is a field extension of $K_{0}$ of degree 2, given an ideal $P$ of $R_{0}$, we have that

$$
P R= \begin{cases}Q \bar{Q} & , \text { if } \mathrm{P} \text { is split, } \\ Q^{2} & , \text { if } \mathrm{P} \text { is ramified, } \\ Q & , \text { if } \mathrm{P} \text { is inert. }\end{cases}
$$

Also since $K$ is the $p$-th cyclotomic extension, we have that $P$ is ramified only if $P$ is the prime ideal lying over $(p)$. The prime ideal lying over ramified $P$ is $(1-\theta)$. For $2 m+1 \leq i \leq r, Q_{i}$ is either ramified or inert. So we have that

$$
I=P_{1} \cdots P_{m} P_{2 m+1} \cdots P_{n}(1-\theta)^{r-n} R=(1-\theta)^{\varepsilon} W R
$$

where $\varepsilon=1$ if $r-n$ is odd and $\varepsilon=0$ if $r-n$ is even.
On the other hand, consider $\left(1-\theta^{i}\right) /\left(1-\theta^{j}\right)$ where $i j \neq 0(\bmod p)$. Since $p$ is a prime number, we have $m j+n p=i$ for some $m$ and $n \in \mathbb{Z}$. Therefore, we have

$$
\left(1-\theta^{i}\right)=1-\theta^{m j} \theta^{n p}=1-\theta^{m j}=\left(1-\theta^{j}\right)\left(1-\left(\theta^{j}\right)^{2}+\cdots+\left(\theta^{j}\right)^{m-1}\right)
$$

Consequently, $\left(1-\theta^{i}\right) /\left(1-\theta^{j}\right) \in R$. Similarly for its inverse, hence $\left(1-\theta^{i}\right) /\left(1-\theta^{j}\right)$ is a unit of $R$. Also since $\theta$ is a unit of $R$, the element $(\theta-\bar{\theta}) /(1-\theta)=\theta\left(1-\theta^{p-2}\right) /(1-\theta)$ is a unit of $R$. Hence $(1-\theta)^{\varepsilon} W R=(\theta-\bar{\theta})^{\varepsilon} W R$, and $(\theta-\bar{\theta})^{\varepsilon} W R$ is obvious an ambiguous ideal of $R$.

Proposition 86. Two ambiguous ideals $(1-\theta)^{\varepsilon} W R$ and $(1-\theta)^{\varepsilon^{\prime}} W^{\prime} R$ are $\Lambda$-isomorphic if and only if $\varepsilon=\varepsilon^{\prime}$ and $W$ and $W^{\prime}$ are in the same ideal class of $R_{0}$.

Proof. By Proposition 83, two ambiguous ideals $(1-\theta)^{\varepsilon} W R$ and $(1-\theta)^{\varepsilon^{\prime}} W^{\prime} R$ are $\Lambda$-isomorphic $\Leftrightarrow(1-\theta)^{\varepsilon} W R=x(1-\theta)^{\varepsilon}{ }^{\varepsilon} W^{\prime} R$ for some $x \in K_{0}^{\times}$. Multiplying both sides by a non-zero element of $R_{0}$, we may assume $x \in R_{0}$. Also we have that $x R=(1-\theta)^{m} X$, where $X$ is a coprime-to- $(1-\theta)$ ideal of $R$ and $m$ is even. Therefore, we have $\varepsilon=\varepsilon^{\prime}$. Further, we have $W R=x W^{\prime} R$. Since the homomorphism $\iota: I\left(R_{0}\right) \rightarrow I(R)$ is injective, where $I\left(R_{0}\right)$ is the ideal group of $R_{0}$ and $I(R)$ is the ideal group of $R$, we have $W=x W^{\prime}$. Therefore, $(1-\theta)^{\varepsilon} W R=x(1-\theta)^{\varepsilon^{\prime}} W^{\prime} R \Leftrightarrow \varepsilon=\varepsilon^{\prime}$ and $W$ and $W^{\prime}$ are in the same ideal class of $R_{0}$.

Theorem 87. Let $h$ be the class number of $R_{0}$. There are $2 h$ non-isomorphic, indecomposable, projective, $\Lambda$-modules of $R$-rank 1 .

Proof. Suppose $M$ is a projective and indecomposable $\Lambda$-module of $R$-rank 1. Then $M$ is isomorphic to a left ideal of $\Lambda$ of $R$-rank 1 by Proposition 84 . Then this follows from Propositions 83, 85 and 86.

We may choose a set of representatives $\left\{U_{i}\right\}$ for ideal classes of $R_{0}$, and express the ambiguous ideals of $R$ by $(\theta-\bar{\theta})^{\varepsilon} U_{i} R$ up to $\Lambda$-isomorphism.

Proposition 88. If $M$ is a projective $\Lambda$-module, then $M$ is isomorphic to a direct sum of $U_{i} R$ and $(\bar{\theta}-\theta) U_{i} R$.

Proof. This follows from Propositions 81 and 85.

Proposition 89. Suppose $M$ is a projective $\Lambda$-module of $R$-rank $N$, and

$$
M \cong \bigoplus_{i=1}^{n} U_{n_{i}} R \bigoplus_{i=1}^{N-n}(\bar{\theta}-\theta) U_{m_{i}} R
$$

The class of $\left(\prod U_{n_{i}}\right)\left(\prod U_{m_{i}}\right)$ in $R_{0}$ and $n$ are invariants of $M$, and they determine $M$ uniquely up to $\Lambda$-isomorphism.

Proof. See [30] Theorem 1.3.
Let $X$ and $Y$ be two $S G$-modules. Let $F \in \operatorname{Hom}_{S}\left(S G, \operatorname{Hom}_{S}(Y, X)\right)$ be an element, then $F(a)$ and $F(b)$ are elements in $\operatorname{Hom}_{S}(Y, X)$. Write $F_{a}$ and $F_{b}$ for $F(a)$ and $F(b)$, respectively. We will use $F$ to construct an $S G$-module $M_{F}$ which is an extension of $Y$ by $X$. Let $M_{F}=X \oplus Y$ as $S$-modules. We define the action of $G$ on $M_{F}$ as follows:

$$
a \cdot(x, y)=\left(a \cdot x+F_{a}(y), a \cdot y\right), b \cdot(x, y)=\left(b \cdot x+F_{b}(y), b \cdot y\right) .
$$

We can find out what conditions of $F$ should be satisfied to order to make $M$ an $S G$-module. For example, since

$$
\begin{aligned}
(a a) \cdot(x, y) & =a \cdot(a(x, y))=a\left(a \cdot x+F_{a}(y), a \cdot y\right) \\
& =\left((a a) \cdot x+a \cdot F_{a}(y)+F_{a}(a \cdot y),(a a) \cdot y\right)=1 \cdot(x, y)=(x, y)
\end{aligned}
$$

we have

$$
\begin{equation*}
a \cdot F_{a}(y)+F_{a}(a \cdot y)=0 \tag{4.4}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\sum_{i=0}^{p-1} b^{p-1-i} F_{b}\left(b^{i} \cdot y\right)=0 \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
a F_{b}(y)+F_{a}(b \cdot y)=b^{p-1} \cdot F_{a}(y)-b^{p-1} F_{b}\left(b^{p-1} a \cdot y\right) \tag{4.6}
\end{equation*}
$$

These are all restrictions on $F$ for making $M$ an $S G$-module. We denote $M_{F}$ by $(X, Y ; F)$. Conversely, suppose we have an $S G$-module $M$ and $M$ is an extension of $Y$ by $X$. Since
$Y$ is $S$-projective, we can choose a decomposition of $S$-modules $M=X \oplus Y$. This decomposition induces an element $F \in \operatorname{Hom}_{S}\left(S G, \operatorname{Hom}_{S}(Y, X)\right)$ which satisfies above conditions.

Denote by $S$ the trivial representation of $G$, and denote by $S^{\prime}:=S$ the $S G$-module with $G$-action given by $a \cdot s=-s$ and $b \cdot s=s$, for $s \in S$. Let $L$ be a free $S$-module with basis $\left\{e_{1}, e_{2}\right\}$, together with $G$-action given by $a \cdot e_{1}=e_{2}$ and $a \cdot e_{2}=e_{1}$ and $b \cdot e_{i}=e_{i}$ for $i=1$ or 2 . Let $\left\{U_{i}\right\}$ be a representative system of the ideal class group of $R_{0}$. Let $A_{i}$ denote the $S G$-module $U_{i} R$ with $G$-action given by $a \cdot x=\bar{x}$ and $b \cdot x=\theta x$, for $x \in U_{i} R$. Let $A_{i}^{\prime}$ denote the $S G$-module with set elements in $U_{i} R$ but with $G$-action given by $a \cdot x=-\bar{x}$ and $b \cdot x=\theta x$ for $x \in U_{i} R$. According to the discussion at the beginning of this section, together with Theorem 89 and Example 77, every $S G$-module $M$ is an extension of

$$
S^{r} \oplus S^{\prime s} \oplus L^{t} \quad \text { by } \quad A_{n_{1}} \oplus \cdots \oplus A_{n_{\alpha}} \oplus A_{m_{1}}^{\prime} \oplus \cdots \oplus A_{m_{\beta}}^{\prime} .
$$

Since the functor Hom commutes with the functor oplus, we may consider only $F \in$ $\operatorname{Hom}_{S}\left(S G, \operatorname{Hom}_{S}(Y, X)\right)$ with $Y=S, S^{\prime}$ or $L$, and $X=A_{i}$ or $A_{i}^{\prime}$ first.

Proposition 90. After fixing $(Y, X)$ such that $(Y, X) \neq\left(S, A_{i}\right)$ or $\left(S^{\prime}, A_{i}^{\prime}\right)$, there exists a unique indecomposable extension of $Y$ by $X$ up to $S G$-isomorphism. In other words, the extension of $Y$ by $X$ is either trivial (decomposable) or the unique indecomposable $S G$-module up to isomorphism.

Proof. See [30] Proposition 2.2.

Proposition 91. For $(Y, X)=\left(S, A_{i}\right)$ or $\left(S^{\prime}, A_{i}^{\prime}\right)$, there does not exist any indecomposable extension.

Proof. See [30] Lemma 2.1.

By Proposition 90, we may drop $F$ from the notation $(X, Y ; F)$ and denote the unique indecomposable extension by $(X, Y)$. The following is a more explicit expression of these indecomposable extensions.

Let $F_{a}, F_{b} \in \operatorname{Hom}_{S}\left(S, A_{i}^{\prime}\right)$, and define

$$
\begin{equation*}
F_{b}(s)=s n_{0}, \quad \text { and } \quad F_{a}(s)=\frac{-\overline{F_{b}}(1)+\bar{\theta} F_{b}(1)}{(\bar{\theta}-1)}=s \frac{\left(-\overline{n_{0}}+\bar{\theta} n_{0}\right)}{\bar{\theta}-1} \tag{4.7}
\end{equation*}
$$

for $n_{0} \in A_{i}^{\prime}$ and $n_{0} \notin(\theta-1) A_{i}^{\prime}$. For $F_{a}, F_{b} \in \operatorname{Hom}_{S}\left(L, A_{i}\right)$, we define

$$
F_{a}\left(e_{1}\right)=n_{0} \text { and } F_{b}\left(e_{2}\right)=n_{0}
$$

where $n_{0}$ is an element in $A_{i}^{\prime}$ and $n_{0} \notin(\theta-1) A_{i}^{\prime}$ and for any $P, P \mid 2 R, n_{0} \notin P$.
Using the conditions (4.4) and (4.6), we have that

$$
\begin{equation*}
F_{a}\left(e_{2}\right)=\overline{F_{a}\left(e_{1}\right)} \text { and } \bar{n}_{0}+F_{a}\left(e_{2}\right)=\bar{\theta} n_{0}-\bar{\theta} F_{b}\left(e_{1}\right) . \tag{4.8}
\end{equation*}
$$

By Proposition 46 and the fact that $M_{0}$ is $\mathbb{Z}$-free, we can reduce finding the indecomposable $\mathbb{Z} G$-modules to finding the indecomposable $\mathbb{Z}_{(2 p)} G$-modules. Now we denote by $R$ and $R_{0}$ the integral closures of $\mathbb{Z}_{(2 p)}$ in $K$ and $K_{0}$, respectively. Since $\mathbb{Z}_{(2 p)}$ has only finitely many maximal ideals (in fact two), $R$ and $R_{0}$ have only finitely many maximal ideals as well. Thus, $R_{0}$ and $R$ are Dedekind domains having only finitely many maximal ideals, and hence they are PID. Lee proves that any indecomposable $\mathbb{Z}_{(2 p)} G$-modules is one of the following 5 forms:

$$
\left(A^{\prime}, \mathbb{Z}_{(2 p)}\right),\left(A, \mathbb{Z}_{(2 p)}^{\prime}\right),(A, L),\left(A^{\prime}, L\right) \text { and }\left(A^{\prime}+A, L\right)
$$

The former 4 types are proved by a matrix calculation, and the last one follows from a result of Swan [39]. Once all indecomposable $\mathbb{Z}_{(2 p)} G$-modules are known, all indecompos-
able $\mathbb{Z} G$-modules are known.
For $S=\mathbb{Z}$ or $\mathbb{Z}_{(2 p)}$, there are 5 types of indecomposable $S G$-extensions. Also there are $A_{i}, A_{i}^{\prime}$ and $S, S^{\prime}, L$ as $S G$-modules. Eventually, all integral representations of $G$ are of these $7 h+3$ types, where $h$ is the class number of the integral closure of $S$ in $K_{0}$.

Theorem 92. For $S=\mathbb{Z}$ or $\mathbb{Z}_{(2 p)}$ and $R_{0}$ be the integral closure of $S$ in $K_{0}$. Let $h$ be the class number of $R_{0}$. These $7 h+3$ isomorphism classes of indecomposable $S G$-modules are all isomorphism classes of indecomposable $S G$-modules.

Proof. See [30] Theorem 2.1.
Since the Krull-Schmidt Theorem holds for $\mathbb{Z}_{(p)} G$ - and $\mathbb{Z}_{(2)} G$-modules (see [30] Theorem 3.1.), we can consider the unique decompositions of $\mathbb{Z}_{(2 p)} G$-modules into indecomposable $\mathbb{Z}_{(p)} G$ - and $\mathbb{Z}_{(2)} G$-modules after scalar extensions. For two $\mathbb{Z}_{(2 p)} G$-modules $M$ and $N$, by Proposition $47 M \cong N$ if and only if $M_{(p)} \cong N_{(p)}$ and $M_{(2)} \cong N_{(2)}$.

If a $\mathbb{Z}_{(2 p)} G$-module $M$ decomposes as

$$
\begin{gathered}
M \cong \mathbb{Z}_{(2 p)}^{s_{1}} \oplus \mathbb{Z}_{(2 p)}^{\prime}{ }^{s_{2}} \oplus L^{l} \oplus A^{r_{1}} \oplus A^{\prime r_{2}} \oplus\left(A, \mathbb{Z}_{(2 p)}^{\prime}\right)^{u_{1}} \oplus\left(A^{\prime}, \mathbb{Z}_{(2 p)}\right)^{u_{2}} \\
\oplus(A, L)^{v_{1}} \oplus\left(A^{\prime}, L\right)^{v_{2}} \oplus\left(A+A^{\prime}, L\right)^{t},
\end{gathered}
$$

then

$$
s_{1}+u_{2}, s_{2}+u_{1}, r_{1}, r_{2}, u_{1}+v_{1}+t, u_{2}+v_{2}+t, s_{1}+l+v_{1}, s_{2}+l+v_{2}
$$

are invariants of $M$ and determine $M$ up to $\mathbb{Z}_{(2 p)} G$-isomorphic. This follows from Proposition 47. Below is the chart of decompositions of indecomposable $\mathbb{Z}_{(2 p)} G$-modules.

| $\mathbb{Z}_{(2 p)} G$-module | $\mathbb{Z}_{(2)} G$-module | $\mathbb{Z}_{(p)} G$-module |
| :---: | :---: | :---: |
| $\mathbb{Z}_{(2 p)}$ | $\mathbb{Z}_{(2)}$ | $\mathbb{Z}_{(p)}$ |
| $\mathbb{Z}_{(2 p)}^{\prime}$ | $\mathbb{Z}_{(2)}^{\prime}$ | $\mathbb{Z}_{(p)}^{\prime}$ |
| $L$ | $L_{(2)}^{\prime}$ | $\mathbb{Z}_{(p)} \oplus \mathbb{Z}_{(p)}^{\prime}$ |
| $R_{0} R=R$ | $R_{(2)}$ | $R_{(p)}$ |
| $R_{0}^{\prime} R=R^{\prime}$ | $R_{(2)}^{\prime}$ | $R_{(p)}^{\prime}$ |
| $\left(R, \mathbb{Z}^{\prime}\right)$ | $R_{(2)} \oplus \mathbb{Z}_{(2)}^{\prime}$ | $\left(R_{(p)}^{\prime}, \mathbb{Z}_{(p)}^{\prime}\right)$ |
| $\left(R^{\prime}, \mathbb{Z}\right)$ | $R_{(2)}^{\prime} \oplus \mathbb{Z}_{(2)}$ | $\left(R_{(p)}^{\prime}, \mathbb{Z}_{(p)}\right)$ |
| $(R, L)$ | $R_{(2)} \oplus L_{(2)}$ | $\left(R_{(p)}, \mathbb{Z}_{(p)} \oplus \mathbb{Z}_{(p)}^{\prime}=\mathbb{Z}_{(p)} \oplus\left(R_{(p)}, \mathbb{Z}_{(p)}^{\prime}\right)\right.$ |
| $\left(R^{\prime}, L\right)$ | $R_{(2)}^{\prime} \oplus L_{(2)}$ | $\left(R_{(p)}^{\prime}, \mathbb{Z}_{(p)} \oplus \mathbb{Z}_{(p)}^{\prime}\right)=\mathbb{Z}_{(p)}^{\prime} \oplus\left(R_{(p)}^{\prime}, \mathbb{Z}_{(p))}\right)$ |
| $\left(R+R^{\prime}, L\right)$ | $R_{(2)} \oplus R_{(2)}^{\prime} \oplus L_{(2)}$ | $\left(R_{(p)}+R_{(p)}^{\prime}, \mathbb{Z}_{(p)} \oplus \mathbb{Z}_{(p)}^{\prime}\right)=$ |
|  |  | $\mathbb{Z}_{(p)}^{\prime} \oplus\left(R_{(p)}^{\prime}, \mathbb{Z}_{(p))} \oplus \mathbb{Z}_{(p)} \oplus\left(R_{(p)}, \mathbb{Z}_{(p)}^{\prime}\right)\right.$ |

Table 4.1: Decompositions of $\mathbb{Z}_{(2 p)} D_{p}$ modules with coefficients $\mathbb{Z}_{(p)}$ and $\mathbb{Z}_{(2)}$

Theorem 93. Let $M$ be a $\mathbb{Z} G$-module, and write

$$
\begin{gathered}
\left.M \cong \mathbb{Z}^{s_{1}} \oplus \mathbb{Z}^{s_{2}} \oplus L^{l} \oplus U_{i_{\delta}} R^{r_{1}} \oplus(\bar{\theta}-\theta) U_{i_{\epsilon}} R^{r_{2}} \oplus\left(U_{i_{\zeta}} R, \mathbb{Z}^{\prime}\right)^{u_{1}} \oplus(\bar{\theta}-\theta) U_{i_{\eta}} R, \mathbb{Z}\right)^{u_{2}} \\
\oplus\left(U_{i_{\lambda}} R, L\right)^{v_{1}} \oplus\left((\bar{\theta}-\theta) U_{i_{\mu}} R, L\right)^{v_{2}} \oplus\left(R+(\bar{\theta}-\theta) U_{i_{\nu}} R, L\right)^{t},
\end{gathered}
$$

then we have $s_{1}+u_{2}, s_{2}+u_{1}, r_{1}, r_{2}, u_{1}+v_{1}+t, u_{2}+v_{2}+t, s_{1}+l+v_{1}, s_{2}+l+v_{2}$ are invariants of $M$ and they determine $M$ up to $\mathbb{Z}_{(2 p)} G$-isomorphism. The class of

$$
\left(\prod U_{i_{s}}\right)\left(\prod U _ { i _ { \epsilon } } \left(\prod U_{i_{\epsilon}}\left(\prod U_{i_{\eta}}\right)\left(\prod U_{i_{\lambda}}\right)\left(\prod U_{\left.i_{k}\right)}\right)\left(\prod_{i_{i_{n}}}\right)\right.\right.
$$

in $R_{0}$ is also an invariant of $M$.

### 4.3 An example

We keep the notation in Section 4.2. Let $p=3, G=S_{3}$, and $R_{0}$ be the integral closure of $S=\mathbb{Z}$ in $\mathbb{Q}(\theta+\bar{\theta})$, where $\theta=(1+\imath \sqrt{3}) / 2$. Fortunately, $R_{0}=\mathbb{Z}$ is PID. Hence, there are $7+3=10$ isomorphism classes of indecomposable $\mathbb{Z} S_{3}$-modules. We will write down these indecomposable $\mathbb{Z} S_{3}$-modules explicitly.

Via $\rho: \mathbb{Z} G \rightarrow \mathbb{Z} C_{2}$, with $C_{2}=\langle a\rangle, a \mapsto a$ and $b \mapsto 1$, we have 3 indecomposable $\mathbb{Z} G$-modules, $\mathbb{Z}, \mathbb{Z}^{\prime}$ and $L$. Since the class number of $R_{0}$ is $1, A=\mathbb{Z} R=R=\mathbb{Z}[\theta]$ with $a \cdot r=\bar{r}$ and $b \cdot r=\theta r$, and $A^{\prime}=\mathbb{Z} R=R=\mathbb{Z}[\theta]$ with $a \cdot r=-\bar{r}$ and $b \cdot r=\theta r$.

For the other indecomposable $\mathbb{Z} G$-extensions, since we can pick $A=\mathbb{Z} R$, we can choose $n_{0}=1$, whch satisfies all conditions in (4.7) and (4.2).

For $\left(A, \mathbb{Z}^{\prime} ; F\right)=R \oplus \mathbb{Z}$, substituting $n_{0}=1$ in (4.7), we have $F_{b}(s)=s$, and $F_{a}(s)=s$.
For $(A, L ; F)=R \oplus \mathbb{Z} e_{1} \oplus \mathbb{Z} e_{2}$, we have $F_{a}\left(e_{1}\right)=1, F_{a}\left(e_{2}\right)=1, \quad F_{b}\left(e_{2}\right)=1$ and $F_{b}\left(e_{1}\right)=-2 \theta+1$.

Recall the action of $G$ on $(X, Y ; F)$ is defined by

$$
a \cdot(x, y)=\left(a \cdot x+F_{a}(y), a \cdot y\right) \text { and } b \cdot(x, y)=\left(b \cdot x+F_{b}(y), b \cdot y\right) .
$$

Then we have the Table 4.2. Due to typesetting, we write the module $\left(A+A^{\prime}, L ; F\right)$ separately.

For $\left(r, r^{\prime}, s_{1} e_{1}, s_{2} e_{2}\right) \in\left(A+A^{\prime}, L ; F\right)$,

$$
\begin{aligned}
& a \cdot\left(r, r^{\prime}, s_{1} e_{1}, s_{2} e_{2}\right)=\left(\bar{r}+s_{1}+s_{2},-\bar{r}^{\prime}+s_{1}+s_{2}, s_{2} e_{1}, s_{1} e_{2}\right) \\
& b \cdot\left(r, r^{\prime}, s_{1} e_{1}, s_{2} e_{2}\right)=\left(\theta r+s_{2}+(-2 \theta+1) s_{1}, \theta r^{\prime}+s_{2}+(-2 \theta+1) s_{1}, s_{1} e_{1}, s_{2}, e_{2}\right)
\end{aligned}
$$



Table 4.2: Actions of $S_{3}$ on indecomposable $\mathbb{Z} S_{3}$-lattices and $\mathbb{Z}_{(6)} S_{3}$-lattices

## Chapter 5

## Chow's theorem for semi-abelian

## varieties and bounds for splitting

## fields for algebraic tori

### 5.1 Introduction

A connected algebraic group $T$ over a field $k$ is an algebraic torus if there is a $\bar{k}$ isomorphism $T \otimes \bar{k} \simeq\left(\mathbb{G}_{\mathrm{m}}\right)^{d} \otimes_{k} \bar{k}$ of algebraic groups, where $d=\operatorname{dim} T, \bar{k}$ is an algebraic closure of $k$ and $k_{s}$ is the separable closure of $k$ in $\bar{k}$. We say $T$ splits over a field extension $K$ of $k$ if there is a $K$-isomorphism $T \otimes_{k} K \simeq\left(\mathbb{G}_{\mathrm{m}}\right)^{d} \otimes_{k} K$. The main purpose of this paper is to extend methods for proving the following fundamental result.

Theorem 94. Any algebraic torus $T$ over a field $k$ splits over $k_{s}$. In other words, $T_{s}$ splits over a finite separable field extension of $k$.

This theorem is well known and it is stated and proved in the literature several times. Surprisingly, different authors chose their favorite proofs which are all quite different. The first proof is given by Takashi Ono [32, Proposition 1.2.1]. Armand Borel gave another proof in his book Linear Algebraic Groups; see [2, Proposition 8.11]. In the second edition
of his book Linear Algebraic Groups, T.A. Springer included a systematic treatment of the rationality problem of algebraic groups where he also gave another proof of Theorem 94; see [37, Proposition 13.1.1]. Another proof, due to John Tate, is given in Borel and Tits [3, Proposition 1.5]. Jacques Tits himself also provided one proof in his Yale University Lectures Notes; see [41, Theorem 1.4.1].

The proof given by Borel uses the property that the $k_{s}$-valued points of $T$ are semisimple. Note that this property is also shared by diagonalizable groups. Thus, Borel's proof generalizes Theorem 94 to diagonalizable $k$-groups. Springer's proof has more flavor of differential geometry; one key ingredient of his proof uses derivations. One may view that Springer uses derivations and connections to treat purely inseparable descent. Note that the classical Galois descent deals with the descent of separable algebraic extensions. It is known that this method of using group theory fails for the descent of inseparable field extensions. However, the hidden information can be revealed using derivations and connections. Springer's proof of Theorem 94 is an interesting application of the inseparable descent. The proofs given by Tits and by Tate uses only the properties of characters. The ideas of their proofs are similar: Both uses the same argument that a suitable $p$-power of any character $\chi$ of $T$ is defined over $k_{s}$. The only difference is that Tits works with the coordinate ring $\bar{k}[T]$ of $T$ while Tate works with its function field $\bar{k}(T)$. That Tate proves the $k_{s}$-rationality of $\chi$ uses the language in Weil's foundation, while Tits' argument is more elementary.

Ono's proof relies on an analogue of Chow's theorem for tori (see [32, Lemma 1.2.1]) Chow's theorem states as follows. Let $K / k$ be a primary field extension, that is, $k$ is separably algebraically closed in $K$. If $X$ and $Y$ are two abelian varieties over $k$, then the monomorphism $\operatorname{Hom}_{k}(X, Y) \rightarrow \operatorname{Hom}_{K}\left(X_{K}, Y_{K}\right)$, where $X_{K}:=X \otimes_{k} K$, is also surjective; see [8], also see [29, Chapter II, Theorem 5], [6, Lemma 1.2.1.2], [9, Theorem 3.19] and [45, Lemma 6.7]. Ono did not give a proof of the analogous result for tori. However, he
pointed out (in the proof of [32, Lemma 1.2.1]) that the original proof of Chow for abelian varieties also works for tori . Thus, we revisit Chow's theorem, aiming at supplementing Ono's proof. The original proof given by Chow uses the language in Weil's foundation. A modern proof of Chow's theorem, due to Brian Conrad, is given in [9, Theorem 3.19]. The central idea is Grothendieck's faithfully flat descent.

Grothendieck's descent theory has been a very powerful tool of algebraic geometry. The standard reference is SGA 1 [16]. The reader can also find the exposition in some books or articles working with moduli spaces or étale cohomology, for example, Milne [31, Chapter 1, Section 2], Freitag and Kiehl [15, Appendix A], , Bosch, Lütkebohmert, and Raynaud [4, Chapter 6] and B. Conrad [9, Section 3]. The faithfully flat descent is a very clean formulation which reorganizes both the classical Galois descent and the purely inseparable descent through derivations over fields in one unified way (regardless the explicit structure of the flat base in question). More powerfully, this simple formulation works for arbitrary base schemes, so it is far beyond the combination of both separable and inseparable descent over fields.

The idea of Conrad's proof of Chow's theorem is pursued further in this article. We generalize Chow's theorem to semi-abelian varieties, which includes the case of tori. This completes Ono's proof of Theorem 94 by an alternative method. We refer to Section 5.5.2 for the definition of semi-abelian varieties.

Theorem 95. Let $X$ and $Y$ be two semi-abelian varieties over a field $k$, and let $K$ be a primary field extension of $k$. Then the monomorphism of $\mathbb{Z}$-modules

$$
\begin{equation*}
\operatorname{Hom}_{k}(X, Y) \rightarrow \operatorname{Hom}_{K}\left(X_{K}, Y_{K}\right), \quad X_{K}:=X \otimes_{k} K \tag{5.1}
\end{equation*}
$$

is bijective.

Besides proofs given by Borel, Springer, Tate, Ono, Tits, we also give a new proof of

Theorem 94. Our proof is based on a second proof of Theorem 95, which does not rely on he faithfully flat descent.

It is obvious that Theorem 94 is merely one of many theorems appearing in the theory of algebraic groups. Why do we care only on this single result? Below are two reasons:
(a) There are already several different and interesting proofs given by experts from the viewpoints from algebraic geometry, number theory. differential geometry, group representation theory and arithmetic. Thus, reorganizing these proofs as well as the methods and ingredients behind should be useful and illuminating.
(b) Though tori are the simplest connected linear algebraic groups and have been studied for several decades, there are several problems that remain open and have been tried out in various cases up to now. Among them, we are interested in the classification of algebraic tori over an arbitrary field. Because a solution would rely on the development of integral representations of finite groups, solutions to the Inverse Galois problem and Noether's problem. These are very active ongoing research topics.

We illustrate the point (b) in more detail. Let $\Gamma_{k}:=\operatorname{Gal}\left(k_{s} / k\right)$ be the absolute Galois group of $k$. Using Theorem 94, the functor

$$
\begin{equation*}
\text { a } k \text {-torus } T \mapsto X_{*}(T):=\operatorname{Hom}_{k_{s}}\left(\mathbb{G}_{\mathrm{m} k_{s}}, T_{k_{s}}\right) \tag{5.2}
\end{equation*}
$$

gives rise to an equivalence between the category of algebraic tori over $k$ and the category of finite free $\mathbb{Z}$-module together with a continuous action of $\Gamma_{k}$, or $\mathbb{Z} \Gamma_{k}$-lattices. If $K / k$ is a finite Galois extension with Galois group $G:=\operatorname{Gal}(K / k)$, then this functor induces a bijection

$$
\left\{\begin{array}{l}
\text { isomorphism classes }  \tag{5.3}\\
\text { of } k \text {-tori splitting } \\
\text { over } K
\end{array}\right\} \stackrel{\sim}{\sim}\left\{\begin{array}{l}
\text { isomorphism } \\
\text { classes of } \mathbb{Z} G \text { - } \\
\text { lattices }
\end{array}\right\} .
$$

Thus, classification of tori over $k$ can be divided into two steps:
(1) Classify all finite groups $G$ which are quotients of $\Gamma_{k}$ (the IGP).
(2) Classify integral representations of $G$.

Noether's problem is the most prominent and famous problem in the IGP. We refer to [26] for a survey of Noether's problem and the references within for more details. For recent development of Noether's problem, we refer to works of M.-C. Kang [22, 24] and those of H. Kitayama and A. Yamasaki [28, 27, 44].

We conclude this paper with the best bound for the degrees of splitting fields of tori.

Proposition 96. (Corollary 118) For any $d \geq 1$ and any number field $k$, there exists a d-dimensional $T$ over $k$ such that $\left[k_{T}: k\right]=\operatorname{Max}(d, \mathbb{Q})$, where $k_{T}$ is the (minimal) splitting field of $T$ and $\operatorname{Max}(d, \mathbb{Q})$ is the maximal order of finite subgroups of $\mathrm{GL}_{d}(\mathbb{Q})$.

The paper is organized as follows. Section 2 consists of minimal preliminaries of diagonalizable groups and gives a proof of Theorem 94 due to Borel. Section 3 includes basic properties of derivations and connections as well as a formulation for purely inseparable descent. A proof due to Springer is also included. Section 4 includes the proofs of Tits and Tate. Theorem 95 is proved in Section 5; we also give a different proof of Theorem 95 and hence that of Theorem 94.

### 5.2 Characters and diagonalizable groups

In this section we shall present a proof of Theorem 94 due to Armand Borel. A basic result is that any set of characters is linearly independent in the following sense.

Lemma 97. Let $H$ be an abstract group, $k$ any field, and let $X$ be the set of all homomorphisms $H \rightarrow k^{\times}$. Then $X$ is $k$-linearly independent as a subset in the $k$-vector space
$\mathcal{C}(H, k)$ of $k$-valued functions on $H$. That is, for any distinct characters $\chi_{1, \ldots, \chi_{n}}$ and elements $a_{1}, \ldots, a_{n} \in k$, then

$$
\begin{equation*}
a_{1} \chi_{1}+\cdots+a_{n} \chi_{n}=0 \text { in } \mathcal{C}(H, k) \Longrightarrow a_{1}=\cdots=a_{n}=0 . \tag{5.4}
\end{equation*}
$$

Proof. See [2, Lemma 8.1].

Let $G$ be a linear algebraic group over a field $k$. Put $K:=\bar{k}$. Let $X(G):=$ $\operatorname{Hom}_{\bar{k}-\mathrm{gp}}\left(G, \mathbb{G}_{\mathrm{m}}\right)$ denote the group of all characters, which is a finitely generated abelian group. The subgroup of $k$-rational characters is denoted by $X(G)_{k}$.

Definition 98. (1) We say that $G$ is diagonalizable if the coordinate ring $K[G]$ is spanned by $X(G)$ over $K$.
(2) We say that a diagonalizable group $G$ splits over $k$ if the coordinate ring $k[G]$ is spanned by $X(G)_{k}$ over $k$.

By Lemma 97, the abelian group $X(G)$ is a linearly independent subset in $K[G]$. So if $G$ is diagonalizable, then $K[G]$ is equal to the group algebra $K[X(G)]$ of the abelian group $X(G)$. Any group algebra $K[H]$ admits a natural structure of Hopf algebra with the co-multiplication $\Delta: K[H] \rightarrow K[H] \otimes_{K} K[H]$ defined by $\Delta(h)=h \otimes h$. Then $K[G]=K[X(G)]$ as Hopf algebras. Particularly, $G$ is commutative.

It is clear from the definition that an algebraic torus is precisely a connected diagonalizable algebraic group. We recall basic properties of diagonalizable groups. Let $\mathbf{D}_{n} \subset \mathrm{GL}_{n}$, for $n \geq 1$, denote the diagonal split torus of dimension $n$.

Proposition 99. Let $G$ be a linear algebraic group over $K$. The following statements are equivalent:

1. $G$ is diagonalizable.
2. $G$ is isomorphic to a subgroup of $\mathbf{D}_{n}$ for some $n \geq 1$.
3. For any rational representation $\pi: G \rightarrow \mathrm{GL}_{n}$, the subgroup $\pi(G)$ is conjugate to a subgroup of $\mathbf{D}_{n}$.
4. $G$ contains a dense commutative subgroup consisting of semi-simple elements.

Proof. See [2, Proposition 8.4].

Proposition 100. Let $G$ be a diagonalizable group over $k$. The following statements are equivalent:

1. $G$ splits over $k$.
2. $G$ is isomorphic to a $k$-subgroup of $\mathbf{D}_{n}$ for some $n \geq 1$.
3. For any rational representation $\pi: G \rightarrow \mathrm{GL}_{n}$ defined over $k$, the subgroup $\pi(G)$ is conjugate over $k$ to a subgroup of $\mathbf{D}_{n}$.

Proof. See [2, Proposition 8.4'].

Theorem 101. Any diagonalizable $k$-group $G$ splits over $k_{s}$.

Proof. Choose a $k$-embedding $G \subset \mathrm{GL}_{n}$. By Proposition 99, $G\left(k_{s}\right)$ contains a dense commutative subgroup $S$ consisting of semi-simple elements. As $S$ is commutative and every element $s$ in $S$ is diagonalizable in $\mathrm{GL}_{n}\left(k_{s}\right)$, we can diagonalize simultaneously the matrices $s$ for all $s \in S$. That is, there is an element $g \in \mathrm{GL}_{n}\left(k_{s}\right)$ such that $g S g^{-1} \subset$ $\mathbf{D}_{n}\left(k_{s}\right)$. Since $S$ is dense, the inner automorphism $\operatorname{Int}(g)$ sends $G$ into a subgroup of $\mathbf{D}_{\mathbf{n}}$. Therefore, $G$ is $k_{s}$-isomorphic to a subgroup of $\mathbf{D}_{\mathbf{n}}$, which splits over $k$ by Proposition 100 . This completes the proof of the theorem.

Theorem 94 follows from Theorem 101, because any algebraic torus is a diagonalizable group. We remark that the property Proposition 99 (4) was also used by Rosenlicht who showed that any algebraic $k$-torus is unirational; see [35, Proposition 10].

### 5.3 Derivations, connections and inseparable descent

In this section we present the second proof of Theorem 94 due to T.A. Springer. The proof is actually quite long as one needs to develop several setups. The key idea is to deduce purely inseparable descent through derivations and connections. This may be viewed as an extension of the Galois descent which handles only the case of separable extensions.

### 5.3.1 Derivations

Definition 102. Let $R$ be a commutative ring and $A$ a commutative $R$-algebra. Let $M$ be an $A$-module. An $R$-derivation of $A$ on $M$ is an $R$-linear map $D: A \rightarrow M$ such that

$$
\begin{equation*}
D(a b)=a D(b)+b D(a), \quad \forall a, b \in A . \tag{5.5}
\end{equation*}
$$

Let $\operatorname{Der}_{R}(A, M)$ denote the set of all $R$-derivations of $A$ on $M$. It is equipped with a natural $A$-module structure by defining $(b D)(x):=b D(x)$ for $b \in A$ and $D \in \operatorname{Der}_{R}(A, M)$. Note that $D(r \cdot 1)=0$ for any $r \in R$.

If $\phi: A \rightarrow B$ is an $R$-algebra homomorphism and $N$ is a $B$-module, then one can regard $N$ as an $A$-module. Thus, one obtains a map of $A$-modules

$$
\begin{equation*}
\phi_{0}: \operatorname{Der}_{R}(B . N) \rightarrow \operatorname{Der}_{R}(A . N), \quad D \mapsto D \circ \phi . \tag{5.6}
\end{equation*}
$$

The map $\phi_{0}$ induces a short exact sequence of $A$-modules

$$
\begin{equation*}
0 \rightarrow \operatorname{Der}_{A}(B . N) \rightarrow \operatorname{Der}_{R}(B . N) \rightarrow \operatorname{Der}_{R}(A . N) \tag{5.7}
\end{equation*}
$$

### 5.3.2 Tangent spaces

We show how to use derivations to reformulate the tangent space of an algebraic variety at a point. Let $X \subset \mathbf{A}^{n}$ be a closed subvariety of the affine $n$-space over $K$, where $K$ is an algebraically closed field, and let $x=\left(a_{1}, \ldots, a_{n}\right) \in X$ be a $K$-point. We write the coordinate ring of $X$ by $K[X]=K[T] / I$, where $T=\left(T_{1}, \ldots, T_{n}\right)$ and $I=\left(f_{1}, \ldots, f_{s}\right) \subset$ $K[T]$ is the ideal of definition. Write the tangent space $T_{x} \mathbf{A}^{n}=K^{n}$ with the standard basis $\partial / \partial T_{i}$ for $i=1, \ldots, n$. Then the tangent space $T_{x} X \subset T_{x} \mathbf{A}^{n}$ consists of vectors $\left(v_{1}, \ldots, v_{n}\right) \in K^{n}$ satisfying the linear equations

$$
\begin{equation*}
\sum_{i=1}^{n} v_{i} \frac{\partial f_{j}}{\partial T_{i}}(x)=0, \quad j=1, \ldots, s \tag{5.8}
\end{equation*}
$$

Let $M_{x} \subset K[X]$ be the maximal ideal corresponding to $x$, and $K(x):=K[X] / M_{x}=$ $K[T] /\left(T_{1}-a_{1}, \ldots, T_{n}-a_{n}\right)$ the residue field at $x$, viewed as a $K[X]$-module or a $K[T]$ module. We can identify the tangent space $T_{x} \mathbf{A}^{n}$ with $\operatorname{Der}_{K}(K[T], K(x))$ as

$$
\begin{equation*}
T_{x} \mathbf{A}^{n} \simeq \operatorname{Der}_{K}(K[T], K(x)), \quad v=\left(v_{1}, \ldots, v_{n}\right) \mapsto D_{v}=\sum_{i=1}^{n} v_{i} D_{i}, \tag{5.9}
\end{equation*}
$$

where $D_{i}$ is the unique derivation such that $D_{i}\left(T_{j}\right)=\delta_{i j}$ for $j=1, \ldots, n$. One easily sees that the derivation $D_{v}: K[T] \rightarrow K(x)$ factors through $K[X] \rightarrow K(x)$ if and only $v$ satisfies the condition (5.8). Thus, the identification (5.9) induces a natural isomorphism

$$
\begin{equation*}
T_{x} X \simeq \operatorname{Der}_{K}(K[X], K(x)) . \tag{5.10}
\end{equation*}
$$

Note that $D_{v}$ is uniquely determined its restriction on $M_{x}$, because $K[X]=K \oplus M_{x}$. Thus, by (5.10), we obtain a natural isomorphism

$$
\begin{equation*}
T_{x} X \simeq \operatorname{Hom}_{K}\left(M_{x} / M_{x}^{2}, K(x)\right)=\left(M_{x} / M_{x}^{2}\right)^{*} . \tag{5.11}
\end{equation*}
$$

We call the $K(x)$-vector space $M_{x} / M_{x}^{2}$ the cotangent space of $X$ at $x$. The isomorphisms (5.10) and (5.11) provide two alternative definitions for the tangent space $T_{x} X$ of $X$ at a point. These reformulations show that the tangent space $T_{x} X$ is an intrinsic property, in the sense that does not depend on the choice of an embedding of $X$ into the affine space $\mathbf{A}^{n}$. Furthermore, we can use these reformulations to define the tangent spaces of an arbitrary scheme.

Let $f: X \rightarrow Y$ be a morphism of algebraic varieties and let $x \in X$ be a point. Then the differentiation of $f$ gives a $K$-linear map of vector spaces

$$
\begin{equation*}
(d f)_{x}: T_{x} X \rightarrow T_{y} Y, \quad y=f(x) . \tag{5.12}
\end{equation*}
$$

If $g: Y \rightarrow Z$ is another morphism of algebraic varieties and put $z=g(y)$. Then the differentiation of the composition $g \circ f$ has the property

$$
\begin{equation*}
(d g \circ f)_{x}=(d g)_{y} \circ(d f)_{x} \quad(\text { the chain rule }) \tag{5.13}
\end{equation*}
$$

### 5.3.3 Kähler differentials

Definition 103. Let $R$ and $A$ be as in Definition 102. Let $I_{A / R}$ denote the kernel of the multiplication $m: A \otimes_{R} A \rightarrow A$. The Kähler differential $\Omega_{A / R}^{1}$ of $A$ over $R$ is defined by

$$
\begin{equation*}
\Omega_{A / R}^{1}:=I_{A / R} / I_{A / R}^{2} \tag{5.14}
\end{equation*}
$$

This is an $A$-module by the isomorphism $A \otimes_{R} A / I_{A / R} \simeq A$.

It is easy to see that the ideal $I_{A / R}$ is generated by elements $a \otimes 1-1 \otimes a$ for all $a \in A$. For $a \in A$, write

$$
\begin{equation*}
d a:=[a \otimes 1-1 \otimes a], \quad a \in A \tag{5.15}
\end{equation*}
$$

the class in $\Omega_{A / R}^{1}$. Then the map $d: A \rightarrow \Omega_{A / R}^{1}$ is an $R$-derivation of $A$ on $\Omega_{A / R .}^{1}$. If $M$ is an $A$-module and $\varphi: \Omega_{A / R}^{1} \rightarrow M$ is a morphism $A$-module, then the composition

$$
\begin{equation*}
d \circ \varphi: A \rightarrow \Omega_{A / R}^{1} \rightarrow M \tag{5.16}
\end{equation*}
$$

is an $R$-derivation of $A$ on $M$. Conversely, any $R$-derivation $D \in \operatorname{Der}_{R}(A, M)$ arises in this way. That is, there is a unique $A$-homomorphism $\varphi_{D}: \Omega_{A / R}^{1} \rightarrow M$ such that $D=d \circ \varphi_{D}$. This gives a canonical isomorphism of $A$-modules

$$
\begin{equation*}
\operatorname{Hom}_{A}\left(\Omega_{A / R}^{1}, M\right) \xrightarrow{\sim} \operatorname{Der}_{R}(A, M) \tag{5.17}
\end{equation*}
$$

which is functorial for all $A$-modules $M$.
Consider a covariant functor from the category ( $A$-mod) of $A$-modules to ( $A$-mod) defined by

$$
\begin{equation*}
\operatorname{Der}_{R}(A, \cdot): A-\bmod \rightarrow A-\bmod , \quad M \mapsto \operatorname{Der}_{R}(A, M) \tag{5.18}
\end{equation*}
$$

Then by (5.17) the Kähler differential $\Omega_{A / R}^{1}$ represents this functor, and $d$ is the universal family.

The isomorphism (5.17) linearizes the $R$-derivations. Thus, the computation of $R$ derivations $\operatorname{Der}_{R}(A, M)$ is reduced to calculating $\Omega_{A / R}^{1}$, which can be done explicitly by linear relations as follows.

Suppose that $A$ is essentially of finite type over $R$, say $A=R\left[x_{1}, \ldots, x_{n}\right]_{S}=(R[T] / I)_{S}$, where $T=\left(T_{1}, \ldots, T_{n}\right), I=\left(f_{1}, \ldots, f_{s}\right)$ and $S$ is a multiplicatively closed subset which does not contain zero divisors. Then

$$
\begin{equation*}
\Omega_{A / R}^{1}=A\left\langle d x_{1}, \ldots, d x_{n} \mid \sum_{i=1}^{n} y_{j i} d x_{i}=0, j=1, \ldots, s\right\rangle \tag{5.19}
\end{equation*}
$$

where $y_{j i}:=\left(\partial f_{j} / \partial T_{i}\right)\left(x_{1}, \ldots, x_{n}\right) \in A$.

Let $X=\operatorname{Spec} A \rightarrow \operatorname{Spec} K$ be an affine algebraic variety of dimension $d$. Then $X$ is a non-singular algebraic variety if and only if the Kähler differential $\Omega_{A / K}^{1}$ is a locally free $A$-module of rank $d$. This follows from the Jacobian criterion for simple points and the computation of $\Omega_{A / K}^{1}$ (see (5.19)). More generally, if $f: X \rightarrow S$ is a morphism of locally Noetherian schemes locally of finite type, then $\Omega_{X / S}^{1}$ is a locally free $\mathcal{O}_{X}$-module of rank equal to the relative dimension $\operatorname{dim}(X / S)$ and $f$ is flat if and only if $f$ is smooth (see [31, I, Proposition 3.24] and see [31, I. Remark 3.22] for the definition of smooth morphisms).

Let $\phi: A \rightarrow B$ be an $R$-algebra homomorphism. Then there is a unique morphism $d \phi: \Omega_{A / R}^{1} \rightarrow \Omega_{B / R}^{1}$ of $A$-modules making the following diagram commutative


Note that $d_{B} \circ \phi$ is an $R$-derivation of $A$ on $\Omega_{B / R}^{1}$. So the commutative diagram (5.20) follows from the universal property of $\left(\Omega_{A / R}^{1}, d_{A}\right)$. One easily sees that $d \phi(d a)=d \phi(a)$ for all $a \in A$. The map $d \phi$ induces an exact sequence of $B$-modules

$$
\begin{equation*}
B \otimes_{A} \Omega_{A / R}^{1} \xrightarrow{1_{B} \otimes d \phi} \Omega_{B / R}^{1} \longrightarrow \Omega_{B / A}^{1} \longrightarrow 0 \tag{5.21}
\end{equation*}
$$

Let $N$ be a $B$-module and $\varphi: \Omega_{B / R}^{1} \rightarrow N$ a $B$-linear homomorphism. The pullback $(d \phi)^{*}(\varphi)=\varphi \circ d \phi: \Omega_{A / R}^{1} \rightarrow N$ is a morphism of $A$-modules. We then have the commutative diagram

$$
\begin{array}{ccc}
\operatorname{Hom}_{B}\left(\Omega_{B / R}^{1}, N\right) & \sim \operatorname{Der}_{R}(B, N)  \tag{5.22}\\
\downarrow(d \phi)^{*} & & \downarrow \phi^{*} \\
\operatorname{Hom}_{A}\left(\Omega_{A / R}^{1}, N\right) & \sim \operatorname{Der}_{A}(A, N)
\end{array}
$$

where the horizontal ones are canonical isomorphisms.

### 5.3.4 Separable field extensions

Definition 104 (cf. [20, Chap. VI, Sect. 2], [37, Sect. 4.2, p. 63-64]). (1) A field extension $E / k$ is said to be separably generated if there is a subset $\left\{t_{\alpha}\right\} \subset E$ such that
(i) the extension $k\left(\left\{t_{\alpha}\right\}\right) / k$ is purely transcendental, and
(ii) the extension $E / k\left(\left\{t_{\alpha}\right\}\right)$ is algebraic and separable.

The subset $\left\{t_{\alpha}\right\}$ is called a separating transcendental base.
(2) We call $E / k$ a separable extension if either

- char $k=0$, or
- char $k=p>0$ and for any $k$-linearly independent elements $x_{1}, \ldots, x_{n}$ in $K$, their $p$ th powers $x_{1}^{p}, \ldots, x_{n}^{p}$ are also $k$-linearly independent.

Proposition 105. (1) If $k$ is perfect, then any field extension $K / k$ is separable.
(2) A field extension $K / k$ of finite type is separably generated if and only if it is separable.

Proof. (1) This follows easily from the definition. Indeed, suppose that $\left\{x_{i}^{p}\right\}$ is $k$ linearly dependent, say $\sum_{i} a_{i} x_{i}^{p}=0$. Then one has $\sum_{i} b_{i} x_{i}=0$ and hence $\left\{x_{i}\right\}$ is $k$-linearly dependence. (2) See [37, Proposition 4.2.10 and Exercise 4.2.15 (5)]).

Note that Proposition 105 (2) fails if $K / k$ is not of finite type. Indeed, let $k=\mathbb{F}_{p}$ and $K=\cup_{n \geq 1} \mathbb{F}_{p}\left(t^{1 / p^{n}}\right)$. Then $K / k$ is not separably generated but $K / k$ is separable.

Definition 106. Let $X$ and $Y$ be irreducible algebraic varieties over a field $k$, and $f: X \rightarrow Y$ a morphism of finite type.
(1) We say that $f$ is dominant if the image $f(X)$ is Zariski dense. In this case, the function field $k(Y)$ can be viewed as a subfield of $k(X)$ through the pull-back of functions.
(2) We say that $f$ is separable if $f$ is dominant and the field extension $k(X) / k(Y)$ is separable.

Proposition 107. Let $f: X \rightarrow Y$ be a separable morphism of irreducible normal algebraic varieties over $k$ such that $f$ is a homeomorphism. Then $f$ is an isomorphism.

Proof. The field extension $k(X) / k(Y)$ is separable of finite type. Since $f$ is a homeomorphism, $f$ is finite and $\operatorname{dim} X=\operatorname{dim} Y=\operatorname{trdeg}_{k} k(X)=\operatorname{trdeg}_{k} k(Y)$. It follows that $k(X)=k(Y)$ as $k(X) / k(Y)$ is both a separable and inseparable finite extension. Thus, $f$ is a birational finite morphism of normal varieties and it is an isomorphism by the Zariski main theorem.

We give an example that $f$ is birational and homeomorphic but not isomorphism. Consider the normalization morphism $f: \widetilde{X} \rightarrow X$, where $X=\operatorname{Spec} \mathbb{Q}[x, y] /\left(y^{2}-x^{3}\right)$. Then $f$ satisfies these properties.

Proposition 108. Let $E / k$ be a field extension of finite type.
(1) $\operatorname{dim}_{E} \Omega_{E / k}^{1} \geq \operatorname{trdeg}_{k} E$.
(2) The equality in (1) if and only if $E / k$ separably generated.

Proof. See [37, Theorem 4.2.9].

Let $E$ and $E^{\prime}$ be field extensions of $k$ of finite type with $E^{\prime} \subset E$. Applying the constructions (5.7) and (5.21), we get short exact sequences:

$$
\begin{gather*}
0 \longrightarrow \operatorname{Der}_{E^{\prime}}(E, E) \longrightarrow \operatorname{Der}_{k}(E, E) \xrightarrow{\beta} \operatorname{Der}_{k}\left(E^{\prime}, E\right),  \tag{5.23}\\
E \otimes_{E^{\prime}} \Omega_{E^{\prime} / k}^{1} \xrightarrow{\alpha} \Omega_{E / k}^{1} \longrightarrow \Omega_{E / E^{\prime}}^{1} \longrightarrow 0 . \tag{5.24}
\end{gather*}
$$

Clearly, these two are dual with each other. Therefore, $\beta$ is surjective and $\alpha$ is injective.

Corollary 109. Assume that $k$ is perfect. The following statements are equivalent:
(a) $E / E^{\prime}$ is separately generated.
(b) $\alpha$ is injective.
(c) $\beta$ is surjective.

Proof. As is already shown, statements (b) and (c) are equivalent. By (5.24), $\alpha$ is injective if and only if $\operatorname{dim}_{E^{\prime}} \Omega_{E^{\prime} / k}^{1}+\operatorname{dim}_{E} \Omega_{E / E^{\prime}}^{1}=\operatorname{dim}_{E} \Omega_{E / k}^{1}$. Since $k$ is perfect, by Prop. 105 and $108 \operatorname{dim}_{B} \Omega_{B / k}^{1}=\operatorname{trdeg}_{k} B$ for $B=E$ or $E^{\prime}$. On the other hand, we always have $\operatorname{trdeg}_{k} E=\operatorname{trdeg}_{E^{\prime}} E+\operatorname{trdeg}_{k} E^{\prime}$. It follows that $\alpha$ is injective if $\operatorname{dim}_{E} \Omega_{E / E^{\prime}}^{1}=\operatorname{trdeg}_{E^{\prime}} E$. The latter is equivalent to that $E / E^{\prime}$ is separably generated by Proposition 108.

### 5.3.5 Connections

Let $A$ be a commutative $k$-algebra, where $k$ is any field. Let $\mathcal{D}=\mathcal{D}_{A}:=\operatorname{Der}_{k}(A, A)$ denote the $A$-module of all $k$-derivations of $A$ on itself. It admits a natural structure of Lie algebra over $k$. If $D_{1}, D_{2} \in \mathcal{D}$, then the Lie bracket is defined by $\left[D_{1}, D_{2}\right]:=D_{1} D_{2}-D_{2} D_{1}$. The bracket is not $A$-bilinear. Let $\operatorname{hor}(A):=\{a \in A \mid D(a)=0, \forall D \in \mathcal{D}\}$. Elements of hor $(A)$ are called horizontal elements. It is easy to check that $\operatorname{hor}(A)$ is a $k$-subalgebra of $A$, and that the bracket is $\operatorname{hor}(A)$-bilinear.

If char $k=p>0$, then $D^{p}:=D \circ D \circ \cdots \circ D(p$ times $)$ is again a $k$-derivation of $A$. This gives a $p$-Lie (or restricted Lie) algebra structure on $\mathcal{D}$. More precisely, the operator $D \mapsto D^{p}$ satisfies the following three conditions (cf. [37, Sect. 4.4]:
(a) $(a D)^{p}=a^{p} D^{p}$ for $a \in k$ and $D \in \mathcal{D}$.
(b) $\operatorname{ad}\left(D^{p}\right)=(\operatorname{ad} D)^{p}$ for all $D \in \mathcal{D}$.
(c) We have (Jacobson's formula)

$$
\begin{equation*}
\left(D+D^{\prime}\right)^{p}=D^{p}+D^{\prime p}+\sum_{i=1}^{p-1} i^{-1} s_{i}\left(D, D^{\prime}\right) \tag{5.25}
\end{equation*}
$$

where $s_{i}\left(D, D^{\prime}\right)$ is the coefficient of $a^{i}$ in $\operatorname{ad}\left(a D+D^{\prime}\right)^{p-1}\left(D^{\prime}\right)$ for $1 \leq i \leq p-1$, i.e. $\sum_{i=1}^{p-1} s_{i}\left(D, D^{\prime}\right) a^{i}=\operatorname{ad}\left(a D+D^{\prime}\right)^{p-1}\left(D^{\prime}\right)$.

We now introduce connections. We consider a field extension $E / k$ of finite type, and let $\mathcal{D}=\mathcal{D}_{E}:=\operatorname{Der}_{k}(E, E)$. The subfield $\operatorname{hor}(E)$ of horizontal elements consists of all algebraic and separable elements of $E$ over $k$. Recall that $E / k$ is said to be primary if $k$ is the algebraic separable closure of $k$ in $E$. Then $E / k$ is primary if and only if $k=\operatorname{hor}(E)$. We shall give two definitions of connections and then show that they represent the same notion through a natural transformation.

Definition 110. Let $E / k$ and $\mathcal{D}_{E}$ be as above, and let $A$ be an $E$-vector space.
(1) A connection on $A$ for the extension $E / k$ is a map

$$
\begin{equation*}
\nabla: A \rightarrow \Omega_{E / k}^{1} \otimes_{E} A \tag{5.26}
\end{equation*}
$$

such that $\nabla(a x)=d a \otimes x+a \nabla(x)$ for all $x \in A$ and $a \in E$.
(2) A connection of $\mathcal{D}_{E}$ on $A$ is an $E$-linear map

$$
\begin{equation*}
c: \mathcal{D}_{E} \rightarrow \operatorname{End}_{k}(A) \tag{5.27}
\end{equation*}
$$

such that $c(D)(a x)=D(a) x+a(c(D)(x))$ for all $D \in \mathcal{D}_{E}, a \in E$ and $x \in A$.

Suppose $\nabla: A \rightarrow \Omega_{E / k}^{1} \otimes_{E} A$ is a connection. For any $D \in \mathcal{D}_{E}$, let $\varphi_{D}: \Omega_{E / k}^{1} \rightarrow E$ the corresponding $E$-linear map so that $D=\varphi_{D} \cdot d$. The contraction $\nabla_{D}$ at $D$ is defined to be the composition

$$
\begin{equation*}
\nabla_{D}: A \xrightarrow{\nabla} \Omega_{E / k}^{1} \otimes A \xrightarrow{\varphi_{D} \otimes 1} A . \tag{5.28}
\end{equation*}
$$

## Lemma 111.

(1) One has $\nabla_{D}(a x)=D(a) x+a \nabla_{D}(x)$ and $\nabla_{a D}=a \nabla_{D}$ for all $a \in E$ and $x \in A$.
(2) Conversely, let $c: \mathcal{D}_{E} \rightarrow \operatorname{End}_{k}(A)$ be a connection then there exists a unique $\nabla$ such that $c(D)=\nabla_{D}$ for all $D \in \mathcal{D}_{E}$.

Proof. (1) By definition, $\nabla_{D}(a x)=\varphi_{D}(d a \otimes x+a \nabla(x))=D(a) x+a \nabla_{D}(x)$. The equality $\nabla_{a D}=a \nabla_{D}$ follows from $\varphi_{a D}=a \varphi_{D}$ and $\nabla_{D}=\varphi_{D} \cdot \nabla$.
(2) Choose an $E$-basis $\left\{d f_{i}\right\}$ for $\Omega_{E / k}^{1}$. Let $\left\{\varphi_{i}\right\}$ be the dual basis for $\operatorname{Hom}_{E}\left(\Omega_{E / k}^{1}, E\right)$. Recall that $\Omega_{E / k}^{1}$ is an finite dimensional $E$-vector space. Put $D_{i}:=\varphi_{i} \cdot d$. Then the map $c$ is uniquely determined by $c\left(D_{i}\right) \in \operatorname{End}_{k}(A)$. Put $x_{i}:=c\left(D_{i}\right)(x) \in A$. Define $\nabla(x)=\sum_{i} d f_{i} \otimes x_{i}$. The condition of $E / k$ being of fintie type is used here. It is easy to see $\nabla_{D_{i}}(x)=x_{i}=c\left(D_{i}\right)(x)$ for all $i$. Thus, $\nabla_{D}(x)=c(D)(x)$ for all $D \in \mathcal{D}_{E}$.

Given a connection $\nabla$, one extends morphisms

$$
\begin{equation*}
\nabla_{i}: \Omega_{E / k}^{i} \otimes A \rightarrow \Omega_{E / k}^{i+1} \otimes A, \quad \Omega_{E / k}^{i}:=\wedge^{i} \Omega_{E / k}^{1}, \quad \nabla_{0}=\nabla \quad(i \geq 1) \tag{5.29}
\end{equation*}
$$

by

$$
\begin{equation*}
\nabla_{i}(\omega \otimes x)=d \omega \otimes x+(-1)^{i} \omega \wedge \nabla_{i-1}(x) . \tag{5.30}
\end{equation*}
$$

## Definition 112.

(1) The curvature of $\nabla$ is $K(\nabla):=\nabla_{1} \cdot \nabla: A \rightarrow \Omega_{E / k}^{2} \otimes A . K(\nabla)$ is a 2-form with values in $\operatorname{End}_{k}(A)$.
(2) A connection $\nabla$ is said to be integrable or flat if $K(\nabla)=0$.

Lemma 113. Let $c: \mathcal{D}_{E} \rightarrow \operatorname{End}_{k}(A)$ be the connection of $\mathcal{D}_{E}$ on $A$ associated to a connection $\nabla$ on $A$. Then $\nabla$ is integrable if and only if $c$ is a Lie algebra homomorphism. Proof. This follows from a straightforward computation which we omit.

### 5.3.6 Inseparable descent

Suppose that $A=A_{0} \otimes_{k} E$ is endowed with a $k$-structure defined by a $k$-subspace $A_{0}$. We define a flat connection $c_{A}$ by $c_{A}(D)\left(\sum a_{i} \otimes x_{i}\right)=\sum D\left(a_{i}\right) \otimes x_{i}$ for $a_{i} \in E$ and $x_{i} \in A_{0}$.
$c_{A}$ is the unique flat connection such that $c_{A}(D)\left(A_{0}\right)=0$ for all $D \in \mathcal{D}_{E}$, and it is called the canonical flat connection on $A$ (of course, with respect to the $k$-structure $A_{0}$ ). We now formulate inseparable descent in terms of connections. This is the key ingredient used in Springer's proof of Theorem 94

Proposition 114 (Inseparable descent). Let $E / k$ be a field extension of finite type and $\mathcal{D}_{E}$ the $k$-derivations on $E$ to itself. Assume that $\operatorname{hor}(E):=\{a \in E \mid D(a)=0, \forall D \in$ $\left.\mathcal{D}_{E}\right\}=k$.
(1) Let $A_{0}$ be a $k$-vector space and $A:=A_{0} \otimes_{k} E$. One has $\left\{x \in A \mid c_{A}(D)(x)=\right.$ $\left.0 \forall D \in \mathcal{D}_{E}\right\}=A_{0}$.
(2) If $W \subset A$ be an $E$-subspace, then $W$ is defined over $k$ if and only if $c_{A}(D)(W) \subset W$ for all $D \in \mathcal{D}_{E}$.
(3) Let $B_{0}$ be another $k$-vector space and $B:=B_{0} \otimes_{k} E$. Let $f: A \rightarrow B$ be an $E$-linear map. Then $f$ is defined over $k$ if and only if the diagram

commutes for all $D \in \mathcal{D}_{E}$.
Proof. See [37, Proposition 11.1.4 and Corollary 11.1.5].

### 5.3.7 Proof of Theorem 94

We may assume that char $k=p>0$. It suffices to show that the map $\operatorname{Hom}_{k}\left(T, \mathbb{G}_{\mathrm{m}}\right) \rightarrow$ $\operatorname{Hom}_{E}\left(T, \mathbb{G}_{\mathrm{m}}\right)$ is surjective for any finite purely inseparable extension $E / k$. That is, any character $\chi$ defined over $E$ is defined over $k$.

We may also assume that $E^{p} \subset k$. Indeed, suppose that $E^{p^{n}} \subset k$ for some $n$. Then we have a filtration $E_{n}=k E^{p^{n}} \subset k E^{p^{n-1}} \subset \cdots \subset E_{1}=k E^{p} \subset E_{0}=E$ and $E_{i}^{p} \subset E_{i+1}$.

By induction, it suffices to show the case $E^{p} \subset k$.
Let $A_{0}=k[T]$ and $A=A_{0} \otimes_{k} E=E[T]$, and $c_{A}$ the flat connection of $\mathcal{D}_{E}$ on $A$. Denote by $\Delta: A \rightarrow A \otimes_{E} A$ the co-multiplication; this is an $E$-algebra homomorphism. Since $T$ is defined over $k$, one has $\Delta=\Delta_{0} \otimes E$ with the co-multiplication $\Delta_{0}: A_{0} \rightarrow A_{0} \otimes_{k} A_{0}$. Thus, by Proposition 114 one has a commutative diagram

$$
\begin{array}{ll}
A \xrightarrow{\Delta} & A \otimes_{E} A \\
\downarrow^{c_{A}(D)} &  \tag{5.32}\\
A \xrightarrow{c_{A \otimes A}(D)} & A \otimes_{E} A .
\end{array}
$$

As $\chi \in X(T)$, one has $\Delta(\chi)=\chi \otimes \chi$. Put $f:=\chi^{-1} \cdot c_{A}(D)(\chi)$. One computes

$$
\begin{align*}
\Delta(f) & =\Delta\left(\chi^{-1}\right) \cdot \Delta\left(c_{A}(D)(\chi)\right) \\
& =\chi^{-1} \otimes \chi^{-1} \cdot c_{A \otimes A}(D)(\chi \otimes \chi)  \tag{5.33}\\
& =\chi^{-1} \otimes \chi^{-1} \cdot\left[1 \otimes \chi \cdot\left(c_{A}(D)(\chi) \otimes 1\right)+\chi \otimes 1 \cdot\left(1 \otimes c_{A}(D)(\chi)\right)\right] \\
& =f \otimes 1+1 \otimes f
\end{align*}
$$

Write $f=\sum_{\psi \in X(T)} c_{\psi} \psi$ with characters $c_{\psi}$ in $\bar{k}[T]$. It follows from

$$
\Delta(f)=f \otimes 1+1 \otimes f=\sum c_{\psi}(\psi \otimes 1+1 \otimes \psi)=\sum c_{\psi}(\psi \otimes \psi)
$$

that $c_{\psi}=0$ if $\psi \neq 1$. For $\psi=1$, it follows from $c_{1}(1 \otimes 1+1 \otimes 1)=c_{1}(1 \otimes 1)$ that $c_{1}=0$. Thus $f=0$ and $c_{A}(D) \chi=0$ for all $D \in \mathcal{D}_{E}$. This proves that $\chi \in A_{0}$, by Proposition 114.

### 5.4 Three more proofs of Theorem 94

### 5.4.1 Ono's proof

Let $T$ be an algebraic tori over $k$. It suffices to show that any character $\chi \in X(T)_{\bar{k}}=$ $\operatorname{Hom}_{\bar{k}}\left(T, \mathbb{G}_{\mathrm{m}}\right)$ is defined over $k_{s}$.

Since $\bar{k} / k_{s}$ is primary, applying Theorem 95 to $A=T$ and $B=\mathbb{G}_{\mathrm{m}}$, we have an isomorphism

$$
\operatorname{Hom}_{k_{s}}\left(T, \mathbb{G}_{\mathrm{m}}\right) \xrightarrow{\sim} \operatorname{Hom}_{\bar{k}}\left(T, \mathbb{G}_{\mathrm{m}}\right) .
$$

Thus, every character is defined over $k_{s}$.
We remark that T. Ono did not provide a proof of Theorem 95 for tori. Instead he pointed out (see [32, Lemma 1.2.1]) that the proof of Chow's theorem [8] also works for tori. Note that Chow's proof was established upon Weil's foundation. Brian Conrad [9, Theorem 3.19] gave a modern proof of Chow's Theorem. We extend Conrad's idea and prove Theorem 95; see Section 5.5. The main ingredient is Grothendieck's faithfully flat descent.

### 5.4.2 Tits' proof

Let $T$ be an algebraic tori over $k$ and $k[T]$ the coordinate ring. Choose a $k$-basis $\left\{\varphi_{i}\right\}$ for $k[T]$. Let $\chi \in X(T)_{\bar{k}} \subset \bar{k}[T]=k[T] \otimes_{k} \bar{k}$ be a character over $\bar{k}$. We shall show that $\chi \in k_{s}[T]$.

Write $\chi=\sum_{i=1}^{n} a_{i} \varphi_{i}$, where $a_{i} \in \bar{k}$. If char $k=0$, there is nothing to prove. Thus, we assume char $k=p>0$. There exists a $p$-power $q=p^{r}$ such that $a_{i}^{q} \in k_{s}$ for all $i$. Then $\chi^{q}=\sum_{i} a_{i}^{q} \varphi_{i}^{q}$ lies in $k_{s}[T]$. For $t \in T$, we have $\chi^{q}(t)=\chi\left(t^{q}\right)=\sum_{i} a_{i} \varphi_{i}\left(t^{q}\right)$, because $\chi$ is a character. So,

$$
\chi^{q}=\sum_{i} a_{i} \varphi_{i}^{\prime}, \quad \varphi_{i}^{\prime}(t):=\varphi_{i}\left(t^{q}\right) .
$$

Using the fact that the morphism $T \rightarrow T, t \mapsto t^{q}$, is defined over $k$ and is surjective, one easily shows that $\left\{\varphi_{i}^{\prime}\right\}$ is a $k_{s^{-}}$-linearly independent subset in $k[T]$. If $V_{0}$ is the $k_{s^{-}}$ subspace generated by $\varphi_{i}^{\prime}$, then $V_{0} \otimes_{k_{s}} \bar{k}$ is a subspace of $\bar{k}[T]$ defined over $k_{s}$, and we have $\sum a_{i} \varphi_{i}^{\prime} \in k_{s}[T] \cap V_{0} \otimes_{k_{s}} \bar{k}=V_{0}$. This shows that $a_{i} \in k_{s}$ and $\chi \in k_{s}[T]$.

### 5.4.3 Tate's proof

We include Tate's proof [3, Proposition 1.5] for the sake of completeness. In fact Tate's proof is close to Tit's but it uses the language in Weil's foundation. Again it suffices to show that if $\chi$ is a character defined over a finite inseparable extension of $k$, then it is defined over $k$. Again we can assume char $k=p>0$. Let $q$ be a $p$-power so that $\chi \in k^{1 / q}$. One has $\chi\left(t^{q}\right)=\chi^{q}(t) \in k(t)$, then $\chi\left(t^{q}\right) \in k(t) \cap k^{1 / q}\left(t^{q}\right)(t \in T)$. But if $t$ is generic over $k$, the field $k(t)$ is linearly disjoint of $\bar{k}$, and then $k(t) \cap k^{1 / q}(t)=k\left(t^{q}\right)$ and $\chi\left(t^{q}\right) \in k\left(t^{q}\right)$. The element $t^{q}$ is also generic over $k$, because $x \mapsto x^{q}$ is a bijective morphism from $T$ to itself; the inclusion $\chi\left(t^{q}\right) \in k\left(t^{q}\right)$ then shows that $\chi$ is defined over $k$.

### 5.5 Chow's theorem for semi-abelian varieties

In this section we shall give a proof of Theorem 95. As mentioned in Section 5.1, the main ingredient is Grothendieck's faithfully flat descent.

### 5.5.1 Faithfully flat descent

We recall some basic terminology needed to describe the flat descent.

## Definition 115.

(1) A ring homomorphism $A \rightarrow B$ of commutative rings is said to be flat if the functor $\otimes_{A} B: A$-mod $\rightarrow B$-mod is exact, where $A$-mod denotes the category of $A$-modules.
(2) A morphism $f: X \rightarrow Y$ of schemes is said to be flat if for any point $x \in X$ with $y=f(x)$, the ring homomorphism $\mathcal{O}_{Y, y} \rightarrow \mathcal{O}_{X, x}$ of local rings is flat. We say $f$ is faithfully flat if it is flat and surjective.
(3) We say $f$ is quasi-compact if the pre-image $f^{-1}(U)$ of every open affine subscheme $U$ of $Y$ is quasi-compact, that is, it is a finite union of open affine subschemes.
(4) A scheme $X$ is said to be quasi-affine if it is quasi-compact and it is contained in an affine scheme. A morphism $f$ of schemes is said to be quasi-affine if it is quasi-compact and the pre-image $f^{-1}(U)$ of every open affine subscheme $U$ of $Y$ is quasi-affine.
(5) Let $Y$ be a Noetherian scheme. A morphism $f: X \rightarrow Y$ of schemes of finite type is said to be projective (resp. quasi-projective) if $X$ is isomorphic to a closed (resp. locally closed) subscheme of the projective scheme $\mathbf{P}_{Y}^{N}$ for some positive integer $N$.

We first describe the flat descent for morphisms. Let $p: S^{\prime} \rightarrow S$ be a morphism of base schemes, and let $X \rightarrow S$ be a morphism of schemes. For any integer $n>1$, write $S^{(n)}:=S^{\prime} \times_{S} \cdots \times_{S} S^{\prime}(n$ times $)$, and $X^{(n)}:=X \times_{S} S^{(n)}$. Let $p_{1}, p_{2}: S^{\prime \prime}:=S^{(2)} \rightarrow S^{\prime}$ be two projection maps.

Proposition 116. Let $p: S^{\prime} \rightarrow S$ be a faithfully flat and quasi-compact morphism of base schemes. Let $X$ and $Y$ be two schemes over $S$ and let $f^{\prime}: X^{\prime} \rightarrow Y^{\prime}$ a morphism of schemes over $S^{\prime}$. If $p_{1}^{*}\left(f^{\prime}\right)=p_{2}^{*}\left(f^{\prime}\right)$, then there is a unique morphism $f: X \rightarrow Y$ over $S$ such that $f^{\prime}=p^{*}(f)$.

Proof. See [15, A.III. 1 Lemma].

We now describe the flat descent for objects. For any two integers $1 \leq i<j \leq 3$, denote by $p_{i j}: S^{(3)} \rightarrow S^{(2)}$ the projection map at the $i$-th and $j$-th components. Let $p_{i}^{n}: S^{(n)} \rightarrow S^{\prime}$ denote the $i$-th projection map. Clearly, one has $p_{1} p_{i j}=p_{i}^{3}$ and $p_{2} p_{i j}=p_{j}^{3}$ in $\operatorname{Hom}\left(S^{(3)}, S^{\prime}\right)$. If $X^{\prime} / S^{\prime}$ is a scheme over $S^{\prime}$ and $\alpha: p_{1}^{*}\left(X^{\prime}\right) \rightarrow p_{2}^{*}\left(X^{\prime}\right)$ is a morphism
over $S^{(2)}$, then the pull-back morphism $p_{i j}^{*}(\alpha)$ is a morphism

$$
p_{i j}^{*}(\alpha):\left(p_{i}^{3}\right)^{*}\left(X^{\prime}\right) \rightarrow\left(p_{j}^{3}\right)^{*}\left(X^{\prime}\right)
$$



## Definition 117.

(1) Let $p: S^{\prime} \rightarrow S$ be a faithfully flat and quasi-compact morphism of schemes. A descent datum for $p$ consists of a pair $\left(X^{\prime} / S^{\prime}, \alpha\right)$, where $X^{\prime} / S^{\prime}$ is a scheme over $S^{\prime}$ and $\alpha: p_{1}^{*}\left(X^{\prime}\right) \xrightarrow{\sim} p_{2}^{*}\left(X^{\prime}\right)$ is an isomorphism of schemes over $S^{\prime \prime}$ satisfying the condition

$$
\begin{equation*}
p_{23}^{*}(\alpha) \circ p_{12}^{*}(\alpha)=p_{13}^{*}(\alpha) . \tag{5.34}
\end{equation*}
$$

(2) A descent datum $\left(X^{\prime} / S^{\prime}, \alpha\right)$ is said to be effective if there exits a scheme $X / S$ over $S$ and an isomorphism $p^{*}(X) \simeq X^{\prime}$ over $S^{\prime}$.

Theorem 118. Let $\left(X^{\prime} / S^{\prime}, \alpha\right)$ be a descent datum for a faithfully flat and quasi-compact morphism $p: S^{\prime} \rightarrow S$ of base schemes. If $X^{\prime} / S^{\prime}$ is quasi-affine, then $\left(X^{\prime} / S^{\prime}, \alpha\right)$ is effective.

Proof. See [15, A.III. 6 Proposition].
Remark 119. A classical Weil descent states that if $p: S^{\prime} \rightarrow S$ is Spec $K \rightarrow \operatorname{Spec} k$ for an algebraic separable field extension $K / k$ and $X^{\prime}$ is a quasi-projective algebraic variety over $K$, then any descent datum ( $\left.X^{\prime} / K^{\prime}, \alpha\right)$ is effective. Comparing Weil's descent and Theorem 118, one may ask whether the assumption of $X^{\prime}$ in Grothendieck's flat descent can be weakened by assuming only that $X^{\prime}$ is quasi-projective. However, this is not the case. Indeed, there exists an étale covering $S^{\prime} \rightarrow S$ of schemes and a descent datum $\left(X^{\prime} / S^{\prime}, \alpha\right)$ relative to $S^{\prime} \rightarrow S$ such that $X^{\prime} \rightarrow S^{\prime}$ is projective, but the descent datum is not effective in the category of schemes. See [38, Tag 08KF] for a counterexample.

### 5.5.2 Proof of Theorem 95

Recall that a semi-abelian variety is a connected commutative smooth algebraic group $G$ which is an extension of abelian variety by an algebraic torus, that is, the affine subgroup of $G$ is an algebraic torus.

Recall the statement of Theorem 95 that $X$ and $Y$ are two semi-abelian varieties over a field $k$, and $K / k$ is a primary field extension. We must show that any morphism $f: X_{K} \rightarrow Y_{K}$ over $K$ is defined over $k$.

Let $p: S:=\operatorname{Spec} K \rightarrow \operatorname{Spec} k$ and $p_{1}, p_{2}: S^{\prime \prime}:=S \times_{\text {Speck }} S \rightarrow S$ be the projection maps. Put $K^{\prime}:=K \otimes_{k} K$. Since $K / k$ is a primary extension, the scheme $S^{\prime \prime}$ is irreducible and hence connected. Now let $f \in \operatorname{Hom}_{K}\left(X_{K}, Y_{K}\right)$. By Proposition 116, it suffices to show that $p_{1}^{*}(f)=p_{2}^{*}(f)$.

Let $x=\Delta:$ Spec $K=S \rightarrow S^{\prime \prime}=S \times_{\text {Spec } k} S$ be the $K$-valued point of $S^{\prime \prime}$ defined by the diagonal morphism. As $p_{i} \circ \Delta=i d$, one has $x^{*} p_{1}^{*}(f)=x^{*} p_{2}^{*}(f)$, i.e. the morphisms $p_{1}^{*}(f)$ and $p_{2}^{*}(f)$ agree on the fiber over the point $x$. Let $\ell$ be any prime different from char $k$. The morphism $p_{i}^{*}(f): X_{K^{\prime}} \rightarrow Y_{K^{\prime}}$ induces a morphism $X_{K^{\prime}}\left[\ell^{n}\right] \rightarrow Y_{K^{\prime}}\left[\ell^{n}\right]$, where $X_{K^{\prime}}\left[\ell^{n}\right]$ denotes the $\ell^{n}$-torsion finite subgroup scheme of $X_{K^{\prime}}$. Since $X_{K^{\prime}}\left[\ell^{n}\right]$ has order prime to char $k$, it is a finite étale group scheme. Denote by $p_{i}^{*}(f)\left[\ell^{n}\right]$ the restriction of $p_{i}^{*}(f)$ to the finite group scheme $X_{K^{\prime}}\left[\ell^{n}\right]$. As $p_{1}^{*}(f)_{x}=p_{2}^{*}(f)_{x}$, one has $p_{1}^{*}(f)\left[\ell^{n}\right]_{x}=p_{2}^{*}(f)\left[\ell^{n}\right]_{x}$. Since $X_{K^{\prime}}\left[\ell^{n}\right]$ is finite étale over $K^{\prime}$ and $S^{\prime \prime}$ is connected, the rigidity of étale morphisms [31, I. Corollary 3.13 , p. 26] shows that $p_{1}^{*}(f)\left[\ell^{n}\right]=p_{2}^{*}(f)\left[\ell^{n}\right]$. Now the collection $\left\{X_{K^{\prime}}\left[\ell^{n}\right]\right\}_{n}$ forms a Zariski dense subset of $X_{K^{\prime}}$, and it follows that $p_{1}^{*}(f)=p_{2}^{*}(f)$. This proves Theorem 95.

### 5.5.3 A descent lemma

The purpose of this subsection is to prove another descent result. This yields a second and simpler proof of Theorem 95 and hence yields another proof of Theorem 94 using

Ono's approach.
Lemma 120. Let $X$ and $Y$ be $k$-schemes locally of finite type. Let $\left\{X_{n}\right\}_{n \geq 1}$ be a sequence of closed $k$-subschemes of $X$. Suppose that the scheme-theoretic closure of the image $\amalg X_{n} \rightarrow X$ is equal to $X$. Let $K / k$ be a field extension, and $f: X \otimes_{k} K \rightarrow Y \otimes_{k} K$ a $K$-morphism. If the morphisms $f_{n}:=\left.f\right|_{X_{n}}: X_{n} \otimes K \rightarrow Y \otimes K$ are defined over $k$ for all $n$, then $f$ is defined over $k$.

Proof. We first show that we can reduce the statement to the case where both $X$ and $Y$ are affine. Let $U_{i}$ and $V_{i}$ be affine coverings of $X$ and $Y$, respectively, such that $f\left(U_{i} \otimes K\right) \subset V_{i} \otimes K$. Clearly, $\left\{X_{n} \cap U_{i}\right\}_{n \geq 1}$ is a sequence of closed subschemes of $U_{i}$ satisfying the same condition of the lemma. If each morphism $f_{i}:=\left.f\right|_{U_{i} \otimes K}$ is defined over $k$, then we can glue $f_{i}$ to be a map $g$ which is defined over $k$ and one has $g \otimes K=f$.

Write $X=\operatorname{Spec} A$ and $Y=\operatorname{Spec} B$. Let $I_{n}$ be the ideal of $A$ defining the closed subscheme $X_{n}$. The map $f$ is given by a map also denoted by $f: B \otimes K \rightarrow A \otimes K$. The assumptions say that the induced map $f_{n}: B \otimes_{k} K \rightarrow\left(A / I_{n}\right) \otimes_{k} K$ is defined over $k$, that is, $f_{n}(B) \subset A / I_{n}$, and that the natural map $A \rightarrow \prod_{n} A / I_{n}$ is injective. Since the image $f(B)$ is contained in $A \otimes K$ and $\prod_{n} A / I_{n}$, it is contained in $A$. This proves the lemma.

### 5.5.4 Second proof of Theorem 95

Let $f \in \operatorname{Hom}_{K}\left(X_{K}, Y_{K}\right)$. Let $\ell$ be a prime different from char $k$. Since $X\left[\ell^{n}\right]$ and $Y\left[\ell^{n}\right]$ are finite étale group schemes, the functor $\mathcal{H}(S):=\operatorname{Hom}_{S}\left(X\left[\ell^{n}\right] \times S, Y\left[\ell^{n}\right] \times S\right)$ for any $k$-scheme $S$ is representable by a finite $\mathbb{Z} / \ell^{n}$-module scheme over $k$. In particular, one has $\mathcal{H}(K)=\mathcal{H}(k)$ for any primary field extension $K / k$. Thus, the restriction of $f$ to $X\left[\ell^{n}\right] \otimes_{k} K$ is defined over $k$ for any $n$. Since the collection $\left\{X\left[\ell^{n}\right]\right\}_{n \geq 1}$ of finite étale group subschemes forms a Zariski dense subset of $X$ and $X$ is reduced, it follows from Lemma 120 that $f$ is defined over $k$.

### 5.6 Bounds for splitting fields of tori

### 5.6.1 Splitting fields

Let $T$ be an algebraic torus over a field $k$ of dimension $d$. The group of characters of $T$. denoted $X(T)$, is a finite free $\mathbb{Z}$-module of rank $d$ equipped with a continuous action of the Galois group $\Gamma_{k}:=\operatorname{Gal}\left(k_{s} / k\right)$. Thus, one has a group homomorphism

$$
\begin{equation*}
\rho_{T}: \Gamma_{k} \rightarrow \operatorname{Aut}(X(T)) \simeq \operatorname{GL}_{d}(\mathbb{Z}) . \tag{5.35}
\end{equation*}
$$

The spitting field of $T$ by definition is the smallest field extension $k_{T}$ of $k$ such that $T$ splits over $k_{T}$. Clearly, ker $\rho_{T}=\operatorname{Gal}\left(\bar{k} / k_{T}\right)=: \Gamma_{k_{T}}$ and $\rho_{T}$ induces a faithful representation of $\operatorname{Gal}\left(k_{T} / k\right)$ on $X(T)$. In particular, $k_{T}$ is a finite Galois extension of $k$. For studying algebraic tori, it is useful to bound the degree of the splitting field of an algebraic torus.

For any positive integer $d \geq 1$, let $\operatorname{Max}(d, \mathbb{Q})$ denote the maximal order of finite subgroups in $\mathrm{GL}_{d}(\mathbb{Q})$. Clearly, one has $\left[k_{T}: k\right] \leq \operatorname{Max}(d, \mathbb{Q})$ for any $d$-dimensional algebraic torus $T / k$. The following lemma provides explicit bounds for $\left[k_{T}: k\right]$.

For any integer $N \geq 1$, let $T[N]$ denote the $N$-torsion finite group subscheme of $T$. When $N$ is prime-to-char $k$, let $k(T[N])$ be the field extension of $k$ in $k_{s}$ jointing all the coordinates of points in $T[N]\left(k_{s}\right)$, and let

$$
\begin{equation*}
\rho_{T, N}: \Gamma_{k} \rightarrow \operatorname{Aut}\left(T[N]_{k_{s}}\right) \simeq \mathrm{GL}_{d}(\mathbb{Z} / N \mathbb{Z}) . \tag{5.36}
\end{equation*}
$$

Clearly, $k(T[N])$ is the Galois separable extension with $\Gamma_{k(T[N])}=\operatorname{ker} \rho_{T, N}$.

Lemma 121. Let $T$ be a d-dimensional algebraic torus over $k$.
(1) For any prime-to-char $k$ positive integer $N$ with $N \geq 3$, one has $k_{T} \subset k(T[N])$ and $\left[k_{T}: k\right] \mid \# \mathrm{GL}_{d}(\mathbb{Z} / N \mathbb{Z})$.
(2) If char $k \neq 2$, then $\left[k_{T}: k\right] \mid 2 \# \mathrm{GL}_{d}\left(\mathbb{F}_{2}\right)$.

Proof. This follows from the fact that the reduction map $\mathrm{GL}_{d}(\mathbb{Z}) \rightarrow \mathrm{GL}_{d}(\mathbb{Z} / N \mathbb{Z})$ induces an injective map on any finite subgroup $G$ if $N \geq 3$ and a map with ker $\cap G \subset$ $\{ \pm 1\}$ if $N=2$. This fact follows immediately from a lemma of Serre.

Definition 122. We say $k$ is a Hilbertian field if it satisfies one of the following variants of the Hilbert irreducibility property:
(a) For any irreducible and separable polynomial $f(x, t)=a_{d}(t) x^{d}+\cdots+a_{0}(t) \in k(t)[x]$ over $k(t)$ of degree $n \geq 1$, where $x$ and $t$ are indeterminates, there exist infinitely many specializations $t=t_{0} \in k$ such that $f\left(x, t_{0}\right)$ is an irreducible and separable polynomial over $k$ of degree $d$.
(b) For any $n \geq 1$ and any finite separable extension $K_{t} / k\left(t_{1}, \ldots, t_{n}\right)$ of a rational function field $k\left(t_{1}, \ldots, t_{n}\right)$ of transcendental degree $n$, there exist infinitely many specializations $t \rightsquigarrow t_{0} \in k$ such that $K_{t_{0}}$ is a finite separable extension of $k$ of same degree $\left[K_{t}: k\left(t_{1}, \ldots, t_{n}\right)\right]$.

It is well known that any global field is Hilbertian and if $k$ is any field and $K$ is a finite extension of the rational field $k(t)$ then $K$ is Hilbertian (cf. [13, p. 155]).

We shall prove

Theorem 123. For any $d \geq 1$ and any Hilbertian field $k$ of characteristic zero, there exists a finite Galois extension $K / k$ with group isomorphic to a finite subgroup $G \subset$ $\mathrm{GL}_{d}(\mathbb{Q})$ of order $\operatorname{Max}(d, \mathbb{Q})$.

As an immediate consequence of Theorem 123, we attain the best bound for $\left[k_{T}: k\right]$.

Corollary 124. For any $d \geq 1$, there exists a d-dimensional algebraic torus $T$ over $k$ such that $\left[k_{T}: k\right]=\operatorname{Max}(d, \mathbb{Q})$.

### 5.6.2 Proof of Theorem 123

According to [14], the signed permutation group $\{ \pm 1\}^{d} \rtimes S_{d} \subset \mathrm{GL}_{d}(\mathbb{Q})$ attains the maximal order of finite subgroups of $\mathrm{GL}_{d}(\mathbb{Q})$ except for $d \in\{2,4,6,7,8,9,10\}$. The exceptional cases are listed in Table 1 with maximal-order finite subgroups. Here $W(D)$ denotes the Weyl group of the root system with Dynkin diagram $D$.

| $d$ | Maximal-order subgroup $G$ | $\operatorname{Max}(d, \mathbb{Q})=\# G$ |
| ---: | :--- | ---: |
| 2 | $W\left(G_{2}\right)$ | 12 |
| 4 | $W\left(F_{4}\right)$ | 1152 |
| 6 | $\left\langle W\left(E_{6}\right),-I\right\rangle$ | 103680 |
| 7 | $W\left(E_{7}\right)$ | 2903040 |
| 8 | $W\left(E_{8}\right)$ | 696729600 |
| 9 | $W\left(E_{8}\right) \times W\left(A_{1}\right)$ | 1393459200 |
| 10 | $W\left(E_{8}\right) \times W\left(G_{2}\right)$ | 8360755200 |
| all other $d$ | $W\left(B_{d}\right)=W\left(C_{d}\right)=\{ \pm 1\}^{d} \rtimes S_{d}$ | $2^{d} d!$ |

Table 5.1: Maximal-order finite subgroups of $\mathrm{GL}_{d}(\mathbb{Q})$

Theorem 123 follows from the following proposition.

Proposition 125. Let $G$ be the finite subgroup as in Table 1. For any Hilbertian field $k$ of characteristic zero, there exists a finite Galois extension $K / k$ with group $G$.

Proof. Note that $G$ is a finite reflection group $W$ except $d=6$. Regarding $\mathrm{GL}_{n}(\mathbb{Q})=$ $\mathrm{GL}(V)$ and putting $V_{k}=V \otimes_{\mathbb{Q}} k$, where $V=\mathbb{Q}^{n}$ and $V_{k}=k^{n}$, one has $\mathrm{GL}_{n}(k)=$ $\mathrm{GL}\left(V_{k}\right)$. In this case, $W \subset \operatorname{GL}_{n}\left(V_{k}\right)$ is also a finite reflection group acting on $V_{k}$. By a theorem of Chevalley [7], the invariant subring $k\left[x_{1}, \ldots, x_{d}\right]^{W}$ is $k\left[I_{1}, \ldots, I_{d}\right]$ for $d$ invariant homogeneous algebraically independent polynomials $I_{i}$ over $k$. Therefore, the invariant subfield $k\left(x_{1}, \ldots, x_{d}\right)^{G}=k\left(I_{1}, \ldots, I_{d}\right)$ is a purely transcendental extension of $k$ except $d=6$.

For $d=6$, the invariant subring $k\left[x_{1}, \ldots, x_{6}\right]^{W\left(E_{6}\right)}$ is generated by invariant homogeneous polynomials $I_{2}, I_{5}, I_{6}, I_{8}, I_{9}, I_{12}$ of degrees $2,5,6,8,9,12$, respectively. The element
$-I \in G$ maps $I_{j} \mapsto(-)^{j} I_{j}$. Thus, $k\left[x_{1}, \ldots, x_{6}\right]^{G}=k\left[I_{2}, I_{6}, I_{8}, I_{12}, I_{5}^{2}, I_{5} I_{9}, I_{9}^{2}\right]$ and hence the fixed subfield $k\left(x_{1}, \ldots, x_{6}\right)^{G}=k\left(I_{2}, I_{6}, I_{8}, I_{12}, I_{5}^{2}, I_{5} I_{9}\right)$ is rational over $k$.

We have proved that $k\left(x_{1}, \ldots, x_{d}\right)^{G}$ is rational over $k$ for all $d$. By the Hilbert irreducibility property, there exists a finite Galois extension $K$ of $k$ with Galois group isomorphic to $G$.

Consider pairs $(\Gamma, \rho)$ which consist of a finite group $\Gamma$ together with a group monomorphism $\rho: \Gamma \rightarrow \mathrm{GL}_{d}(\mathbb{Z})$ for some positive integer $d$. Two such pairs $\left(\Gamma_{i}, \rho_{i}: \Gamma_{i} \rightarrow \mathrm{GL}_{d_{i}}(\mathbb{Z})\right)$ $(i=1,2)$ are said to be equivalent if $d_{1}=d_{2}$ and there exist an automorphism $\alpha: \Gamma_{1} \xrightarrow{\sim}$ $\Gamma_{2}$ and an element $g \in \mathrm{GL}_{d_{1}}(\mathbb{Z})$ such that $g \rho_{1}(\gamma) g^{-1}=\rho_{2}(\alpha(\gamma))$ for all $\gamma \in \Gamma_{1}$. Similarly, we consider pairs $\left(\Gamma, \rho_{\mathbb{Q}}: \Gamma \hookrightarrow \mathrm{GL}_{d}(\mathbb{Q})\right)$ and define equivalence classes on all such pairs in the same way. Denote by $\mathcal{T}$ (resp. $\mathcal{T}_{\mathbb{Q}}$ ) the set of equivalence classes of pairs $(\Gamma, \rho)$ (resp. $\left.\left(\Gamma, \rho_{\mathbb{Q}}\right)\right)$ as above.

To any algebraic tori $T$ over $k$ we associate a triple $\left(k_{T}, \operatorname{Gal}\left(k_{T} / k\right), \rho_{T}\right)$, where $k_{T}$ is the splitting field of $T, \operatorname{Gal}\left(k_{T} / k\right)$ is the Galois group of $k_{T} / k$, and $\rho_{T}: \operatorname{Gal}\left(k_{T} / k\right) \rightarrow$ $\mathrm{GL}_{d}(\mathbb{Z})(d=\operatorname{dim} T)$ is the faithful representation induced by (5.35). By (5.3), the triple ( $\left.k_{T}, \operatorname{Gal}\left(k_{T} / k\right), \rho_{T}\right)$ determines $T$ up to isomorphism. The pair $\left(\operatorname{Gal}\left(k_{T} / k\right), \rho_{T}\right)$ is called the type of $T$, which is uniquely determined by $T$ up to equivalence. Thus, the association $\left(\operatorname{Gal}\left(k_{T} / k\right), \rho_{T}\right)$ to $T$ induces a map from the set of isomorphism classes of tori over $k$ to $\mathcal{T}$. The pre-image of each type $(\Gamma, \rho)$ consists of all finite Galois extensions $k^{\prime}$ of $k$ in $k_{s}$ such that $\operatorname{Gal}\left(k^{\prime} / k\right) \simeq \Gamma$. Let $\rho_{T, \mathbb{Q}}: \operatorname{Gal}\left(k_{T} / k\right) \rightarrow \mathrm{GL}_{d}(\mathbb{Q})$ denote the representation induced by the inclusion $\mathrm{GL}_{d}(\mathbb{Z}) \subset \mathrm{GL}_{d}(\mathbb{Q})$. Then the association $\left(\operatorname{Gal}\left(k_{T} / k\right), \rho_{T, \mathbb{Q}}\right)$ to $T$ induces a map from the set of isogeny classes of tori over $k$ to $\mathcal{T}_{\mathbb{Q}}$, and the pre-image of $\left(\Gamma, \rho_{\mathbb{Q}}\right)$ is the same as that of $(\Gamma, \rho)$.

For any positive integer $d$, denote by $\mathcal{T}_{d} \subset \mathcal{T}$ (resp. $\mathcal{T}_{d, \mathbb{Q}} \subset \mathcal{T}_{\mathbb{Q}}$ ) the subset consisting of all pairs $(\Gamma, \rho)\left(\right.$ resp. $\left.\left(\Gamma, \rho_{\mathbb{Q}}\right)\right)$ of degree $d$. It is obvious that $\# \mathcal{T}_{1}=2$ and $\# \mathcal{T}_{1, \mathbb{Q}}=2$. We know from [42] and [40] that $\# \mathcal{T}_{2}=17$ and $\# \mathcal{T}_{3}=74$. Finite subgroups of $\mathrm{GL}_{d}(\mathbb{Q})$
up to conjugate for $d \leq 4$ are classified in [5], and we have $\# \mathcal{T}_{3, \mathbb{Q}}=32$ and $\# \mathcal{T}_{4, \mathbb{Q}}=227$ (also see [25, pp. 54, 69]).
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[^0]:    ${ }^{1}$ This terminology is due to Heller [19]. However, it is not taken in Curtis and Reiner [10]. We illustrate the idea as follows. For a field extension $L / K$ of characteristic 0 , we may call $K$ is a relatively splitting field of $G$ with respect to $L$ if the number $r$ of simple factors and the numbers $n_{i}$ of size in its Wedderburn decomposition remain the same after tensoring $L$ over $K$. Recall that $K$ is a splitting field of $G$ if $K G$ is a product of matrix algebras over $K$, or equivalently, any simple $K G$-module is absolutely simple. In other words, $K$ is a relatively splitting field of $G$ with respect to $\bar{K}$ precisely when $K$ is a splitting field of $G$.

