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Abstract

Text classification is a specific task in natural language processing that
aims at learning a model to know the meaning of given sentences. While
deep neural network is becoming more and more popular and be widely used
in many domain including natural language processing nowadays, there are
some works discussing the vulnerability of deep models. Adversarial exam-
ples, a kind of synthetic data, somehow show the weakness of a machine
learning model. In this work we aim to improve the efficiency of finding
adversarial examples in text classification tasks. Moreover, we use the ad-
versarial examples to do adversarial training and find that it may improve the
generalization on the unseen data. We hope this discovery could help us train

a robust enough model in the future if the dataset isn’t large enough.

Keywords: text classification, adversarial example, adversarial training, re-

inforcement learning
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Chapter 1

Introduction

Nowadays, deep learning has been used in many task and it brings exciting improvement,
including natural language processing. Many natural language processing tasks such as
text classification, sentiment analysis, machine translation, and question answering could
benefit from deep learning technique with more powerful computing resource. Recently,
there is another type of classification task in natural language process called stance clas-
sification. It is different from the traditional classification task because its data is in pair
format. Under this scenario, models need to classify, to learn the relationship between
two given sentences, while in traditional classification task prediction is based on only
one single sentence. Fake News Challenge [|1], a competition held in 2017, provided a
headline-body pair dataset. This competition aimed at predict the relationship between the
headline and body, which is truly related or not. The dataset used in our work is mainly
extracted from this competition.

Moreover, We split the dataset into some smaller subsets to simulate the insufficient
data scenario, which is usually faced in real world because of the lack of data collection or
human resource to label those data. To deal with the problem caused by insufficient train-
ing data, we proposed a reinforcement learning based model to efficiently find adversarial
examples, and moreover use these adversarial examples to do adversarial training. We
find that we could train the deep Q network well with only a few part of original training
data, and we obtain a efficient model to predict whether making such revision of head-

line will lead to an adversarial example. And by combining adversarial examples and the
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original clean data to train a new classifier, we find that adversarial training could help us
train a better model in some cases.

The following is the arrangement of the left chapters: in chapter two we introduce
some related works, in chapter three and four we give some definitions of our task and
models we proposed, in chapter five we report our experiment results, and finally chapter

six is our conclusion and some future works.
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Chapter 2

Related

2.1 Reinforcement Learning in Natural Language Processing

Recurrent neural network is the main model that mostly used in natural language process-
ing, and there are more and more architecture or techniques based on it such as sequence
to sequence [|14] and attention [2]. Besides, some researchers combine recurrent neu-
ral network (RNN) with reinforcement learning to deal with natural language processing
problem. In [5], the author proposed a encoder-decoder model combined with a deep Q
network (DQN), which is used to refine the output sentences. In [12], the author proposed
a model to play text-based games. They combined long short term memory (LSTM) [6]
and DQN, one for sentence representation and another for reinforcement learning. Our
work is more related to the second one, while we use a different RNN architecture to
learn sentence representation. Also the action space are different: the one in their work is

natural language while ours is the revision way to a word.

2.2 Adversarial Examples in Natural Language Processing

Adversarial examples [16] is a kind of synthetic data by applying a small perturbation to a
data. It could let a machine learning model make mistake but human cannot discriminate
it from the original clean data. Although adversarial examples is first found on graphical

data, there are more and more researchers switching their attention to adversarial examples

d0i:10.6342/NTU201802182



in natural language. However, unlike the definition in images, the definition of small
perturbation in natural language is not clear due to the discrete characteristic of natural
language. The most common restriction on the perturbation vector in continuous space in
graphical data could not be directly applied to natural language. [10] proposed a method
that not applied perturbation to discrete tokens directly. Instead, It applied perturbation to
the word embedding which is in continuous space. [4] proposed a word flipping model
directly operating on revising characters or words, but with constraint such as the cosine

similarity between the new word and original one must be larger than a certain threshold.

2.3  Word Dropout

Dropout was first proposed in [13] to make neural network more generalized. It sets the
output value of each neuron to zero by a certain probability during training phrase, mean-
ing that it drops the information coming from this neuron. It somewhat keeps changing the
network architecture during the training process so that it is like training many networks
with different architecture simultaneously. [8] proposed another model with similar con-
cept, but applying dropout technique on the word token in text classification tasks. They
called it word dropout and they found that it could improve the model’ s robustness. This

word dropout technique is similar to our adversarial examples setting.
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Chapter 3

Problem Definition

Our task could be divided into three main parts. First we are given a black-box classifier
model. Then we need to find the adversarial examples toward this model. Finally we
utilize the adversarial examples we found to train a better model by the original learning

algorithm. We introduce each of them in the following sections.

3.1 Fake News Challenge

Fake News Challenge (FNC) [|l] is a competition about detecting the relationship between
given a headline and a body paragraph extracted from news article. This challenge aims to
find out how could people deal with fake news problem by machine learning and natural
language processing. To more concrete, the participants in this challenge need to train a
model to classify the input headline-body pair data into one of four labels: agree, disagree,
discuss, unrelated. Table B.1| are the statistics of FNC dataset.

For minimizing the computation complexity and speeding up our test, we extract a
subset from the original dataset by removing the data with headline s length larger than 10.
Moreover, we minimize the training data to different data size for simulation of different
scenarios. The files we used in our experiments and their corresponding preprocessing

details are in Table 3.2.

d0i:10.6342/NTU201802182



filename agree disagree discuss unrelated total
train_stances.csv = 3678 840 8909 36545 49972
test_stances.csv 1903 697 4464 18349 25413

Table 3.1: statistics of FNC dataset

filename # of data description
train_stances.csv 49972  original training data used in FNC
test_stances.csv 25413  original testing data used in FNC

extract data from train_stances.csv

with length of headline less than 10

extract data from test_stances.csv

with length of headline less than 10
train_stances 110.csv.1000 1000  extracted 1000 data from train_stances 110.csv
train_stances 110.csv.2000 2000  extracted 2000 data from train_stances 110.csv
train_stances 110.csv.4000 4000  extracted 4000 data from train_stances 110.csv
train_stances 110.csv.8000 8000  extracted 8000 data from train_stances 110.csv

train_stances 110.csv 14102

test_stances 110.csv 6511

Table 3.2: preprocessing of FNC dataset

3.2 Adversarial Examples

It was [[16] that first proposed the term “adversarial examples” . They found that applying
a imperceptible perturbation to an image may change the classifier’s prediction. Also,
researchers tries to find out the reason why some models are vulnerable to adversarial
examples. In [[7], the authors thought that the cause to adversarial examples may be the
linear behavior in high-dimensional spaces.

In our work, we define the adversarial examples in FNC classification task as changing
at most one word in the headline. To be more specific, for each headline-body pair in
training data, we try to revise the headline by changing a word into an unknown token
”<unk>". Later, let the model to predict the label of this new headline-body pair to see if
it would predict a label different from its previous prediction. If the new label is different
from the original one, we regard this new headline-body pair as an adversarial example
toward the given black-box classifier model.

Notice that we only change at most one word into a unknown token because we
want to most likely preserve the meaning between the original data and the syntactic

data. That is, given a sentence s = (wy, wo, ..., wr) with length T', a syntactic sentence
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s = (w},wh, ..., wl) is a valid adversarial example if and only if 3. [w, # w!/] < 1

where [[-] equals to 1 if the statement is true, otherwise is 0.

3.3 Adversarial Training

[16] found that training a new model on direct combination of adversarial examples and
original training data could bring an improvement. Researchers from [[7] did adversarial
training with a new objective function utilizing the fast gradient sign method they pro-
posed. Under their setting, the adversarial examples keep changing between each itera-
tion, and they think that it could let the training algorithm focus on adversarial examples
corresponding to the current vision of the model.

In this work, we simply train a new classifier by the original training objective function,
but we use the new training data instead. Similar to [7], we obtain the new training data
by combining the original headline-body pairs and its adversarial examples. The detail

will be discuss in section 4.5.
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Chapter 4

Model

Our model consists of four parts: the baseline classifier, LSTM autoencoder, reinforce-
ment learning environment, and deep Q network (DQN). Figure is the flowchart of

our model. We discuss the detail of each component in the following sections.

4.1 Baseline Classifier

Given a black-box classifier, our model needs to find adversarial examples that this given
classifier would predict wrong labels to them. For the reason that this classifier is a black
box in our scenario, we could get nothing more information but the probability it predicts
to our given input data. In our experiments, we implement a simple LSTM-RNN classifier

as the target black-box model. Figure §.2)is the architecture of our classifier. It uses two

our model

I LSTM_AE |—-| DQN I

label
uep

traming_data 2

appl
training_data 1 (2x) /Zﬂ
. find
training_data 2 (2x) /7

adversarial training

f / testing
testing_data classifier new

Figure 4.1: Flowchart of our model

classifier

test
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Figure 4.2: LSTM-RNN Classifier Model

distinct LSTM-RNN to encode input headlines and bodies into two embeddings. We keep
the most frequency top |V'| vocabularies, which is 20000 in our setting, and change all out
of vocabularies into a unknown token <unk>. Next, the output states of these two LSTM-
RNN are concatenated and served as the input of a fully connected two-layer network. The
dimension of the two hidden layers is set to 100 and 200. Finally we add the output layer
with dimension as the number of predict labels, which is 4 in the FNC dataset. We also
implement early stopping and dropout technique [|13] in each hidden layer with dropout
rate set to 0.5.

Though we only carry out experiments on a simple LSTM-RNN classifier, it is easily to
apply our finding framework to any black-box classifier to find corresponding adversarial
examples. This is because our model is in black-box attack scenario, any classifier with

interface of input sentences and output labels could be applied in our framework.

4.2 LSTM Autoencoder

As the flowchart shown in the Figure [.1], we need a function ¢ to map discrete sentence
sequence into a continuous vector representation which could be served as the input of
later DQN model. The idea of using a mapping function to represent a sentence into a
continuous vector could be seen in many situations such as [8]. We use an encoder as

the function in our experiment and pretrain it under sequence to sequence autoencoder
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Figure 4.3: LSTM Autoencoder

framework. This pretrained way was proposed by [3] and they found that combining
application with weight from pretrained autoencoder could have better performance then
the situation with random initialized weight. Figure §.3 is a overview of our autoencoder
model. Here we use the encoder-decoder architecture. To be more specific, we use a
bidirectional RNN as the encoder to process a discrete natural language sentence, and for
the decoder part we use a simple one directional RNN. Here we also use the LSTM as the
RNN cell.

In our autoencoder model, we have a embedding lookup table to convert discrete words
into continuous vectors for LSTM inputs. And this embedding is trained with the encoder-
decoder simultaneously. We use the last hidden state from the encoder RNN as the ini-
tialization of the decoder RNN. Because we use a bidirectional RNN as the encoder, we
concatenate the output state from LSTM cells in both two direction as the initialization of
decoder. In decoder, the hidden state of LSTM cell from each time step is connected to a

softmax layer to calculate the probability of each predicted word:

p; = softmax(h%),

where h% is the hidden state in decoder in time step ¢, and p, € RIVI. The goal of the
decoder RNN is to reconstruct the original input sentence s = (wy, ws, ..., wr) by min-

imizing the cross entropy between the softmax output and the true label. To be more

10
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specific, the training process is to minimize the following function:

1
&l Z loss(s),

seS

here S is the set consisting of all sentences in training data. And [oss(s) here is the cross

entropy of reconstructing a given sentence s:

T-1

loss(s) = Z CE(Puwyyy,Pt)

t=1

where p,,,_, 1s a one-hot vector with 1 in the dimension representing word w; .

We set |V] as 20000, and both embedding size and RNN state size as 300. The max-
imum length 7" of RNN is set to 32. For each input sentence we add a starting token <s>
and a ending token </s> to the two endpoints of the sentence. We pretrain our autoencoder
model by both headline sentences and body sentences in the training data for 20 epoch.
Then its weights are fixed during the training and testing of the DQN.

It s believed that if the decoder could reconstruct the encoder’ s input well, there
may be some necessary information in the latent vector used for initialization of decoder.
We then use this encoder to map discrete sentences into continuous embedding that could

be used in the reinforcement learning environment.

4.3 Reinforcement Learning Environment

In a common reinforcement learning setting there should be an ”agent” that interacts with
“environment”. Each iteration the “environment” gives the current “’state”, and the agent
needs to make an “action”. After that ”environment” gives a reward” and a new “’state” to
“agent” for next iteration. Figure 4.4 is an illustration of this interaction in reinforcement
learning according to [|15].

In our work, the ”state” is defined as the information of headline-body pair and the
”action” is defined as one of {<unk>, <pass>}. The action <unk> is to change a word

into a unknown token <unk>, while <pass> does nothing. One problem is that the discrete

11

d0i:10.6342/NTU201802182



Agent

state reward action
St Tt ac

Tt+1

Environment

St+1

Figure 4.4: The agent-environment interaction in reinforcement learning
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Figure 4.5: State Representation of FNC data

natural language sequences are inconvenient for the later Q network, so here we utilize
the LSTM autoencoder mentioned in section 4.2 as a mapping function ¢ which generates
a continuous fixed-dimensional vector as state representation for a given state. To decide
which word will be applied the action, we define a cursor that points to a word of the
sentence. Figure §.9 is our designed representation of state s. It consists of four 300
dimensional embeddings, totally results in a 1200 dimension vector. Assume that the
cursor is now at the word w; of headline, then the first part (s[:300]) is the ﬁt_l vector
from the encoder given the headline sentence as input. Second part (s[300:600]) is the
embedding of word that pointed by the cursor. Third part (s[600:900]) is the Zt+1 vector
from the encoder. The last part (s[900:1200]) is the embedding of the body sentence and
we just use ?LT from the encoder in our experiment. Here 7' is the length of the input
sentence.

Now we give the analogy between the reinforcement learning framework and our clas-
sification task. According to [|15], there are some main elements of a reinforcement learn-
ing system: policy”, “reward function”, and “value function”. The policy we need to

learn in our experiment is to predict if changing the word currently pointed by the cursor

will leads to an adversarial example. It will gives probabilities of the two action <unk>

12
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and <pass>. Next we define the “reward function” as the following

1, action=<unk> and get adversarial example
"= Pori — Padv — TP, action=<unk> but no adversarial example 4.1)
0, action=<pass>

where 7p is the penalty term with action <unk>. This is because the goal of our model is
to find adversarial examples with as few as trails as possible, we add a penalty mechanism
being as the cost of action <unk>. And the term p,,; and p.q4, represent the predicted
probability on true label from clean data and adversarial one, correspondingly. The next
state that environment will give to agent is the same as the current state but with cursor
right shifted one word, letting the model to learn if it is good to revise other words. That
means no matter the agent selects action <unk> or not, the new state will always resume
the original headline sentence, so that it meets the constraint that there are at more one
revised word. For “value function” here, we learn the state-action value. When given
a state during inference, we just pick the action that could leads the greatest state-action
value. Through the reinforcement learning process our model could lead the cumulative
reward of each state and each action.

Another thing should be noticed is that we only take a portion of training data (ratio
Tsplit) to train our DQN model, as shown in Figure . We test for different 7, and try

to find which setting is more effective. The result will be discussed in section 5.1.

4.4 Deep Q Network

[L1] has shown how to use a deep neural network to learn the Q value. They applied their
model on atari games and reached even better performance than human in some games.
In our work, the architecture of our Q network is shown in Figure #.6. We concatenate
the input state with a hidden layer with 128 dimension. Our Q-learning algorithm, shown

in Algorithm [[, is heavily based on the learning algorithm in [[[1]. The main different

13
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Figure 4.6: Deep Q Network

thing is that there is only one starting state for each atari game, while there are many
data and they could be different starting states in our scenario. In our algorithm, we train
our deep Q network for M episode. In each episode, we feed all sentences with cursor
pointing to the first word as initialized state. During the moving of the cursor to the last
word, it keeps adding the transition (s;, a;, 7411, S¢+1) to the replay memory. The setting of
memory queue is also different from the atari one. We find that the probability of sampling
the transition with r;,; = 1 is low when we use the original setting, which leads to a slow
learning process. So we change the setting into two independent memory queue Dy;; and
D,iss. One for transitions with r,,; = 1, and the other one for other transitions.

After it finishes observing a whole sentence, it samples some transitions from both
replay memory queue and train the DQN once. And it move to next sentence till the last
one. Each time when we need to do memory replay to train our DQN, we sample half of
batch size transitions from Dy,;;, and so does D,,,;ss. We set the size of each replay memory
N to 5000, sample batch size to 32, epsilon is initialized as 0.99, and decay of epsilon to

0.9. The total number of episode M is set to 40.

4.5 Adversarial Training

In our work, we also use the adversarial examples for testing whether combining original
training data and adversarial examples could lead to a better performance. The amount

of data in new training data will be double to the original data. Each sentence in original

14
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Algorithm 1 Adversarial examples in FNC with deep Q-learning

[N T N T NG T N S e T T e S =S S S
S A 0 R e RSN L A 4

24:
25:
26:

A A A e

Initialize replay memory Dj;;, Diniss to capacity N
Initialize action-value function Q with random weights
Initialize € as 0.99
Initialize state representation function ¢ mentioned in section 4.3
for episode = 1, M do
Q'+ Q
for each headline-body pair in FNC dataset do
Initialize state s; and preprocessed sequenced ¢(s;)
fort=1,T do
With probability € select a random action a;
otherwise select a; < max, Q' (¢(s;),a)
Execute action a; and observe reward 7,1 and s,
ifry =1
Store transition (¢(s;), ar, i1, @(Se11)) in Dy
else
Store transition (¢(s;), ag, Te41, @(Ser1)) N Dipiss
end for
Sample minibatch (¢(s;), a;, 741, ¢(sj41)) from Dyis and Dipig
if terminal ¢(s;41)
Sety; < 141
else
Set y; < 7j41 +ymaxy Q'(¢(sj+1), a’)
Perform a gradient descent step on (y;—Q(¢(s;), a;))?
end for
€+ ¢ex0.9
end for

15

d0i:10.6342/NTU201802182



training data will be copied once. If this sentence is predicted correctly by the target
classifier and has an adversarial example, we replace the copied data to this adversarial
example. In other words, there will be one clean sentence and one adversarial example in
the new double-sized training data. Otherwise, if there are no adversarial examples of a
sentence or it isn’t predicted correctly by the target classifier, there will be just two same
original sentences. After having this double-sized training data, we could use it to train a

new classifier.

16
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Chapter 5

Experiments

In this chapter, we test our model in two orientation: adversarial examples and adversarial
training. Besides, we try to modify the autoencoder part to see if it could bring better

generalization. We will give discussions in each following section.

5.1 Adversarial Examples

First, we test whether applying reward penalty rp in Equation @.1| could really let our DQN
predict the action leading to potential adversarial examples. We test for rp set to 0, 0.2,
and 0.4, using data with size 1000. We plot the cumulative reward curve in Figure [.1]
Here hard reward counts the total rewards when finding adversarial examples (the first
condition in Equation }.1]), while soft_reward is the summation of all rewards (all three
conditions in Equation 4.1)) in one episode. We could see that soft reward is improving
through the training process while keeping the number of adversarial examples it finds.
In other words, it improves the precision of predicting whether applying action <unk> on
current word will lead to an adversarial examples. We calculate the precision, recall and
F1-score (micro-F1) of our model on another data for testing and the result is in Table 5.1].
The last row here is greedily find all possible adversarial examples, but it has the lowest
precision 0.0357. We find that 0.4 gives the highest F1-score so we use 7p = 0.4 in the
later experiments.

Next we evaluate whether our model could be trained by only a few parts of data.
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Figure 5.1: Cumulative Reward Curve with Different rp

As mentioned in section 4.3, we split the training data by ratio r,,,;. The process is two
stages: we use the r,;; part to train DQN and 1 — r,,;;; part for testing DQN performance.
We test 75, = 0.2, 0.4, 0.6, and 0.8 in four data with different scales. The performance
in both two stages could be found in Figure 5.2. Here we report the average cost (trials)
our DQN needs to find an adversarial example. This number is related to success rate, i.e.
lower cost means a more efficient way of finding. We report the precision in three stages:
DOQN training stage ( “apply” in Figure §.1)), inference stage ( “find” in Figure §.1)), and
the average of previous two stages. We find that in all four different scales of data, the
best precision exists when 7, is set to 0.2. This is surprising that only a small portion
of data is enough to train a effective finding model that perform well on the left 1 — 7,
portion, although some adversarial examples would be missed in the second stage. We
also find that the precision is becoming better when the scale of data is becoming larger.
The result shows that when the amount data is 8000, using 20% of data to train our
DQN and using trained network to predict on the left 80% data could lead to 16.38 average
cost, while greedily revising all words leads to 29.44. It shows that our DQN and rein-
forcement learning framework could actually benefit finding process. Especially when
the cost to confirm with target classifier model is not negligible or the quota of confirming
to the target classifier is limited, a finding process with better success rate could find more

adversarial examples.
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model rp precision recall Fl-score
DQN 0.0 0.0609 0.5490 0.1096
DQN 0.2 0.0830 04145 0.1383
DQN 0.4 0.0907 0.3709 0.1458

greedy - 0.0357 1 0.0690

Table 5.1: Fl-score with Different rp
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Figure 5.2: Precision in Two Stage with Different Scale of Data
5.2 Adversarial Training

We also test whether adversarial examples we find could help us train a better classifier
by the same learning algorithm. Here we train the DQN with the parameter r,,;;; set to
0.2. We combine the original data and adversarial examples by the method discussed in
section 4.5. After obtaining the new data that is twice larger than the original one, we
train a new classifier model on it by the same learning algorithm. The result of adversarial
training is in Table 5.2, Here we report the average accuracy and standard deviation of
five repeat experiments. In the result we find that adversarial training could improve the
performance in three of four scales training data.

Besides the success on adversarial training with 7, set to 0.2, we want to know
whether a smaller 7,,;;; could also brings benefit. We test for different r,;; setting from

5% to 40%, and the result is in Figure 5.3 The result shows that not every adversarial
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training file acc. w/o adv. acc. w/ adv.

train_stances _110.csv.1000 0.8370 0.8337
train_stances 110.csv.2000 0.8213 0.8399
train_stances _110.csv.4000 0.8363 0.8417
train_stances_110.csv.8000 0.8454 0.8494

Table 5.2: Result of Adversarial Training

0.855 —4— adversarial training

original training

0850

=
[=:]
o
L

accuracy

0.840

0835

5 1 15 20 2% 3 3k 40
r_split * 100%

Figure 5.3: Adversarial Training

training results are better than original accuracy. We find that our adversarial training
setting only works when r,;; is set to 20% and 25%. We also test for 7,;; = 100% (i.e.
find all adversarial examples by confirming with target model directly) and the result is
not better than original training either. The reason why our adversarial training setting

only works at 7,;;; = 20% or 25% is not clear and it needs more further research.

5.3 Different State Representation

We also test our trained DQN on the data that both never seen before. That is, we test the
performance of DQN on the testing data from FNC while our target classifier and DQN
are trained on training data. The result is shown in Table 5.3. We could find that there is
a performance gap between seen and unseen data. We initially think that this may be due
to the complexity of state representation from RNN, so we also test other function such as
naive sum and bag of words as the state representation in reinforcement learning. Although

this is not a serious problem in FNC dataset because the high overlap of headline or body
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state feature data precision recall Fl-score
Istm_ae 1 — rgpi¢ portion  0.1140  0.4987  0.1856
test_stances.csv 0.0778  0.2163 0.1144
naive sum 1 — rgpi¢ portion  0.0940  0.4436  0.1551
test_stances.csv 0.0522  0.2053  0.0832
bag of words 1 — 7y portion  0.0975  0.5054  0.1635
test_stances.csv 0.0712  0.2193  0.1075
Table 5.3: Different State Representation
filename %4 X¥H BL MKE HwW total
raw_data 128 194 116 739 125 1302
train.csv 50 50 50 50 50 250
test.csv 50 50 50 50 50 250

Table 5.4: statistics and preprocessing of zhtNews dataset

sentences between the r,,;; and 1 — 7, parts, we guess the gap would be a problem

when applying our model to other more sparse dataset and it needs further research.

5.4 Other Datasets

Besides the success in FNC dataset, we also try our model on other more general datasets.

That 1s, the input is just one sentence instead of a headline-body pair. We apply our model

on three more datasets: zhtNews, AG’s News and IMDB. zhtNews is a dataset collected

by lab senior and Table 5.4 is its statistic. We find that applying data augmentation in this

dataset could bring a better accuracy on unseen testing data, as shown in Table 5.3. AG’s

News [[17] is a dataset about News article and the statistics is in Table 5.6. We again

extract some small scale subset from original training data. The result is in Table 5.7. We

also find that adversarial training works on this dataset. We also test our framework on

IMDB [9], an movie review dataset. The statistic and result is in Table 5.8 and Table 5.9

correspondingly. In this dataset adversarial training only works in only 1000 and 2000

scale training data.
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training file

acc. w/o adv. acc. w/ adv.

train.csv

0.7376 0.7720

Table 5.5: Result of Adversarial Training of zhtNews dataset

filename World  Sports Business Sci/Tech  total
train.csv 40000 40000 40000 40000 120000
test.csv 1900 1900 1900 1900 7600
train.csv.1000 250 250 250 250 1000
train.csv.2000 500 500 500 500 2000
train.csv.4000 1000 1000 1000 1000 4000
train.csv.8000 2000 2000 2000 2000 8000

Table 5.6: statistics and preprocessing of AG dataset

training file acc. w/o adv. acc. w/ adv.
train.csv.1000 0.5913 0.5922
train.csv.2000 0.6422 0.6623
train.csv.4000 0.6476 0.7041
train.csv.8000 0.7234 0.7398

Table 5.7: Result of Adversarial Training of AG dataset

filename pos neg total

train.csv 12500 12500 25000
test.csv 12500 12500 25000
train.csv.1000 500 500 1000
train.csv.2000 1000 1000 2000
train.csv.4000 2000 2000 4000
train.csv.8000 4000 4000 8000

Table 5.8: statistics and preprocessing of IMDB dataset

training file acc. w/o adv. acc. w/ adv.
train.csv.1000 0.5978 0.6332
train.csv.2000 0.6529 0.6622
train.csv.4000 0.6942 0.6877
train.csv.8000 0.7257 0.6953

Table 5.9: Result of Adversarial Training of IMDB dataset
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Chapter 6

Conclusion

In this work, we apply reinforcement learning framework to find adversarial examples in
text classification task. By applying a reward penalty, 0.4 in this work, our experiments
show that it could actually lead to a efficient finding rate better than greedy baseline. Be-
sides we propose a adversarial training setting to combine clean training data and adver-
sarial examples. By training on the new data consisting of original data and adversarial
examples we reach a better performance in all of our four scales data in FNC dataset.
Moreover we test for different portion used in training deep q network and find that the
adversarial training performance is good while 7;;; set to 0.2 or 0.25.

There are three potential direction of future works. One is extending the adversarial
examples to semantic attack, that is, changing words into its synonyms instead of the un-
known token. Although the computation complexity is larger then unknown-token attack,
it might bring better performance in adversarial training phrase because the adversarial
examples in this constraint will be closer to real data. Another research direction is the
design of reward in reinforcement learning environment. Current adversarial training is
two-stage: finding adversarial examples and then retraining classifier. The relationship is
not clear between the adversarial examples we define and the benefit of adversarial train-
ing. Whether it is possible to combine the improvement of adversarial training into the
reward design is a potential research direction. The third one is the limit of distribution
of data. Currently there is a performance gap between seen and unseen data. It would be

better if the model could be more general to unseen data.
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