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中文摘要 

本篇論文探討數個最長共同子序列的變異問題，是由分子生物學和序列比對的

實際應用與理論興趣發展而來。 

在論文的第一部份，我們研究四個附加條件限制的最長共同子序列問題，目的

是在兩條序列之共同子序列中，求得包含或排除一條附加限制字串為子序列或子字

串之最長序列。我們研究這些問題的最佳化特性，並針對每個問題提出一個動態規

劃演算法。理論分析顯示，我們提出的演算法之時間複雜度與兩條序列及一條附加

限制字串的長度乘積成正比。此外，我們也考慮任意多條附加限制字串的情況。 

為了使序列的相似度衡量更有彈性，在論文的第二部份，我們研究一個混合附

加條件限制的問題，目的是在兩條序列之共同子序列中，求得包含一條附加限制字

串為子序列且排除另一條附加限制字串為子序列之最長序列。我們提出一個動態規

劃演算法來解決這個問題，演算法所需的時間與兩條序列及兩條附加限制字串的長

度乘積成正比。另外，我們提出一個針對兩條序列配對位置做計算的快速演算法。 

在論文最後一個部份，我們在最長共同子序列問題與一個附加條件限制的最長

共同子序列問題上考慮一個被廣泛使用的資料壓縮技術，稱為區段長度編碼法。為

了解決以區段長度編碼的序列之最長共同子序列問題，我們研究序列以區段分割動

態規劃矩陣的特性，並利用簡化矩陣內部份計算來求得最長共同子序列的長度。最

後，我們設計兩個演算法，在兩條以區段長度編碼的序列之共同子序列中，求得包

含一條以區段長度編碼的附加限制字串為子序列之最長序列。 

 

關鍵字：動態規劃、最長共同子序列、附加限制條件之最長共同子序列、區段長度

編碼 
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Abstract

This dissertation studies several variants of the longest common subsequence (abbre-

viated LCS) problem. These variants arise from some applications and theoretical

interests in molecular biology and sequence comparison.

In the first part of this dissertation, we study four constrained LCS (abbreviated

CLCS) problems, each of which is to find a longest sequence that is a common sub-

sequence of two sequences and either includes or excludes a constrained pattern as a

subsequence or substring. We investigate the optimality principles of these problems

and then derive a dynamic programming algorithm for each problem. The theoretical

analyses show that the time complexity of each algorithm is proportional to the prod-

uct of the lengths of the given sequences and constrained pattern. We also consider

the case where the number of constrained patterns in each problem is arbitrary.

To make the similarity measurement of sequences more flexible, in the second

part of this dissertation, we study the problem of finding a longest sequence that is a

common subsequence of two sequences and not merely includes a constrained pattern

as a subsequence but excludes the other constrained pattern as a subsequence. We

v
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give a dynamic programming algorithm whose time complexity is proportional to the

product of the lengths of the given sequences and constrained patterns. We also

present a fast algorithm which restricts the computation on the positions of matches

between the sequences.

In the last part of this dissertation, we consider a common used data compression

scheme called run-length encoding (abbreviated RLE) on the input sequences of the

LCS problem and one of the CLCS problems. To solve the LCS problem of two

RLE sequences, we investigate the properties of the partition, induced by the runs

of two sequences, in the dynamic programming matrix for the LCS problem and

exploit the sequences for computing the length of an LCS by utilizing the simplicity

of some positions. Finally, we devise two algorithms for the problem of finding a

longest sequence that is a common subsequence of two RLE sequences and includes

a constrained RLE pattern as a subsequence.

Keywords: Dynamic Programming; Longest Common Subsequence; Constrained

Longest Common Subsequence; Run-Length Encoding
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Chapter 1

Introduction

The mystery of the life attracts the human begin for a long time. Since scientists

found the encoded sequences of the nucleotides in the chromosomes of each cell, the

domain of molecular biology has arisen. The four nucleotides (i.e., A, T or U, C, and G)

are assembled together into DNA (deoxyribonucleic acid) or RNA (ribonucleic acid).

Extracting the information of nucleic acid sequences can help scientists to compre-

hend the functional expressions of segments and the evolutionary relationships among

species, but it is difficult to identify the sequences by human eyes. This obstacle can

be overcome by modeling many biological issues into the classical problems in com-

puter science such as sequence comparison.

Sequence alignment is a well-known sequence comparison problem, which is to

align two sequences and the similarity between the sequences is measured by its

score. Needleman and Wunsch [62] proposed a dynamic programming algorithm

1



that performs a global alignment of two protein sequences. The multiple sequence

alignment problem is to align simultaneously an arbitrary number of sequences and

has been shown to be NP-complete [48, 78], i.e., there is no polynomial-time algorithm

to find the mathematically optimal solution unless NP = P. In some applications,

however, the suboptimal solution might be acceptable to develop efficient tools for

reducing the time or space complexity. To reduce the computational cost, most

multiple sequence alignment algorithms use heuristic approaches rather than global

optimization.

In contrast to the global alignment problem, several methods were developed for

the local alignment problem, such as the Smith-Waterman algorithm [69], which is

to determine similar regions between two genetic sequences. Because the local align-

ment problem has wide implementations in sequence database searching, the prob-

lem was intensively investigated for the past two decades to develop efficient tools.

Pearson and Lipman [63] proposed a heuristic approach to improving the Smith-

Waterman algorithm and developed a tool named FASTA, which first identifies short

matched regions (also called seeds), and then performs the Smith-Waterman algo-

rithm on the seeds. The FASTA method reduces the time complexity of the Smith-

Waterman algorithm, and meanwhile obtains good results in most cases. Altschul

et al. [2] developed a popular tool named the basic local alignment search tool (ab-

breviated BLAST) whose running time is faster than the Smith-Waterman algorithm

and FASTA method. With the seeds, the BLAST method extends seeds without gap

2



existence by finding the high-scoring pairs of the aligned seeds. Another tool named

gapped-BLAST [3] uses a new criterion for extending seeds and generates a gapped

alignment for seed pairs with high scores. Because the gapped-BLAST method is

a bit faster and more flexible in the practical application than BLAST, the tool is

widely used up to now.

The longest common subsequence (abbreviated LCS) problem is another sequence

comparison problem, which is a simple form of sequence alignment [25, 37]. The

LCS problem measures the similarity of the sequences by only counting the identical

aligned pairs. The problem was first proposed by Wagner and Fischer [77]. Since

then, it has been intensively studied in the theoretical computer science and much

ink has been spent on it [1, 4, 13, 18, 21, 22, 31, 36, 37, 42, 45, 51, 57, 60, 61, 66, 77].

In fact, the problem of an arbitrary number of sequences, even on a binary alphabet,

has been shown to be NP-complete [55]. The problem has applications not only in

molecular biology, but also in pattern comparison, and screen redisplay. On the side

of molecular biology, several studies devoted to saving computational space [41, 67]

due to the long lengths of DNA sequences. The LCS problem can be reduced to

two well-known problems. One is to obtain a maximum-weight directed path on

a two-dimensional grid that is converted from its dynamic programming table. The

other is the longest increasing subsequence problem [68], which is to look for a numeric

subsequence of a sequence that is strictly increasing. In addition, a similar problem to

the LCS problem, named longest common substring problem, is defined for computing

3



a maximum-length substring that appears in both two sequences. This problem can

be solved in linear time by using a well-known data structure - generalized suffix

tree [37].

Arising from several applications in molecular biology and pattern comparison,

some constraints on sequence comparison are considered. From a sequence function

point of view, for example, the Human and bovine pancreatic ribonuclease (RNase)

sequences contain a conserved catalytic triad, His-12(H), Lys-41(K), His-119(H),

which is essential for RNA degradation. For aligning each residue of the conserved

catalytic triad of such RNase sequences in the same column, Tang et al. [70] addressed

the constrained multiple sequence alignment problem of finding an alignment such

that each character of the additional constrained pattern should be aligned with the

same character of every sequence. Given two sequences of length at most n and a

constrained pattern of length d, Tang et al. [70] presented an algorithm with both

time and space requiring O(dn4). Chin et al. [28] further investigated the problem

and improved the time and space requirements both into O(dn2). Later, many studies

devote to this issue [30, 38, 39, 40, 54, 64, 65, 73, 74].

Relying on some applications, it is advantageous to use a particular representation

for text documents to be compared or transferred. For speeding up the comparing

and transferring time of documents, two categories of data compression, i.e., loss-

less compression (also called reversal compression) and lossy compression (also called

irreversal compression), have been developed. Lossless compression schemes, such

4



as run-length encoding, Huffman coding, and arithmetic coding, exploit statistical

redundancy in such a way as to represent the sender’s data more concisely without

error. Lossy compression schemes, such as fractal compression and vector quantiza-

tion, scrap some of less-relevant information if some loss of precision is acceptable.

Lossless compression schemes are generally used for compressing text files, executable

programs, medical images because of their precise and concise properties. On the

other hand, because lossy compression schemes are faster than the other ones, the

coding schemes are commonly used for compressing graphic and musical documents.

Run-length encoding (RLE) is a simple coding scheme of lossless compression

schemes, which compresses a sequence into several runs so that each run is a maximal-

length substring with an identical character in the sequence. A sequence in RLE

format is represented by an ordered sequence of the characters corresponding to the

runs with their lengths. For example, if sequence A = aaaabbcccccaaaaaaaa, the

RLE representation of A is a4b2c5a8. A well-known and relatively efficient application

of RLE is the fax transmission because most fax documents are composed of a great

portion of white space with a small portion of black space [20]. Many studies have

devoted to the sequence comparison with RLE sequences, such as pattern matching [5,

9, 14, 27, 56], edit distance [15, 24], sequence alignment [44, 50, 52], LCS [11, 34, 53,

58].

In this dissertation, we study the following constrained longest common subse-

quence problems.

5



• Constrained LCSs (abbreviated CLCS). The input of the CLCS problem is

two sequences X, Y and a constrained pattern P over a finite alphabet. Four

variants of the CLCS problem are defined as follows.

– The SEQ-IC-LCS problem [17, 26, 29, 46, 72]: find a longest sequence that

is a common subsequence of X and Y and includes P as a subsequence.

– The STR-IC-LCS problem: find a longest sequence that is a common

subsequence of X and Y and includes P as a substring.

– The SEQ-EC-LCS problem: find a longest sequence that is a common

subsequence of X and Y and excludes P as a subsequence.

– The STR-EC-LCS problem: find a longest sequence that is a common

subsequence of X and Y and excludes P as a substring.

The former two problems have applications on molecular biology and pattern

comparison to take a common specific segment into consideration for similarity

measurement between two sequences. The last two problems consider the the-

oretical opposite constraints to the former two problems. We also investigate

the CLCS problems with an arbitrary number of constrained patterns.

• Hybrid Constrained LCSs (abbreviated HC-LCS). The problem considers

the constraints of the SEQ-IC-LCS and SEQ-EC-LCS problems. Given two

sequences X, Y and two constrained patterns P , Q over a finite alphabet, the

HC-LCS problem is to find a longest sequence that is a common subsequence

6



of X and Y and not merely includes P as a subsequence but excludes Q as

a subsequence. We give the properties of the HC-LCS problem and solve it

by using the dynamic programming technique. To speed up the computation

time, we further employ a data structure based upon van Emde Boas trees and

restrict the computation on the positions where the corresponding characters

of each pair are identical.

• LCSs of Run-Length Encoded Sequences (abbreviated RLE-LCS). We

first exploit the properties of RLE sequences and introduce an approach pro-

posed by Ann et al. [11]. We further adapt Hunt-Szymanski strategy for im-

proving Ann et al. approach for speeding up the computation to the pairs of

runs whose corresponding characters are identical.

• Constrained LCSs of Run-Length Encoded Sequences (abbreviated

RLE-CLCS). We consider the SEQ-IC-LCS problem of RLE sequences over

a finite alphabet. We first present a simple algorithm, and then devise a fast

algorithm for speeding up the computation to the runs where the corresponding

characters of two sequences are identical by adapting the framework of our

approach to the RLE-LCS problem.
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Chapter 2

Longest Common Subsequences

(LCSs)

In this chapter we first give some basic definitions. We then introduce the longest

common subsequence problem and address three well-known approaches to the prob-

lem as our preliminary knowledge in the forthcoming chapters. In addition, some

previous results are briefly mentioned.

Definition 2.1. An alphabet Σ is a finite set of symbols. An element of Σ is called

character. A sequence over Σ is a string of characters of Σ.

Let a1a2 . . . am denote a sequence A of length m over Σ. Character σ ∈ Σ is at

position i in a sequence A if σ = ai. Given sequences A, B and a character σ ∈ Σ,

sequences AB and Aσ denote the sequences that are constructed by appending B and

σ to A, respectively. In this dissertation, we use capital letters to denote sequences

9



and lowercase letters to denote characters.

Definition 2.2. A subsequence of a sequence A is obtained by deleting zero or more

characters from A (not necessarily contiguous). A substring of a sequence A is a

subsequence of successive characters within A.

Definition 2.3. A prefix of a sequence A is a substring that begins at the first position

in A. A suffix of a sequence A is a substring that ends at the last position in A.

Given a sequence A = a1a2 . . . an, we denote A[i..j] as the substring aiai+1 . . . aj

of A if 1 ≤ i ≤ j ≤ m, and an empty string otherwise. For example, if A = believe,

then A[3..5] = lie. A substring A[1..i] for any i ∈ {1, 2, . . . , n} is a prefix of A, and

a substring A[j..n] for any j ∈ {1, 2, . . . , n} is a suffix of A.

Definition 2.4. A common subsequence (abbreviated CS) of two sequences A and

B is a subsequence that appears both in A and B. A longest common subsequence

(abbreviated LCS) of A and B is a maximum-length CS of A and B.

Wagner and Fischer [77] proposed the LCS problem in 1974, which is formally

defined as follows.

Problem 2.1. (LCS) [77] Given two sequences X and Y of lengths m and n, re-

spectively, the LCS problem is to find a maximum-length subsequences that appears

in both X and Y .

The LCS problem has been intensively studied for more than three decades [1, 13,

18, 21, 31, 37, 41, 42, 45, 57, 66, 47]. In general, there may exist more than one LCS

10



between two sequences. For example, if X = ACTGCCTAGGC and Y = CGATCTGGAC,

“ATCTGGC” is an LCS of X andY , and “CTCTGGC” and “CGCTGGC” are two another

LCSs of X and Y .

A naive approach to the LCS problem is to enumerate all subsequences of X and

then check every subsequence if it is a subsequence of Y . Nevertheless, the approach

requires exponential running time because X contains 2m subsequences. It causes the

difficulty in the implementation for long sequences.

Dynamic programming (abbreviated DP) technique is a wildly used approach to

solving the LCS problem by the optimality principles of the problem. In the following

we introduce three well-known DP approaches to the LCS problem, which are the

traditional DP algorithm [31], space-saving strategy [41] using the divide-and-conquer

technique to solve the problem in linear space, and Hunt-Szymanski strategy [45]

disregarding the computation of the positions at which X and Y mismatch each

other.

2.1 Dynamic Programming

Lemma 2.1 decomposes the structure of an optimal solution based on the solutions

to its smaller subproblems.

Lemma 2.1. Let Zi,j denote the set of all LCSs of X[1..i] and Y [1..j]. If Z =

z1z2 . . . zl ∈ Zi,j, the following conditions hold:
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(1) If xi = yj, then zl = xi = yj and Z[1..l − 1] ∈ Zi−1,j−1.

(2) If xi 6= yj, then zl 6= xi implies Z[1..l] ∈ Zi−1,j.

(3) If xi 6= yj, then zl 6= yj implies Z[1..l] ∈ Zi,j−1.

Let L[i, j] denote the length of any sequence belonging to Zi,j. The value L[i, j]

given to position (i, j) is determined by three neighboring positions, (i − 1, j − 1),

(i − 1, j), and (i, j − 1) (see Figure 2.1(a)), and by the characters xi and yj. By

the optimality principles of the LCS problem shown in Lemma 2.1, the recurrence

for computing L[i, j] with the initializations of L[0, 0] = L[i, 0] = L[0, j] = 0, for

i ∈ {1, 2, . . . , m} and j ∈ {1, 2, . . . , n}, can be formulated as follows.

L[i, j] = max





L[i− 1, j − 1] + 1 if xi = yj,

max {L[i− 1, j],L[i, j − 1]} otherwise.

(2.1)

Suppose that Z is a sequence belonging to Zm,n and is initialized to be an empty

sequence. The length of Z is given by L[m,n], which is computed in O(mn) time

and space. While computing each entry L[i, j], we can build a (backtracking) link to

point out the position which L[i, j] results from. Sequence Z in reverse order can be

constructed by tracing back through the links from L[m,n] to L[0, 0] (see Figure 2.1(b)

as an example). The stage of backtracking takes O(m + n) steps. Consequently, the

following theorem is stated.

Theorem 2.1. The LCS problem can be solved in O(mn) time and space.
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Figure 2.1: An LCS between two sequences. (a) Three neighboring positions of

position (i, j). (b) A path in a directed acyclic graph over the LCS metric.

2.2 Space-Saving Strategy

For long sequences such as human genomic sequences of about 3×109 base pairs, space

restriction is important to the implement of solving the LCS problem. Figure 2.2 il-

lustrates the two linear-space approaches to computing the length of an LCS. Because

computing an entry in each row of matrix L only needs the values in the preceding

and present rows, one approach is to reduce the space to twice the number of entries

in a row. On the other hand, Figure 2.1(a) shows that the value of any position (i, j)

in L is only caused from positions (i−1, j), (i−1, j−1), or (i, j−1); accordingly, the

space requirement can be further reduced to the number of entries in a row plus one.

Constructing an LCS requires the information of backtracking links; unfortunately,
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Figure 2.2: Computing the length of an LCS in linear time.

such information can not be achieved in linear space.

In 1975 Hirschberg [41] proposed a divide-and-conquer approach, named Algo-

rithm LinearLCS, that performs an LCS between two sequences in quadratic time

and linear space. Let LCS(X, Y ) denote the length of an LCS of X and Y . Hirschberg

derived the following lemma.

Lemma 2.2. For any i ∈ {0, 1, . . . , m}, LCS(X[1..m], Y [2..n]) =

max0≤j≤n {LCS(X[1, i], Y [1..j]) + LCS(X[i + 1..m], Y [j + 1..n])}.

The space-saving strategy adopts Lemma 2.2 to recursively divide a given problem

into two smaller problems until it is a trivial problem. Figure 2.3 illustrates the idea

of the strategy. The middle row of the given problem is chosen as a partition line. In

the beginning of the LCS problem, the bm
2
c-th row is chosen (see Figure 2.3(a)). The

lengths of an LCS between X[1..bm
2
c] and Y [1..j] and an LCS between X[bm

2
c+1..m]
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Figure 2.3: Deriving an LCS in linear space. (a) The partition at the first iteration.

(b) The partitions at the second iteration.

and Y [j +1..n] for all j ∈ {0, 1, . . . , n} are separately calculated by the former linear-

space approaches. The j-coordinate of the middle vertex, denoted by jbm
2
c, is defined

by the minimum j such that LCS(X[1, i], Y [1..j]) + LCS(X[i + 1..m], Y [j + 1..n])

is maximum. With the coordinates of the middle vertex (bm
2
c, jbm

2
c), the problem

can be divided into two subproblems, which are the LCS problems of X[1..bm
2
c] and

Y [1..jbm
2
c] and of X[bm

2
c + 1..m] and Y [jbm

2
c + 1..n]. Figure 2.3(b) illustrates the

Algorithm LinearLCS(m,n, X[1..m], Y [1..n])

1: if m ≤ 1 then

2: output an LCS of X and Y ;

3: else

4: i ← bm
2 c;

5: Compute LCS(X[1, i], Y [1..j]) and LCS(X[i + 1..m], Y [j + 1..n] for all j ∈ {0, 1, . . . , n};
6: Find min j subject to max0≤j≤n {LCS(X[1, i], Y [1..j]) + LCS(X[i + 1..m], Y [j + 1..n])};
7: LinearLCS(i, j,X[1..i], Y [1..j]);

8: LinearLCS(m− i, n− j,X[i + 1..m], Y [j + 1..n]);
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partitions of the two subproblems. Algorithm LinearLCS formally describes the

recursive stages of the space-saving strategy.

A middle vertex in a given problem can be found in the time proportional to the

number of entries in the corresponding DP matrix. Proceeding in this way, all middle

vertices can be found in mn + mn
2

+ mn
4

+ . . . ≤ 2mn time. In addition, the ap-

proach requires no more than 2n space, which can be reused during the computation.

Therefore, the following theorem is stated.

Theorem 2.2. Algorithm LinearLCS solves the LCS problem in O(mn) time and

O(n) space.

2.3 Hunt-Szymanski Strategy

Figure 2.4 gives an example of the DP matrix L for the LCS problem over sequences

X = “ACTGCCTAGGC” and Y = “CGATCTGGAC”, which is computed by Equation 2.1.

The circled positions indicates the occurrences of matches between X and Y . During

the computation of L, the values might increase only when a match between X and Y

is encountered. For speeding up the computation, Hunt and Szymanski [45] provided

an approach to merely calculating the values of the positions where X and Y match

each other.

Let T be a two-dimensional array of threshhold values where T [i, l] denotes the

smallest j such that there exists a CS of length l between X[i..i] and Y [1..j]. For

example, in Figure 2.4 L[6, 4] = 2 and L[6, 5] = 3 yields T [6, 3] = 5. The monotonicity
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Figure 2.4: Matches between two sequences in the DP matrix.

of T is stated in the following lemma [45].

Lemma 2.3. If T [i, l], for some i ∈ {1, 2, . . . , m} and l > 0, are defined, T [i, l− 1] <

T [i, l] and T [i, l − 1] < T [1 + 1, l] ≤ T [i, l].

With the property shown in Lemma 2.3, the following recurrence formula can

compute T [i + 1, l] from T [1, l − 1] and T [i, l].

T [i + 1, l] = max





smallest j subject to X[i + 1] = Y [j]

and T [i, l − 1] ≤ j ≤ T [i, l],

T [i, l] if no such j exists.

(2.2)

To compute the array T efficiently, sequences X and Y are preprocessed for build-

ing a linked list for each index of X. The linked list for index i of X keeps the
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corresponding indices j, in decreasing order, such that xi = yj. The stage of building

m linked lists takes O(m + n) over a finite alphabet.

With the positions of matches between X and Y , the approach proceeds to the

matches row by row. Let THRESH be a one-dimensional array where THRESH[l]

at the end of iteration i (i.e., the i-th linked list is processed) denotes the smallest

index j such that there exists a CS of length l between X[1..i] and Y [1..j]. The

initialization of THRESH is THRESH[0] = 0 and THRESH[l] = n + 1 for all l ∈

{1, 2, . . . , m}. At iteration i, for each j in the i-th linked list, the value l is queried to

satisfy THRESH[l− 1] < j ≤ THRESH[l] and THRESH[l] maintains the smaller

value between j and THRESH[l]. Specifically, l can be obtained in O(log log n)

time by employing a data structure named van Emde Boas tree [75, 76], which allows

the operations of inserting, deleting, and testing membership of elements in the set

{1, 2, . . . , n}. The data structure requires O(n log log n) time for initialization, and

each such operation can be performed in O(log log n) time. Therefore, the stage of

calculating the array THRESH takes totally O(r log log n) time, where r denotes

the total number of ordered pairs of positions at which X and Y match each other.

Finally, the largest l subject to THRESH[l] 6= n+1 is the length of an LCS between

X and Y . Thus, the following theorem is stated.

Theorem 2.3. The LCS problem over a finite alphabet can be solved in O((r + n)×

log log n) time and in O(r + n) space.
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2.4 Previous Results

In 1974, Wagner and Fischer [77] proposed the problem of LCS. Since then, the

problem has been studied intensively for decades. The results for the problem are

summarized in Table 2.1. Apart from the above mentioned approaches, in 1977

Hirschberg [42] depicted an efficient representation of the DP matrix L, which use

the contours of L (see Figure 2.5 as an example) to specify the entire matrix. The

contours are described by dominant matches. By finding the dominant matches in

O(ln) time with the time O(n log s) for processing the longer input sequence Y ,

Hirschberg solved the problem in O(lm + n log s) time, where l denotes the length of

an LCS between X and Y , and s denotes the number of distinct characters in Y .

In 1980, Masek and Paterson [57] solve the problem in O(n×max {1, m
log n

}) time by

using a “Four Russians” approach [16]. Two years ago, Nakatsu et al. [61] presented

a O(n× (m− l))-time algorithm, which would be faster than any previous one if l is

close to m (i.e., X and Y are similar).

Later, Hsu and Du [43] gave a O(lm × log n
l

+ lm)-time algorithm by employing

efficient merging methods in the computations. Myers [59] demonstrated that the

LCS problem is equivalent to the problem of finding a shortest/longest path in the

corresponding edit graph, and proposed a O(nE)-time algorithm for the latter prob-

lem, where E denotes the edit distance between X and Y . Apostolico and Guerra [13]

improved the strategy proposed by Hunt and Szymanski. They introduced an aux-

iliary data structure named Characteristic Trees to process the dominant matches
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Table 2.1: Previous results for the LCS problem

Year Author(s) Time Complexity Space Complexity

1974 Wagner and Fischer [77] O(mn) O(mn)

1975 Hirschberg [41] O(mn) O(n)

1977 Hunt and Szymanski [45]† O((r + n) log log n) O(r + n)

1977 Hirschberg [42] O(ln + n log s) O(ln)

1980 Masek and Paterson [57] O(n×max {1, m
log n

}) O( n2

log n
)

1982 Nakatsu et al. [61]‡ O(n× (m− l)) O(m2)

1984 Hsu and Du [43] O(lm× log n
l
+ lm) O(lm)

1986 Myers [59] O(E × (m + n)) O(E × (m + n))

1987 Apostolico and Guerra [13] O(m log n + µ log 2mn
µ

) O(µ + n)

2007 Iliopoulos and Rahman [47]† O(r log log n + n) O(r + n)

† Over a finite alphabet

‡ Similar input sequences
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Figure 2.5: The contours of the DP matrix with dominant matches between two

sequences.

between X and Y , and the improved algorithm requires O(m log n + µ log 2mn
µ

) time

with O(n log s) preprocessing time, where µ denotes the number of dominant matches

between X and Y , s denotes the number of distinct characters in Y

Recently, Iliopoulos and Rahman [47] proposed an O(r log log n + n)-time algo-

rithm by employing the van Emde Boas tree [75, 76], where r denotes the number of

matches between X and Y . It should be noted, however, that the preprocessing time

of the van Emde Boas tree was not evaluated when analyzing the time complexity.
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Chapter 3

Constrained LCSs

Functional and structural conservations of nucleic sequences play essential roles in the

evolutionary molecular biology. With considerations of conserved segments, similarity

analysis of nucleic sequences can provide some evidences for deduce the evolutionary

relationships between species. On the other side, for two data (such as images and

signals) including an essential message, similarity analysis of such data can provide

some practical information for the applications if the continuity of the message is

under consideration. For achieving these applications, the LCS problem with an

inclusive constraint, named the inclusion-constrained longest common subsequence

(abbreviated IC-LCS) problem, is considered. We address two IC-LCS problems as

follows.

Problem 3.1. (SEQ-IC-LCS) [72] Given two sequences X, Y and a constrained

pattern P of lengths m, n, and d, respectively, the SEQ-IC-LCS problem is to find a
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longest sequence that is a CS of X and Y and includes P as a subsequence.

Problem 3.2. (STR-IC-LCS) Given two sequences X, Y and a constrained pat-

tern P of lengths m, n, and d, respectively, the STR-IC-LCS problem is to find a

longest sequence that is a CS of X and Y and includes P as a substring.

For example, if X = AATGCCTAGGC, Y = CGATCTGGAC, and P = GTAC, an LCS of X

and Y is “ATCTGGC”, and the outputs of the SEQ-IC-LCS and STR-IC-LCS problems

are “GCTAC” and “GTAC”, respectively.

Due to theoretical interests in the similarity measurement, we extend the definition

of the IC-LCS problem to the LCS problem with an exclusive constraint, named the

exclusion-constrained longest common subsequence (abbreviated EC-LCS) problem.

We address two EC-LCS problems as follows.

Problem 3.3. (SEQ-EC-LCS) Given two sequences X, Y and a constrained pat-

tern P of lengths m, n, and d, respectively, the SEQ-EC-LCS problem is to find a

longest sequence that is a CS of X and Y and excludes P as a subsequence.

Problem 3.4. (STR-EC-LCS) Given two sequences X, Y and a constrained pat-

tern P of lengths m, n, and d, respectively, the STR-EC-LCS problem is to find a

longest sequence that is a CS of X and Y and excludes P as a substring.

For example, suppose that X = AATGCCTAGGC and Y = CGATCTGGAC. If P = TGC,

an output of the SEQ-EC-LCS problem is “ATCTGG”. If P = “TG”, an output of the

STR-EC-LCS problem is “ATCGGC”.
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Table 3.1: The CLCS problems

Problem Input Output

SEQ-IC-LCS [72]

X,Y, and P

A longest sequence includes P as a subsequence

STR-IC-LCS that is a common includes P as a substring

SEQ-EC-LCS subsequence of X excludes P as a subsequence

STR-EC-LCS and Y and excludes P as a substring

The four variants of the LCS problem are summarized in Table 3.1. Throughout

this chapter, the formats of the sequences and single constrained pattern are defined

by X = x1x2 . . . xm, Y = y1y2 . . . yn, and P = p1p2 . . . pd. The sections that follow use

DP approaches to solve the four optimization problems. Section 3.1 introduces the

previous results for the SEQ-IC-LCS problem. In Sections 3.2 to 3.4, we focus on the

STR-IC-LCS, SEQ-EC-LCS, and STR-EC-LCS problems, respectively. Finally, we

consider the four problems in the case of an arbitrary number of constrained patterns

in Section 3.5.

3.1 Related Works on Problem SEQ-IC-LCS

The SEQ-IC-LCS problem was first addressed and solved in O(m2n2d) time based on

the DP technique by Tsai [72]. Later, Chin et al. [29] improved the time complexity of

the problem from O(m2n2d) to O(mnd), and showed that this problem is equivalent

to a special case of the constrained multiple sequence alignment problem [28, 70].
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Meanwhile, Arslan and Eǧecioǧlu [17] also presented an improved algorithms with

O(mnd) time, and extend the definition of the problem such that the resulting LCS

contains a subsequence whose edit distance from the constrained pattern is less than

a given positive integer parameter.

Without loss of generality, assume that m ≤ n. Recently, Iliopoulos and Rah-

man [46] proposed an algorithm by adapting Hunt-Szymanski strategy and employ-

ing a data structure named bounded heap, which is introduced in Section 4.2. The

executing of the algorithm requires O(dr × log log n + n) time, where r is the total

number of ordered pairs of positions at which X and Y match each other. It should be

noted, however, that the preprocessing time of the bounded heap was not evaluated

when the time complexity was analyzed.

Here we introduce an O(mnd)-time algorithm [29] for the problem as follows.

Lemma 3.1 decomposes the structure of an optimal solution based on the solutions

to its smaller subproblems.

Lemma 3.1. Let Zi,j,k denote the set of all longest sequences which are CSs of X[1..i]

and Y [1..j] and include P [1..k] as a subsequence. If Z = z1z2 . . . zl ∈ Zi,j,k, the

following conditions hold:

(1) If xi = yj = pk when k > 0, then zl = xi = yj = pk and Z[1..l−1] ∈ Zi−1,j−1,k−1.

(3) If xi = yj, and (xi 6= pk or k = 0), then zl = xi = yj and Z[1..l−1] ∈ Zi−1,j−1,k.

(4) If xi 6= yj, then zl 6= xi implies Z[1..l] ∈ Zi−1,j,k.

(5) If xi 6= yj, then zl 6= yj implies Z[1..l] ∈ Zi,j−1,k.
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Let L[i, j, k] denote the length of a sequence that belongs to Zi,j,k. By the op-

timality principles of the SEQ-IC-LCS problem shown in Lemma 3.1, the following

recursive formula can be derived, where i ∈ {1, 2, . . . , m}, j ∈ {1, 2, . . . , n}, and

k ∈ {0, 1, . . . , d}.

L[i, j, k] =





1 + L[i− 1, j − 1, k − 1]) if k > 0 and xi = yj = pk,

1 + L[i− 1, j − 1, k] if xi = yj and (xi 6= pk or k = 0),

max {L[i− 1, j, k],

L[i, j − 1, k]} if xi 6= yj.

(3.1)

The boundary conditions of this recurrence are L[i, 0, 0] = L[0, j, 0] = 0 and L[0, j, k] =

L[i, 0, k] = −∞ for any i ∈ {0, 1, . . . , m}, j ∈ {0, 1, . . . , n}, and k ∈ {1, 2, . . . , d}.

Based on Equation (3.1), each entry in matrix L can be computed.

Suppose that Z is a sequence belonging to Zm,n,d and is initially an empty se-

quence. The length of Z is given by L[m, n, d], which requires O(mnd) computation

time. In addition, sequence Z can be constructed by backtracking through the com-

putation path from L[m,n, d] to L[0, 0, 0], and recovering the computation path of Z

takes O(m + n + d) steps. Consequently, the following theorem is stated.

Theorem 3.1. The SEQ-IC-LCS problem can be solved in O(mnd) time and space.
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3.2 Problem STR-IC-LCS

The STR-IC-LCS problem is to find a longest sequence that is a CS of two sequences

X and Y and includes a constrained pattern P as a substring. Property 3.1 shows

the characterization of the structure of a solution to the STR-IC-LCS problem.

Property 3.1. If Z[1..l] is a longest sequence which is a CS of X[1..m] and Y [1..n]

and includes P [1..d] as the substring Z[l′−d+1..l′] for some l′ ∈ {d, d+1, . . . , l}, then

Z[1..l] is a concatenation of the following two substrings for some i ∈ {0, 1, . . . , m}

and j ∈ {0, 1, . . . , n}:

1. The prefix Z[1..l′] (i.e., Z1): Z[1..l′] is a longest sequence which is a CS of

X[1..i] and Y [1..j] and includes P [1..d] as the suffix Z[l′ − d + 1..l′], and

2. The suffix Z[l′ + 1..l] (i.e., Z2): Z[l′ + 1..l] is an LCS of X[i + 1..m] and

Y [j + 1..n].

Figure 3.1 illustrates the idea of the problem decomposition shown in Property 3.1.

In view of the idea, we solve the problems of computing a longest sequence which is a

CS of X[1..i] and Y [1..j] and includes P [1..d] as the suffix Z[l′− d + 1..l′], and of cal-

culating an LCS of X[i..m] and Y [j..n], for all i ∈ {1, 2, . . . ,m} and j ∈ {1, 2, . . . , n}.

The solutions to the two subproblems are subsequently merged to determine a longest

concatenation. The former subproblem can be computed in quadratic time by employ-

ing the algorithm shown in Section 2.1. For solving the latter subproblem, Lemma 3.2

decomposes the structure of an optimal solution based on the solutions to its smaller
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m…i+1i…1X

m…j+1j…1Y

l…l d+1…1 l…l +1

l…P[1..d]…1Z

Z1 Z2

Figure 3.1: A problem decomposition of Problem STR-IC-LCS.

subproblems.

Lemma 3.2. Let Zi,j,k denote the set of all longest sequences which are CSs of X[1..i]

and Y [1..j] and include P [1..k] as a suffix. If Z = z1z2 . . . zl ∈ Zi,j,k, the following

conditions hold:

(1) If xi = yj = pk when k > 0, then zl = xi = yj = pk and Z[1..l−1] ∈ Zi−1,j−1,k−1.

(2) If xi = yj and xi 6= pk when k > 0, then zl 6= xi and Z[1..l] ∈ Zi−1,j−1,k.

(3) If xi = yj when k = 0, then zl = xi = yj and Z[1..l − 1] ∈ Zi−1,j−1,k.

(4) If xi 6= yj, then zl 6= xi implies Z[1..l] ∈ Zi−1,j,k.

(5) If xi 6= yj, then zl 6= yj implies Z[1..l] ∈ Zi,j−1,k.

Proof. We prove this lemma case by case. (1) Since P [1..k] is a suffix of Z[1..l], we

have zl = pk. If zl 6= xi, we could append xi = yj = pk to Z[1..l − 1] obtain a CS of

length l, and P [1..k] is also a suffix of the resulting sequence. Thus, Z[1..l−1] is a CS
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of X[1..i−1] and Y [1..j−1] such that P [1..k−1] is the suffix Z[l−k+1..l−1]. Assume

by contradiction that there exists a CS Z ′[1..l] of X[1..i−1] and Y [1..j−1] such that

P [1..k − 1] is the suffix Z ′[l − k + 2..l]. We could append xi = yj = pk to Z ′[1..l] for

obtaining a CS of X[1..i] and Y [1..j] of length greater than l such that P [1..k] is the

suffix Z ′[l − k + 2..l + 1], which contradicts the hypothesis of Z[1..l] ∈ Zi,j,k.

(2) If zl = xi, then zl 6= pk and P [1..k] is not a suffix of Z[1..l]. Therefore, we can

conclude that zl 6= xi and Z[1..l] ∈ Zi−1,j−1,k. Assume by contradiction that there

exists a CS Z ′[1..l + 1] of X[1..i − 1] and Y [1..j − 1] such that P [1..k] is a suffix of

Z ′[1..l + 1]. Obviously, Z ′[1..l + 1] is also a CS of X[1..i] and Y [1..j] of length greater

than l such that P [1..k] is a suffix. This contradicts the hypothesis of Z[1..l] ∈ Zi,j,k.

(3) This case is a special case of the LCS problem for xi = yj. Thus, it is obvious

that zl = xi = yj and Z[1..l − 1] ∈ Zi−1,j−1,k.

(4) Because zl 6= xi, Z[1..l] is a CS of X[1..i − 1] and Y [1..j] such that P [1..k]

is the suffix Z[l − k + 1..l]. Similar to proof of Case (2), we have Z[1..l] ∈ Zi−1,j,k.

Moreover, the proof of Case (5) is similar to the proof of this case.

Let L[i, j, k] denote the length of a sequence that belongs to Zi,j,k. By the op-

timality principles of the STR-IC-LCS problem shown in Lemma 3.2, we have the

following recurrence, where i ∈ {1, 2, . . . , m}, j ∈ {1, 2, . . . , n}, and k ∈ {0, 1, . . . , d}.
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L[i, j, k] =





1 + L[i− 1, j − 1, k − 1] if k > 0 and xi = yj = pk,

L[i− 1, j − 1, k] if k > 0, xi = yj, and xi 6= pk,

1 + L[i− 1, j − 1, k] if k = 0 and xi = yj,

max {L[i− 1, j, k],

L[i, j − 1, k]} if xi 6= yj.

(3.2)

The boundary conditions of this recursive formula are L[i, 0, 0] = L[0, j, 0] = 0 and

L[0, j, k] = L[i, 0, k] = −∞ for any i ∈ {0, 1, . . . , m}, j ∈ {0, 1, . . . , n}, and k ∈

{1, 2, . . . , d}. Based on Equation (3.2), each entry in matrix L can be computed, and

the computation time requires O(mnd).

Let S[i, j] denote the length of an LCS of X[i..m] and Y [j..n] for i ∈ {1, 2, . . . , m}

and j ∈ {1, 2, . . . , n}. If i = m + 1 or j = n + 1, we set S[i, j] = 0. All entries

in matrix S can be computed by employing an O(mn)-time algorithm for the LCS

problem.

Suppose that Z is a longest sequence which is a CS of X and Y and includes P as

a substring, and is initially an empty sequence. We define a two-dimensional array W

by W [i, j] = L[i, j, d] + S[i + 1, j + 1] for any i ∈ {1, 2, . . . , m} and j ∈ {1, 2, . . . , n}.

According to Property 3.1, the length of Z is given by the maximum value of W ,

which can be computed in O(mn) time. Suppose that the maximum value in W is

supplied from entry W [i∗, j∗] for some i∗ ∈ {1, 2, . . . , m} and j∗ ∈ {1, 2, . . . , n}. Let

Z1 denote a sequence that belongs to Zi∗,j∗,d and Z2 denote an LCS of X[i∗ + 1..m]
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Figure 3.2: Deriving solutions to the two subproblems of Problem STR-IC-LCS.

and Y [j∗ + 1..n]. The idea of constructing Z1 and Z2 is illustrated in Figure 3.2. We

construct Z1 and Z2 by backtracking through the computation paths from L[i∗, j∗, d]

to L[0, 0, 0] and from S[i∗ + 1, j∗ + 1] to S[m + 1, n + 1], respectively. Finally, we

obtain Z by concatenating Z1 and Z2. Recovering the computation paths of Z1 and

Z2 take O(m + n + d) and O(m + n) steps, respectively. Consequently, the following

theorem is stated.

Theorem 3.2. The STR-IC-LCS problem can be solved in O(mnd) time and space.
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3.3 Problem SEQ-EC-LCS

The SEQ-EC-LCS problem is to find a longest sequence that is a CS of two sequences

X and Y and excludes a constrained pattern P as a subsequence. Lemma 3.3 de-

composes the structure of an optimal solution based on the solutions to its smaller

subproblems.

Lemma 3.3. Let Zi,j,k denote the set of all longest sequences which are CSs of X[1..i]

and Y [1..j] and exclude P [1..k] as a subsequence. If Z = z1z2 . . . zl ∈ Zi,j,k, the

following conditions hold:

(1) If xi = yj = pk when k = 1, then zl 6= xi and Z[1..l] ∈ Zi−1,j−1,k.

(2) If xi = yj = pk when k ≥ 2, then zl = xi = yj = pk implies Z[1..l − 1] ∈

Zi−1,j−1,k−1.

(3) If xi = yj = pk when k ≥ 2, then zl 6= xi implies Z[1..l] ∈ Zi−1,j−1,k.

(4) If xi = yj and (xi 6= pk when k > 0, or k = 0), then zl = xi = yj and

Z[1..l − 1] ∈ Zi−1,j−1,k.

(5) If xi 6= yj, then zl 6= xi implies Z[1..l] ∈ Zi−1,j,k.

(6) If xi 6= yj, then zl 6= yj implies Z[1..l] ∈ Zi,j−1,k.

Proof. The proof is similar to Lemma 3.2.

Let L[i, j, k] denote the length of a sequence that belongs to Zi,j,k. By the opti-

mality principles of the SEQ-EC-LCS problem shown in Lemma 3.3, we derive the

following recurrence, where i ∈ {1, 2, . . . , m}, j ∈ {1, 2, . . . , n}, and k ∈ {0, 1, . . . , d}.
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L[i, j, k] =





L[i− 1, j − 1, k] if k = 1 and xi = yj = pk,

max {L[i− 1, j − 1, k],

1 + L[i− 1, j − 1, k − 1]} if k > 2 and xi = yj = pk,

1 + L[i− 1, j − 1, k] if xi = yj and

(k = 0, or k > 0 and xi 6= pk),

max {L[i− 1, j, k],

L[i, j − 1, k]} if xi 6= yj.

(3.3)

The boundary conditions of this recursive formula are L[i, 0, k] = L[0, j, k] = 0 for any

i ∈ {0, 1, . . . , m}, j ∈ {0, 1, . . . , n}, and k ∈ {0, 1, . . . , d}. Based on Equation (3.3),

each entry in matrix L can be computed.

Suppose that Z is a sequence that belongs to Zm,n,d and is initially an empty

sequence. The length of Z is given by L[m,n, d], which requires O(mnd) computation

time. Sequence Z can be constructed by backtracking through the computation path

from L[m,n, d] to L[0, 0, 0]. Recovering the computation path of Z takes O(m+n+d)

steps. Consequently, the following theorem is stated.

Theorem 3.3. The SEQ-EC-LCS problem can be solved in O(mnd) time and space.
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3.4 Problem STR-EC-LCS

The STR-EC-LCS problem is to find a longest sequence that is a CS of two sequences

X and Y and excludes a constrained pattern P as a substring. Lemma 3.4 decomposes

the structure of an optimal solution based on the solutions to its smaller subproblems.

Lemma 3.4. Let Zi,j,k denote the set of all longest sequences which are CSs of X[1..i]

and Y [1..j] and exclude P [1..k] as a substring. If Z = z1z2 . . . zl ∈ Zi,j,k, the following

conditions hold:

(1) If xi = yj = pk when k = 1, then zl 6= xi and Z[1..l] ∈ Zi−1,j−1,k.

(2) If xi = yj = pk when k ≥ 2, then zl = xi = yj = pk and zl−1 = pk−1 implies

Z[1..l − 1] ∈ Zi−1,j−1,k−1.

(3) If xi = yj = pk when k ≥ 2, then zl = xi = yj = pk and zl−1 6= pk−1 implies

Z[1..l − 1] ∈ Zi−1,j−1,k.

(4) If xi = yj = pk when k ≥ 2, then zl 6= xi implies Z[1..l] ∈ Zi−1,j−1,k.

(5) If xi = yj and (xi 6= pk when k > 0, or k = 0), then zl = xi = yj and

Z[1..l − 1] ∈ Zi−1,j−1,k.

(6) If xi 6= yj, then zl 6= xi implies Z[1..l] ∈ Zi−1,j,k.

(7) If xi 6= yj, then zl 6= yj implies Z[1..l] ∈ Zi,j−1,k.

Proof. The proof is similar to Lemma 3.3.
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Let L[i, j, k] denote the length of a sequence that belongs to Zi,j,k. By the optimal-

ity principles of the STR-EC-LCS problem shown in Lemma 3.4, we derive the follow-

ing recursive formula, where i ∈ {1, 2, . . . , m}, j ∈ {1, 2, . . . , n}, and k ∈ {0, 1, . . . , d}.

L[i, j, k] =





L[i− 1, j − 1, k] if k = 1 and xi = yj = pk,

max {1 + L[i− 1, j − 1, k − 1]),

1 + L[i− 1, j − 1, k]} if k ≥ 2 and xi = yj = pk,

1 + L[i− 1, j − 1, k] if xi = yj and (k = 0, or

k > 0 and xi 6= pk),

max {L[i− 1, j, k],

L[i, j − 1, k]} if xi 6= yj.

(3.4)

The boundary conditions of this recursive formula are L[i, 0, k] = L[0, j, k] = 0 for any

i ∈ {0, 1, . . . , m}, j ∈ {0, 1, . . . , n}, and k ∈ {0, 1, . . . , d}. Based on Equation (3.4),

each entry in matrix L can be computed.

Suppose that Z is a sequence that belongs to Zm,n,d and is initially an empty

sequence. The length of Z is given by L[m,n, d], which requires O(mnd) computa-

tion time. Moreover, sequence Z can be constructed by backtracking through the

computation path from L[m,n, d] to L[0, 0, 0]. Recovering the computation path of

Z takes O(m + n + d) steps. Consequently, the following theorem is stated.

Theorem 3.4. The STR-EC-LCS problem can be solved in O(mnd) time and space.
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3.5 Problem CLCS with an Arbitrary Number of

Constrained Patterns

In this section, we consider the four variants of the CLCS problem in each of which

the input is two sequences X, Y and w constrained patterns Pi of lengths m, n, and

di for i ∈ {1, 2, . . . , w}, respectively. Gotthilf et al. [35] has showed that the SEQ-IC-

LCS problem with an arbitrary number of constrained patterns is NP-complete, and

it does not have a polynomial-time approximation scheme (PTAS). In the following,

we first introduce Gotthilf et al.’s proof for the SEQ-IC-LCS problem, and then

demonstrate that the STR-IC-LCS and SEQ-EC-LCS problems with an arbitrary

number of constrained patterns are also NP-complete. Furthermore, we give an exact

algorithm for each problem.

3.5.1 Hardness

Problem SEQ-IC-LCS

The decision version of the SEQ-IC-LCS problem is in NP. Given two sequences X,

Y and w constrained patterns Pi over Σ of lengths m, n, and di for i ∈ {1, 2, . . . , w},

the problem is to determine if there is a CS of X and Y with length at least ` such

that it includes each Pi as a subsequence. A proof certificate can simply be a ordered

sequence of the characters in Σ, and verification can be clearly done in polynomial

time by a deterministic Turing machine. It simply checks if the sequence is a CS X
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and Y with length at least ` and if every Pi is a subsequence of the sequence.

A nondeterministic Turing machine can find such a sequence as follows. At each

character of X, the machine either selects or refuses the character into a sequence,

until all characters of X has be selected or refused. At the end it verifies in polynomial

time that the sequence it has taken is a CS of Y with length at least ` and every Pi

is a subsequence of the sequence.

Gotthilf et al. [35] showed the hardness of the problem by a reduction from the

3-SAT problem.

Lemma 3.5. The 3-SAT problem is reducible to SEQ-IC-LCS problem in polynomial

time.

Proof. Let F =
∧

i∈{1,2,...,l} Ci be a propositional formula with exact three literals in

CNF and vi, i ∈ {1, 2, . . . , b}, be the variables in F . An instance of the SEQ-IC-LCS

problem, containing two sequences X, Y and b + l − 1 constrained patterns P1, P2,

. . ., Pb+l−1, is constructed from F as follows.

The alphabet of the sequences in the SEQ-IC-LCS problem is the union of the

set of clauses {Ci : 1 ≤ i ≤ l} and a set of separators {si : 1 ≤ i ≤ b − 1} for the

clauses. For each variable vi, a substring Xi is constructed by orderly concatenating

all the clauses satisfied with vi = true with all the clauses satisfied with vi = false.

Subsequently, sequence X is set to be X1s1X2s2 . . . sb−1Xb, where substrings Xi and

Xi+1 are separated by a separator si for all i ∈ {1, 2, . . . , b− 1}.

Similarly, for each variable vi, a substring Yi is constructed by orderly concate-
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nating all the clauses satisfied with vi = false with all the clauses satisfied with

vi = true, and then sequence Y is set to be Y1s1Y2s2 . . . sb−1Yb, where substrings Yi

and Yi+1 are separated by a separator si for all i ∈ {1, 2, . . . , b − 1}. Furthermore,

each element in {Ci : 1 ≤ i ≤ l} and {si : 1 ≤ i ≤ b− 1} forms a constrained pattern

of length one.

Claim. F is satisfiable if and only if the SEQ-IC-LCS problem has a solution of

length at least b + l − 1.

Proof of Claim. For simplicity, assume that there exists at least one clause including

either vi or v̄i.

(⇒) If F is satisfiable, let A be an assignment satisfying F , and let AT and

AF denote the sets of variables assigned true and false in A, respectively. For

every variable vi ∈ AT , the clauses satisfied by setting vi = ture are added from

Xi and Yi to a sequence Z. Also, for every variable vi ∈ AF , the clauses satisfied

by setting vi = false are added from Xi and Yi to Z. Besides, all separators si,

1 ∈ {1, 2, . . . b− 1}, are appropriately added to Z.

Because vi is assigned to either ture or false, no internal crossings exists within Xi

and Yi, and no crossing exists over the separators. Obviously, all clauses are satisfied

and all separators are added to Z; consequently, Z, a CS of X and Y with length

at least b + l− 1, includes all constrained patterns as subsequences. Therefore, there

exists a longest sequence that is a CS of X and Y with length at least b + l − 1 and

includes every constrained pattern as a subsequence.

(⇐) If there exists a longest sequence that is a CS of X and Y and includes
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every constrained pattern as a subsequence, Ci for all i ∈ {1, 2, . . . , l} and si for all

i ∈ {1, 2, . . . , b− 1} must be included in Z. Because every si, i ∈ {1, 2, . . . , b− 1}, is

a separator between Xi and Xi+1 (also between Yi and Yi+1), any clause appearing in

Xi must be within Yi, and vice versa. If some clause appears in Xi, there exists an

assignment of vi such that it satisfies the clause. Therefore, there exists an assignment

of all variables satisfying F .

Example 3.1. Suppose that F = (v1∨v2∨v̄4)∧(v̄2∨v̄3∨v5)∧(v̄1∨v̄3∨v4)∧(v1∨v̄2∨v̄5).

The construction of Lemma 3.5 yields an instance of the SEQ-IC-LCS problem as

follows.

X = C1C4C3s1C1C2C4s2C2C3s3C3C1s4C2C4,

Y = C3C1C4s1C2C4C1s2C2C3s3C1C3s4C4C2,

P1 = C1,

P2 = C2,

P3 = C3,

P4 = C4,

P5 = s1,

P6 = s2,

P7 = s3, and

P8 = s4.

Consider the assignment with {v1 = ture, v2 = ture, v3 = false, v4 = true, v5 =

flase}. There exists a CS C1C4s1C1s2C2C3s3C3s4C4 between X and Y and includes
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P1, P2, . . . , P8 as subsequences. On the other hand, consider the solution of the SEQ-

IC-LCS problem with C1C4s1C2C4s2C2C3s3C3s4C2. By setting v1 = ture, v2 = false,

v3 = false, v4 = true, and v5 = ture, F is satisfied.

Because the decision version of the SEQ-IC-LCS problem is in NP, and the 3-SAT

problem can be reduced to it, we conclude the following theorem.

Theorem 3.5. The SEQ-IC-LCS problem in case of an arbitrary number of con-

strained patterns is NP-complete.

Problem STR-IC-LCS

The decision version of the STR-IC-LCS problem is defined as follows. Given two

sequences X, Y and w constrained patterns Pi over Σ of lengths m, n, and di for

i ∈ {1, 2, . . . , w}, the problem is to determine if there is a CS of X and Y with length

at least ` such that it includes each Pi as a substring. We can demonstrate that

the problem is in NP by a verification similar to the SEQ-IC-LCS problem. In the

following we show the hardness of the STR-IC-LCS problem by a reduction from the

3-SAT problem.

Lemma 3.6. The 3-SAT problem is reducible to STR-IC-LCS problem in polynomial

time.

Proof. Let F =
∧

i∈{1,2,...,l} Cw be a propositional formula with exact three literals in

CNF and vi, i ∈ {1, 2, . . . , b}, be the variables in F . An instance of the STR-IC-LCS
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problem, containing two sequences X, Y and w constrained patterns P1, P2, . . ., Pw,

is constructed from F as follows.

The alphabet of the sequences in the STR-IC-LCS problem is the union of the

set of clauses {Ci : 1 ≤ i ≤ w} and a set of separators {si : 1 ≤ i ≤ b − 1} for the

clauses. For each variable vi, a substring Xi is constructed by concatenating twice all

the clauses satisfied with vi = true with all the clauses satisfied with vi = false in

order. Subsequently, sequence X is set to be X1s
2w
1 X2s

2w
2 . . . s2w

b−1Xb, where substrings

Xi and Xi+1 are separated by a unique character si of length 2w, denoted by s2w
i , for

all i ∈ {1, 2, . . . , b− 1}.

Similarly, for each variable vi, a substring Yi is constructed by concatenating twice

all the clauses satisfied with vi = false with all the clauses satisfied with vi = true

in order, and then sequence Y is set to be Y1s
2w
1 Y2s

2w
2 . . . s2w

b−1Yb, where substrings Yi

and Yi+1 are separated by a unique character si of length 2w, denoted by s2w
i , for

all i ∈ {1, 2, . . . , b − 1}. Furthermore, each element in {Ci : 1 ≤ i ≤ w} forms a

constrained pattern which contains a unique character Ci of length two, denoted by

C2
i .

Claim. F is satisfiable if and only if the STR-IC-LCS problem has a solution of

length at least 2wb.

Proof of Claim. For simplicity, assume that there exists at least one clause including

either vi or v̄i.

(⇒) If F is satisfiable, let A be an assignment satisfying F , and let AT and AF

denote the sets of variables assigned true and false in A, respectively. For every
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variable vi ∈ AT , the clauses satisfied by setting vi = ture are added twice from Xi

and Yi to a sequence Z. Likewise, for every variable vi ∈ AF , the clauses satisfied by

setting vi = false are added twice from Xi and Yi to Z. Besides, the separators s2w
i ,

1 ∈ {1, 2, . . . b− 1}, are added to appropriate positions in Z.

Because any variable vi is assigned to either ture or false, no internal crossings

exists within Xi and Yi. In addition, no crossing exists over the separators because

the number of clauses within Xi and Yi are not more than 2w. Obviously, all clauses

are satisfied and all separators are added to Z; consequently, Z, a CS of X and Y of

length at least 2wb, includes all constrained patterns as substrings. Therefore, there

exists a longest sequence which is a CS of X and Y with length at least 2wb and

includes every constrained pattern as a substring.

(⇐) If there exists a longest sequence that is a CS of X and Y and includes every

constrained pattern as a substring, C2
i for all i ∈ {1, 2, . . . , w} must be included in

Z. Because there are no more than 2w elements separately within Xi and Yi, every

s2w
i , i ∈ {1, 2, . . . , b − 1}, is a separator between Xi and Xi+1 (also between Yi and

Yi+1). Hence, any clause appearing in Xi must be within Yi, and vice versa. If some

clause appears in Xi, there exists an assignment of vi such that it satisfies the clause.

Therefore, there exists an assignment of all variables satisfying F .

Example 3.2. Suppose that F = (v1∨v2∨v̄4)∧(v̄2∨v̄3∨v5)∧(v̄1∨v̄3∨v4)∧(v1∨v̄2∨v̄5).

The construction of Theorem 3.6 yields an instance of the SEQ-IC-LCS problem as

follows.
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Consider the assignment with {v1 = ture, v2 = ture, v3 = false, v4 = true, v5 =

flase}. There exists a CS C2
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3 between X and Y that includes

P1, P2, . . . , P4 as substrings. On the other hand, consider the solution of the STR-IC-

LCS problem with C2
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2 . By setting v1 = ture, v2 = false,

v3 = false, v4 = false, and v5 = ture, F is satisfied.

Because the decision version of the STR-IC-LCS problem is in NP, and the 3-SAT

problem can be reduced to it, we conclude the following theorem.

Theorem 3.6. The STR-IC-LCS problem in case of an arbitrary number of con-

strained patterns is NP-complete.

Problem SEQ-EC-LCS

The decision version of the SEQ-EC-LCS problem is defined as follows. Given two

sequences X, Y and w constrained patterns Pi over Σ of lengths m, n, and di for

i ∈ {1, 2, . . . , w}, the problem is to determine if there is a CS of X and Y with length

at least ` such that it excludes each Pi as a subsequence. We can demonstrate that
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the problem is in NP by a verification similar to the SEQ-IC-LCS problem. In the

following we show the hardness of the SEQ-EC-LCS problem by a reduction from the

3-SAT problem.

Lemma 3.7. The 3-SAT problem is reducible to SEQ-EC-LCS problem in polynomial

time.

Proof. Let F =
∧

i∈{1,2,...,l} Cw be a propositional formula with exact three literals in

CNF and vi, i ∈ {1, 2, . . . , b}, be the variables in F . An instance of the STR-EC-LCS

problem, containing two sequences X, Y and w constrained patterns P1, P2, . . ., Pw,

is constructed from F as follows.

The alphabet of the sequences in the SEQ-EC-LCS problem is the union of the

set of clauses {Ci : 1 ≤ i ≤ w} and a set of separators {si : 1 ≤ i ≤ b − 1} for the

clauses. For each variable vi, a substring Xi is constructed by orderly concatenating

all the clauses satisfied with vi = true with all the clauses satisfied with vi = false.

Subsequently, sequence X is set to be X1s
w
1 X2s

w
2 . . . sw

b−1Xb, where substrings Xi and

Xi+1 are separated by a unique character si of length w, denoted by sw
i , for all

i ∈ {1, 2, . . . , b− 1}.

Similarly, for each variable vi, a substring Yi is constructed by orderly concate-

nating all the clauses satisfied with vi = false with all the clauses satisfied with

vi = true, and then sequence Y is set to be Y1s
w
1 Y2s

w
2 . . . sw

b−1Yb, where substrings

Yi and Yi+1 are separated by a unique character si of length w, denoted by sw
i , for

all i ∈ {1, 2, . . . , b − 1}. Furthermore, each element in {Ci : 1 ≤ i ≤ w} forms a
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constrained pattern which contains a unique character Ci of length two, denoted by

C2
i .

Claim. F is satisfiable if and only if the SEQ-EC-LCS problem has a solution of

length wb.

Proof of Claim. For simplicity, assume that there exists at least one clause including

either vi or v̄i.

(⇒) If F is satisfiable, let A be an assignment satisfying F , and let AT and AF

denote the sets of variables assigned true and false in A, respectively. For every

variable vi ∈ AT , if the clause satisfied by setting vi = ture has not appeared within

Z so far, it would be added from Xi and Yi to a sequence Z. Likewise, for every

variable vi ∈ AF , the clause satisfied by setting vi = false is added from Xi and Yi

to Z if it has not been included by Z until now. In other words, any clause would

be added into Z once. Besides, the separators sw
i , 1 ∈ {1, 2, . . . b− 1}, are added into

appropriate positions in Z.

Because any variable vi is assigned to either ture or false, no internal crossings

exists within Xi and Yi. In addition, no crossing exists over the separators because

the number of clauses within Xi and Yi are not more than w. Each clause is added

exactly once into Z and all separators are added to Z; consequently, Z, a longest

sequence that is a CS between X and Y with length wb, excludes every constrained

pattern as a subsequence.

(⇐) Suppose that there exists a longest sequence Z that is a CS between X

and Y with length 2w and excludes every constrained pattern as a subsequence.
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Because there are not more than w elements separately within Xi and Yi, every sw
i ,

1 ∈ {1, 2, . . . b−1}, are added into Z and every clause can not appear more than once

within Z, sequence Z must include all clauses exactly once. Moreover, any clause

appearing in Xi must be within Yi, and vice versa. If some clause appears in Xi,

there exists an assignment of vi such that it satisfies the clause. Therefore, there

exists an assignment of all variables satisfying F .

Example 3.3. Suppose that F = (v1∨v2∨v̄4)∧(v̄2∨v̄3∨v5)∧(v̄1∨v̄3∨v4)∧(v1∨v̄2∨v̄5).

The construction of Theorem 3.7 yields an instance of the SEQ-EC-LCS problem as

follows.

X = C1C4C3s
4
1C1C2C4s

4
2C2C3s

4
3C3C1s

4
4C2C4,

Y = C3C1C4s
4
1C2C4C1s

4
2C2C3s

4
3C1C3s

4
4C4C2,

P1 = C2
1 ,

P2 = C2
2 ,

P3 = C2
3 , and

P4 = C2
4 .

Consider the assignment with {v1 = ture, v2 = ture, v3 = false, v4 = true, v5 =

flase}. There exists a CS C1C4s
4
1s

4
2C2C3s

4
3s

4
4 between X and Y and excludes P1, P2, . . . , P4

as subsequences. On the other hand, consider the solution of the SEQ-EC-LCS prob-

lem with C3s
4
1C2C4s

4
2s

4
3C1s

4
4. By setting v1 = flase, v2 = false, and v4 = false, F

is satisfied. The two variables v3 and v5 may be set either to true or false.

Because the decision version of the SEQ-EC-LCS problem is in NP, and the 3-SAT
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problem can be reduced to it, we conclude the following theorem.

Theorem 3.7. The SEQ-EC-LCS problem in case of an arbitrary number of con-

strained patterns is NP-complete.

3.5.2 Exact Algorithms

The SEQ-IC-LCS, SEQ-EC-LCS, and STR-EC-LCS problems with an arbitrary num-

ber of constrained patterns can be solved by the approaches similar to the problems

with a single constrained pattern. Thus, we can immediately give an algorithm for

each problem with time and space requirements being O(mn×∏w
k=1 dk).

It is impossible, unfortunately, to directly adopt the idea for solving the STR-IC-

LCS problem with an arbitrary number of constrained patterns. Because the problem

is complex, here we only investigate the STR-IC-LCS problem with two constrained

patterns. Property 3.2 gives the characterization of the structure of a solution for the

STR-IC-LCS problem with two constrained patterns.

Property 3.2. If Z[1..l] is a longest sequence which is a CS of X[1..m] and Y [1..n]

and includes P1 and P2 as substrings, and assume that P2 is the latter substring

Z[l′ − d2 + 1..l′] (the case of P1 being the latter substring is similar) for some l′ ∈

{d2, d2 + 1, . . . , l}, then Z[1..l] is a concatenation of the following two substrings, for

some i ∈ {1, 2, . . . , m} and j ∈ {1, 2, . . . , n}:

1. The prefix Z[1..l′]: Z[1..l′] is a longest sequence which is a CS of X[1..i] and

Y [1..j] and includes P1 as a substring with P2 as the suffix Z[l′−d2 +1..l′], and
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2. The suffix Z[l′ + 1..l]: Z[l′ + 1..l] is an LCS of X[i + 1..m] and Y [j + 1..n].

Based on Property 3.2, we first solving the two subproblems separately of comput-

ing a longest sequence which is a CS of X[1..i] and Y [1..j] such that P1 is a substring

and P2 is a suffix, and of calculating an LCS of X[i..m] and Y [j..n]. The solutions to

the two subproblems are then merged to determine a longest concatenation.

The latter subproblem can be computed in quadratic time by employing the algo-

rithm shown in Section 2.1. For solving the former subproblem, we need to consider

the following two cases:

(a) P2 overlaps P1: We merge P1 and P2 into a new pattern (there are min {d1, d2}

concatenations of length at most d1 + d2 − 1), and then compute Z[1..l′] by

performing the algorithm for the STR-IC-LCS problem shown in Section 3.2.

This case takes Σ
min {d1,d2}−1
k=0 O(mn × (max {d1, d2} + k)) (= O(mnd1d2)) time

and O(mn× (d1 + d2 − 1)) (= O(mn×max {d1, d2})) space.

(b) P2 does not overlap P1: Because Z[1..l′] includes P1 as a substring and P2 as

a suffix, we can decompose Z[1..l′] into two substrings, where one is a longest

sequence which is a CS of X[1..i′] and Y [1..j′] such that P1 is a substring, and

the other is a longest sequence which is a CS of X[i′+1..i] and Y [j′+1..j] such

that P2 is a suffix for some i′ ∈ {1, 2, . . . , i− 1} and j′ ∈ {1, 2, . . . , j − 1}.

An LCS of X[1..i′] and Y [1..j′] where P1 is a substring, for all i′ ∈ {1, 2, . . . , i−1}

and j′ ∈ {1, 2, . . . , j − 1}, can be computed by performing the algorithm for

the STR-IC-LCS problem shown in Section 3.2. For all i ∈ {0, 1, . . . , m} and
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j ∈ {0, 1, . . . , n}, the pair of the largest indices (i′, j′), where P2 is exactly an

LCS of X[i′+1..i] and Y [j′+1..j], can be determined in O(mnd2) time. Z[1..l′]

is the longest concatenation of the above two results, which can be obtained in

O(mn×max {d1, d2})) time and space.

The solution of the STR-IC-LCS problem is the longest concatenation of (1) a

longest sequence which is a CS of X[1..i] and Y [1..j] and includes P1 as a substring

with P2 as a suffix (or P2 is a substring and P1 is a substring) and (2) an LCS of X[i..m]

and Y [j..n]. Computing the lengths of all concatenations takes O(mnd1d2) time and

O(mn×max {d1, d2}) space. Recovering an LCS by backtracking and concatenating

takes O(m+n+d1+d2) steps. Summarizing all stages, the STR-IC-LCS problem with

two constrained patterns can be solved in O(mnd1d2) time and O(mn×max {d1, d2})

space.

3.6 Discussion

In this chapter, we consider four variants of the LCS problem. We first introduce

the previous results for the SEQ-IC-LCS problem, and then present three O(mnd)-

time and O(mnd)-space algorithms for solving the STR-IC-LCS, SEQ-EC-LCS, and

STR-EC-LCS problems, where m, n, and d are the lengths of two sequences and

a constrained pattern, respectively. In fact, the space requirement can be further

reduced to O(d× (m + n)) by applying the space-saving strategy introduced in Sec-

tion 2.2. We also consider the four problems with two sequences and an arbitrary
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number of constrained patterns, which are proved to be NP-complete except for the

STR-EC-LCS problem. On the other hand, Gotthilf et al. [35] demonstrated that

the SEC-IC-LCS problem with an arbitrary number of sequence and a single con-

strained pattern is NP-complete and can be solved by a linear-time approximation

algorithm with the approximation factor O( 1
mmin|Σ|), where mmin denotes the length

of the shortest sequences and |Σ| denotes the size of the alphabet.
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Chapter 4

Hybrid Constrained LCSs

Due to applications and theoretical interests in molecular biology and sequence com-

parison, we have studied four variants for the LCS problem in Chapter 3. In this

chapter, we merge the constraints on the SEQ-IC-LCS and SEQ-EC-LCS problems

for making the similarity measurement more flexible. The new problem, named the

hybrid constrained longest common subsequence (abbreviated HC-LCS) problem, are

formally defined as follows.

Problem 4.1. (HC-LCS) Given two sequences X, Y and two constrained patterns

P , Q of lengths m, n, d, and e, respectively, the HC-LCS problem is to find a longest

sequence that is a CS of X and Y and not merely includes P as a subsequence but

excludes Q as a subsequence.

Consider sequences X = BADBABD and Y = ABCBDDA as an example. “ABBD” is an

LCS of X and Y . If P = DA and Q = BA, “ADA” is a solution of the HC-LCS problem.
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Obviously, the SEQ-IC-LCS and SEQ-EC-LCS problems are two simple forms of the

HC-LCS problem.

Throughout this chapter, we define the formats of the sequences and constrained

patterns as X = x1x2 . . . xm, Y = y1y2 . . . yn, P = p1p2 . . . pd, and Q = q1q2 . . . qe.

In the following, we propose a DP algorithm for the HC-LCS problem. Later, we

introduce a data structure named bounded heap, and show how to speed up the

computation by adapting Hunt-Szymanski strategy and employing the data structure.

4.1 Dynamic Programming

Let Zi,j,k,h denote the set of all longest sequences which are CSs of X[1..i] and Y [1..j]

and both include P [1..k] as a subsequence and exclude Q[1..h] as a subsequence.

Lemmas 4.1 to 4.5 decompose the structure of an optimal solution based on the

solutions to its smaller subproblems.

Lemma 4.1. If Z = z1z2 . . . zl ∈ Zi,j,k,h and xi = yj = pk = qh, then the following

properties hold:

(1) h = 1 implies Z[1..l] is an empty sequence.

(2) h ≥ 2 and zl 6= xi imply Z[1..l] ∈ Zi−1,j−1,k,h.

(3) h ≥ 2 and zl = xi imply Z[1..l − 1] ∈ Zi−1,j−1,k−1,h−1.

Proof. We prove this lemma case by case. (1) Since pk = qh and h = 1, q1 is

a subsequence of P [1..k]. If Z[1..l] is a nonempty sequence, then Z[1..l] including
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P [1..k] as a subsequence implies that Z[1..l] also includes q1 as a subsequence. This

is a contradiction.

(2) Since zl 6= xi, Z[1..l] is a CS of X[1..i − 1] and Y [1..j − 1] such that Z[1..l]

includes P [1..k] as a subsequence and excludes Q[1..h] as a subsequence. Assume by

contradiction that there exists a CS Z ′[1..l + 1] of X[1..i − 1] and Y [1..j − 1] where

Z ′[1..l + 1] includes P [1..k] as a subsequence and excludes Q[1..h] as a subsequence.

It follows that Z ′[1..l + 1] is also a CS of X[1..i] and Y [1..j] such that Z ′[1..l + 1]

includes P [1..k] as a subsequence and excludes Q[1..h] as a subsequence, which is a

contradiction.

(3) Since zl = xi = yj = pk = qh, Z[1..l − 1] is a CS of X[1..i− 1] and Y [1..j − 1]

such that Z[1..l−1] both includes P [1..k−1] as a subsequence and excludes Q[1..h−1]

as a subsequence. Assume by contradiction that there exists a CS Z ′[1..l] of X[1..i−1]

and Y [1..j − 1] such that Z ′[1..l] includes P [1..k − 1] as a subsequence and excludes

Q[1..h − 1] as a subsequence. If we append xi = yj = pk = qh to Z ′[1..l], then

we obtain a CS of X[1..i] and Y [1..j] of length greater than l, which satisfies the

constraints on P [1..k] and Q[1..h]. This contradicts the hypothesis.

Let L[i, j, k, h] denote the length of a sequence that belongs to Zi,j,k,h. When xi =

yj = pk = qh, we can derive that the following recurrence relation from Lemma 4.1.
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L[i, j, k, h] =





−∞ if xi = yj = pk = qh and h = 1,

max {L[i− 1, j − 1, k, h], 1 + L[i− 1, j − 1, k − 1, h− 1]}

if xi = yj = pk = qh and h ≥ 2.

(4.1)

Lemma 4.2. If Z = z1z2 . . . zl ∈ Zi,j,k,h, xi = yj = pk, and (h = 0 or xi 6= qh), then

zl = xi and Z[1..l − 1] ∈ Zi−1,j−1,k−1,h.

Proof. Since xi = yj = pk and xi 6= qh, we have zl = xi = yj = pk. Otherwise, we can

obtain a CS of X[1..i] and Y [1..j] of length l by appending xi = yj = pk to Z[1..l− 1]

such that it also satisfies the constraints for P [1..k] and Q[1..h]. Therefore, Z[1..l−1]

is a CS of X[1..i−1] and Y [1..j−1] such that it includes P [1..k−1] as a subsequence

and excludes Q[1..h] as a subsequence. Similar to the proof in Lemma 4.1, we can

show that Z[1..l − 1] belongs to Zi−1,j−1,k−1,h.

The following recurrence relation can be derived from Lemma 4.2 if xi = yj = pk

and xi 6= qh.

L[i, j, k, h] = 1+L[i−1, j−1, k−1, h] if xi = yj = pk and (h = 0 or xi 6= qh). (4.2)

Lemma 4.3. If Z = z1z2 . . . zl ∈ Zi,j,k,h, xi = yj = qh, and (k = 0 or xi 6= pk), then

the following properties hold:

(1) h = 1 implies zl 6= xi and Z[1..l] ∈ Zi−1,j−1,k,h.
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(2) h ≥ 2 and zl 6= xi imply Z[1..l] ∈ Zi−1,j−1,k,h.

(3) h ≥ 2 and zl = xi imply Z[1..l − 1] ∈ Zi−1,j−1,k,h−1.

Proof. Because the proofs of Cases (2) and (3) are similar to Lemma 4.1, here we

only prove Case (1) as follow. Since xi = yj = qh, xi 6= pk, and h = 1, we have

zl 6= xi. Otherwise, Z[1..l] must contain Q[1] as a subsequence. Thus, Z[1..l] is a

CS of X[1..i − 1] and Y [1..j − 1] such that it includes P [1..k] as a subsequence and

excludes Q[1] as a subsequence. Similar to the proof in Lemma 4.1, we can show that

Z[1..l] belongs to Zi−1,j−1,k,h.

When xi = yj = qh and xi 6= pk, we can derive that the following recurrence

relation from Lemma 4.3.

L[i, j, k, h] =





L[i− 1, j − 1, k, h]

if xi = yj = qh, h = 1, and (k = 0 or xi 6= pk),

max {L[i− 1, j − 1, k, h], 1 + L[i− 1, j − 1, k, h− 1]}

if xi = yj = qh, h ≥ 2, and (k = 0 or xi 6= pk).

(4.3)

Lemma 4.4. If Z = z1z2 . . . zl ∈ Zi,j,k,h, xi = yj, (k = 0 or xi 6= pk), and (h = 0 or

xi 6= qh), then zl = xi and Z[1..l − 1] ∈ Zi−1,j−1,k,h.

Proof. Since xi = yj, xi 6= ph, and xi 6= qh, we have zl = xi = yj. Otherwise, we can

obtain a CS of X[1..i] and Y [1..j] of length l by appending xi = yj to Z[1..l− 1] such

that it also satisfies the constraints for P [1..k] and Q[1..h]. Therefore, Z[1..l− 1] is a
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CS of X[1..i − 1] and Y [1..j − 1] such that it includes P [1..k] as a subsequence and

excludes Q[1..h] as a subsequence. Similar to the proof in Lemma 4.1, we can show

that Z[1..l − 1] belongs to Zi−1,j−1,k,h.

The following recurrence relation can be derived from Lemma 4.4 if xi = yj,

xi 6= pk, and xi 6= qh.

L[i, j, k, h] = 1 + L[i− 1, j − 1, k, h]

if xi = yj, (k = 0 or xi 6= pk), and (h = 0 or xi 6= qh).

(4.4)

Lemma 4.5. If Z = z1z2 . . . zl ∈ Zi,j,k,h and xi 6= yj, then the following properties

hold:

(1) zl 6= xi implies that Z[1..l] ∈ Zi−1,j,k,h.

(2) zl 6= yj implies that Z[1..l] ∈ Zi,j−1,k,h.

Proof. Because the proofs of Case (2) is similar to Case (1), here we only prove Case

(1) as follow. Since zl 6= xi, Z[1..l] is a CS of X[1..i − 1] and Y [1..j] such that it

includes P [1..k] as a subsequence and excludes Q[1..h] as a subsequence. Similar to

the proof in Lemma 4.1, we can show that Z[1..l − 1] belongs to Zi−1,j,k,h.

The following recurrence relation can be derived from Lemma 4.5 if xi 6= yj.

L[i, j, k, h] = max {L[i− 1, j, k, h],L[i, j − 1, k, h]} if xi 6= yj. (4.5)
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By the optimality principles of the HC-LCS problem shown in Lemmas 4.1 to 4.5,

each entry in matrix L, for i ∈ {1, 2, . . . , m}, j ∈ {1, 2, . . . , n}, k ∈ {0, 1, . . . , d},

and h ∈ {0, 1, . . . , e}, can be computed by Equations (4.1) to (4.5). whose boundary

conditions are L[i, 0, 0, h] = L[0, j, 0, h] = 0 and L[i, 0, k, h] = L[0, j, k, h] = −∞ for

i ∈ {0, 1, . . . , m}, j ∈ {0, 1, . . . , n}, k ∈ {1, 2, . . . , d}, and h ∈ {0, 1, . . . , e}.

Suppose that Z is a sequence that belongs to Zm,n,d,e, and is initially an empty

sequence. The length of Z is given by L[m,n, d, e], which requires O(mnde) compu-

tation time. Furthermore, sequence Z can be constructed by backtracking through a

path from L[m,n, d, e] to L[0, 0, 0, 0]. If xi = yj and L[i, j, k, h] equals to 1 + L(i −

1, j − 1, k − 1, h − 1), 1 + L[i − 1, j − 1, k − 1, h], 1 + L[i − 1, j − 1, k, h − 1], or

1 + L[i − 1, j − 1, k, h], we append the character xi to Z. Therefore, recovering an

HC-LCS takes O(m + n + d + e) steps, and the following theorem is stated.

Theorem 4.1. The HC-LCS problem can be solved in O(mnde) time and space.

4.2 Bounded Heaps

Consider now the problem of querying an entry with the highest value (i.e., priority)

among all those whose j-coordinates (i.e., key) on the DP matrix are below a given

threshold. For this task, we employ a data structure bounded heap H that supports

the following operations [23]:

• Heap.Insert(H; j, `, pos): Insert the key j with priority ` and associated posi-
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tion pos into the bounded heap H.

• Heap.IncreaseLength(H; j, `, pos): If the bounded heap H does not contain the

key j, perform Heap.Insert(H; j, `, pos). Otherwise, set the priority of this key

to max {`, `′}, where `′ is its original priority.

• Heap.Max (H; j): Return the maximum priority of all items in H with key

smaller than j and its associated position. If H does not contain any items

with keys smaller than j, return null.

The bounded heap uses the van Emde Boas tree [75, 76] as a kernel structure. It

follows that the initialization of the bounded heap takes O(n log log n) time, and each

of the above operations requires O(log log n) time, where keys are drawn from the set

{1, . . . , n} [23].

4.3 Speeding up the Computation

During the computation of L via Equations (4.1) to (4.5), the values in matrix L

might increase only when a match between X and Y is encountered. To make the

computation more efficiently, in this section we adapt Hunt-Szymanski strategy to

restrict it on the positions of matches between X and Y .

For each position i of X, we use a linked list M[i] to record all corresponding

positions j such that xi = yj, and keep this list in increasing order. For example, let

X = BADBABD and Y = ABCBDDA, the desired lists are
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M[1] = 〈2, 4〉,

M[2] = 〈1, 7〉,

M[3] = 〈5, 6〉,

M[4] = M[1],

M[5] = M[2],

M[6] = M[1], and

M[7] = M[3].

If visualizing matrix L as (d + 1) × (e + 1) two-dimensional submatrices rather

than a four-dimensional matrix, we can convert the notation L[i, j, k, h] into Lk,h[i, j].

Specifically, we exploit the monotonicity of every two-dimensional submatrix Lk,h,

which is stated in the following lemma.

Lemma 4.6. The value of any position (i, j, k, h) in matrix L satisfies the property:

L[i, j, k, h] ≥ L[i′, j′, k, h] for any i′ ≤ i and j′ ≤ j.

Proof. L[i, j, k, h] denotes the length of a longest sequence which is a CS of X[1..i]

and Y [1..j] and not merely includes P [1..k] as a subsequence but excludes Q[1..h] as

a subsequence. Similarly, L[i′, j′, k, h] denotes the length of a longest sequence that

is a CS of X[1..i′] and Y [1..j′] and includes P [1..k] as a subsequence and excludes

Q[1..h] as a subsequence. If i′ ≤ i and j′ ≤ j, X[1..i′] and Y [1..j′] are substrings

of X[1..i] and Y [1..j], respectively. Consequently, a longest sequence that is a CS

of X[1..i′] and Y [1..j′] and satisfies the constraints for P [1..k] and Q[1..h] must be a

CS of X[1..i] and Y [1..j] with the same constraints for P [1..k] and Q[1..h]. In other
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Figure 4.1: Obtaining Lk,h[i− 1, j − 1].

words, L[i, j, k, h] ≥ L[i′, j′, k, h].

For the position (i, j) where a match occurs in a two-dimensional submatrix Lk,h,

the value of position (i−1, j−1) would not be prepared for the entry Lk,h[i, j] if xi−1 6=

yj−1. According to the monotonicity of each submatrix Lk,h, Lk,h[i− 1, j − 1] can be

derived from the maximum value within the submatrix in Lk,h composed by X[1..i−1]

and Y [1..j − 1] (the gray region in Figure 4.1) when xi−1 mismatches yj−1. Without

the computation of positions at which X mismatches Y , Equations (4.1) to (4.5) can

be reformulated as follows, where i ∈ {1, 2, . . . , m}, j ∈ M[i], k ∈ {0, 1, . . . , d}, and

h ∈ {0, 1, . . . , e}.
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Lk,h[i, j] =





−∞ if xi = pk = qh and h = 1,

max {τ1, 1 + τ2} if xi = pk = qh and h ≥ 2,

1 + τ3 if xi = pk and (h = 0 or xi 6= qh),

τ1 if xi = qh, h = 1, and (k = 0 or xi 6= pk),

max {τ1, 1 + τ4} if xi = qh, h ≥ 2, and (k = 0 or xi 6= pk),

1 + τ1 if (k = 0 or xi 6= pk) and (h = 0 or xi 6= qh),

(4.6)

where

τ1 = max
1≤i′<i,1≤j′<j,j′∈M[i′]

{Lk,h[i
′, j′]}, (4.7)

τ2 = max
1≤i′<i,1≤j′<j,j′∈M[i′]

{Lk−1,h−1[i
′, j′]}, (4.8)

τ3 = max
1≤i′<i,1≤j′<j,j′∈M[i′]

{Lk−1,h[i
′, j′]}, (4.9)

and

τ4 = max
1≤i′<i,1≤j′<j,j′∈M[i′]

{Lk,h−1[i
′, j′]}. (4.10)

The boundary conditions of this recursive formula are L0,h[i, 0] = L0,h[0, j] = 0

and Lk,h[i, 0] = Lk,h[0, j] = −∞ for any i ∈ {0, 1, . . . , m}, j ∈ {0, 1, . . . , n}, k ∈
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Algorithm HC-LCS(X, Y, P,Q)

1: Build a linked list M [i] for all 1 ≤ i ≤ m;

2: Initialize the bounded heap Hk,h for all 1 ≤ k ≤ p and 1 ≤ h ≤ q;

3: Perform Insert(Hk,h; 0, 0, (0, 0, k, h)) if k = 0 and Insert(Hk,h; 0,−∞, (0, 0, k, h)) otherwise;

4: for k ← 0 to d do

5: for h ← 0 to e do // compute each Lk,h

6: for i ← 1 to m do

7: Initialize the insert list I as an empty list;

8: for each j in M [i] do

9: Tk,h(i, j) ← Heap.Max(Hk,h; j); // the 2nd, 4th, and 5th cases of Equation (4.6)

10: Lk,h(i, j) ← Tk,h(i, j);

11: if xi = pk and xi = qh and h = 1 then

12: Lk,h(i, j) ← −∞; // the 1st case of Equation (4.6)

13: else if xi = pk and xi = qh and h ≥ 2 and Tk,h(i, j) ≤ 1 + Tk−1,h−1(i, j) then

14: Lk,h(i, j) ← 1 + Tk−1,h−1(i, j); // the 2nd case of Equation (4.6)

15: else if xi = pk and (xi 6= qh or h = 0) then

16: Lk,h(i, j) ← 1 + Tk−1,h(i, j); // the 3rd case of Equation (4.6)

17: else if xi = qh and h ≥ 2 and (xi 6= pk or k = 0) and Tk,h(i, j) ≤ 1 + Tk,h−1(i, j) then

18: Lk,h(i, j) ← 1 + Tk,h−1(i, j); // the 5th case of Equation (4.6)

19: else if (xi 6= pk or k = 0) and (xi 6= qh or h = 0) then

20: Lk,h(i, j) ← 1 + Tk,h(i, j); // the 6th case of Equation (4.6)

21: I ← I ∪ (Lk,h(i, j), (i, j, k, h));

22: for each (Lk,h(i, j), (i, j, k, h)) in I do

23: IncreaseLength(Hk,h; j,Lk,h(i, j), (i, j, k, h));

24: Output Heap.Max(Hp,q;n + 1);

{1, 2, . . . , d}, and h ∈ {0, 1, . . . , e}. Specifically, we employ the bounded heap to

compute Equations (4.7) to (4.10) efficiently.

Algorithm HC-LCS formally describes the our algorithm adapting Hunt-Szymanski

strategy and employing a bounded heap. We first sort X and Y , and then scan the

two sorted sequences to build a linked list M[i], for each position i of X, as an in-

creasing list of all corresponding positions j such that xi = yj. Note that the original
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four-dimensional matrix L is visualized as (a+1)× (b+1) two-dimensional matrices,

i.e., Lk,h where k ∈ {0, 1, . . . , d} and h ∈ {0, 1, . . . , e}. We maintain a bounded heap

Hk,h for each Lk,h to implement Equations (4.7) to (4.10).

The matches between X and Y in each Lk,h is processed in row-major order. At

iteration i (i.e., row i of Lk,h is processed), Hk,h has kept a position with its Lk,h-value

for each j′ ∈ {1, 2, . . . , n} such that the position provides the maximum value among

all positions (i′, j′, k, h) where l′ ∈ {1, 2, . . . , i − 1}, and empty if no such position

exists. For each j in M[i], we query the position that has the maximum value among

all positions in Hk,h with key smaller than j, and then store the queried value in

Tk,h[i, j]. According to Equation (4.6), we compute Lk,h[i, j] by the relationships

among xi, pk, and qh, and then place the position (i, j, k, h) with Lk,h[i, j] into the

insert list I. After row i of Lk,h is processed, we update the data inHk,h by performing

Heap.IncreaseLength on each entry in I. Finally, we query the position that has the

maximum value among all positions inHd,e with key smaller than n+1. The maximum

value in Hd,e is the length of an HC-LCS, and we can obtain an HC-LCS by tracing

back through the backtracking links from the position with the maximum length until

i = 0 or j = 0.

Since sorting is invoked in building the m linked lists, building linked lists requires

O(n) time and O(n) space over a finite alphabet [31]. The initialization of each Hk,h

takes O(n log log n) time. Let r denote the total number of matches between X

and Y . We need to maintain an Hk,h and I for each Lk,h. Because the opera-
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tions Heap.IncreaseLength and Heap.Max are performed on Hk,h at most r times,

computing a two-dimensional submatrix Lk,h takes O(r log log n) time and O(r + n)

space. Consequently, the calculation of the (d+1)× (e+1) matrices requires in total

O(de × r log log n) time and O(de × (r + n)) space. Finally, delivering an HC-LCS

takes O(m + n + d + e) steps. In summary, we have the following corollary.

Theorem 4.2. Given two sequences X, Y and two constrained patterns P , Q of

lengths m, n, d, and e, respectively. Without loss of generality, assume that m ≤ n.

Let r denote the total number of matches between X and Y . The HC-LCS problem

can be solved in O((der + n)× log log n)) time and O(de× (r + n)) space.

4.4 Discussion

In this chapter, we studied the HC-LCS problem, which is a hybrid problem of the

SEQ-IC-LCS and SEQ-EC-LCS problems. We presented a traditional DP algorithm

for solving the HC-LCS problem in O(mnde) time and space. Subsequently, Algo-

rithm HC-LCS, an improved algorithm, was proposed for restricting the computation

on the positions of matches between X and Y , which requires O((der+n)× log log n)

time and O(de× (r + n)) space over a finite alphabet. In the worse case, Algorithm

HC-LCS requires O(demn log log n) time. However, the latter outperforms the for-

mer algorithm if r = o(n( m
log m

− 1)). If only the dominant matches between X and

Y are considered during the computation, the latter algorithm may be improved by

adapting the strategy proposed in [13].
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Chapter 5

LCSs of Run-Length Encoded

Sequences

The LCS problem has many applications in molecular biology, pattern comparison,

and screen redisplay. Some sequences appearing in the real world may contain several

segments of contiguous identical characters. For reducing the processing space and

speeding up the processing time of similarity measurement, it is beneficial to use par-

ticular representations for such sequences, such as run-length encoding (abbreviated

RLE) representation. RLE is a simple and widely used coding scheme, which com-

presses a sequence into several runs so that each run is a maximal-length substring of

an identical character in the sequence. A sequence in RLE format is represented by

an ordered sequence of the characters corresponding to the runs with their lengths. In

this chapter, we consider the LCS problem of RLE sequences (abbreviated RLE-LCS),
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which is formally defined as follows.

Problem 5.1. (RLE-LCS) Given two sequences X and Y of lengths m and n with

M and N runs, respectively, the RLE-LCS problem is to find an LCS of X and Y .

Throughout this chapter, the format of input sequences is defined as follows. Let

X = x1x2 . . . xm and Y = y1y2 . . . yn denote two sequences over a finite alphabet

Σ. Let X̂ = αm1
1 αm2

2 . . . αmM
M denote the RLE representation of X, where αi for

i ∈ {1, 2, . . . , M} is the unique character of the i-th run in X and mi is the length

of this run. We also let X̂[i..j] denote the RLE substring of X from run i to run

j if 1 ≤ i ≤ j ≤ M , and an empty string otherwise. Likewise, Ŷ = βn1
1 βn2

2 . . . βnN
N

denotes the RLE representation of Y ; Ŷ [i..j] denotes the RLE substring of Y from

run i to run j if 1 ≤ i ≤ j ≤ N , and an empty string otherwise.

Section 5.1 introduces the previous results for the RLE-LCS problem. In Sec-

tion 5.2, we devise a linear-time algorithm for computing the maxima within a sliding

window upon a numerical sequence where the window size is dynamic. We further

improve some previous results for the REL-LCS problem in Section 5.3, by adapting

Hunt-Szymanski strategy and the approach to the sliding-window maxima problem

with a dynamic window size.
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5.1 Related Works

Some related results for the RLE-LCS problem are summarized in Table 5.1. Bunke

and Csirik [24] and Arbell et al. [15] separately proposed an O(mN +Mn)-time algo-

rithm, while Apostolico et al. [14] discovered an O(MN × log(MN))-time algorithm.

Mitchell [58] reduced the RLE-LCS problem to the geometric shortest path problem,

and gave an O((M + N + R) × log(M + N + R))-time algorithm solving the latter

problem by using special convex distance functions, where R denotes the number

of the pairs of runs at which the two sequences match each other. Recently, algo-

rithms with time complexity of O(Mn + mN −MN) [34], O(min {Mn, mN}) [53],

and O(min {ρ1, ρ2}+ MN) [11] were presented, where ρ1 and ρ2 denote the numbers

of entries on the bottom borders and right borders of the blocks whose corresponding

runs match each other, respectively.

In the following we depict the properties of the RLE-LCS problem and introduce

two approaches separately shown in [34] and [11]. Lemma 5.1 shows the characteri-

zation of an optimal solution to the RLE-LCS problem based on the solutions to its

smaller subproblems [34].

Lemma 5.1. Let LCS(X̂, Ŷ ) denote the length of an LCS of X̂ and Ŷ . Given two

distinct characters σ1, σ2 and two nonnegative integers s1, s2, the following properties

hold:
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Table 5.1: Some results related to the RLE-LCS problem

Year Author(s) Time Complexity

1995 Bunke and Csirik [24] O(mN + Mn)

1997 Mitchell [58] O((M + N + R)× log(M + N + R))

1999 Apostolico et al. [14] O(MN log(MN))

2002 Arbell et al. [15] O(Mn + mN)

2004 Freschi and Bogliolo [34] O(Mn + mN −MN)

2008 Liu et al. [53] O(min {Mn, mN})

2008 Ann et al. [11] O(min {ρ1, ρ2}+ MN)

(1) LCS(X̂σs1
1 , Ŷ σs2

1 ) = LCS(X̂σs1−d
1 , Ŷ σs2−d

1 ) + d, where d = min {s1, s2}.

(2) LCS(X̂σs1
1 , Ŷ σs2

2 ) = max {LCS(X̂σs1
1 , Ŷ ), LCS(X̂, Ŷ σs2

2 )}.

Bunke and Csirik [24] discovered the division of run-sized blocks in the DP matrix,

which partitions the matrix into M×N blocks corresponding to pairs of runs in X̂ and

Ŷ . A block (i, j) is match if αi = βj; otherwise, it is mismatch. We take Figure 5.1 as

an example. The DP matrix over sequences “a4b2c4a8” and “b2a6b3c4a3b6a4” is split

into 4× 7 blocks, where match blocks are colored by gray and white blocks indicate

mismatch blocks.

A four-dimensional matrix B is used for the bottom borders and right borders in

blocks, where Bi,j[mi, h] denotes the value of the h-th entry on the bottom border of
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Figure 5.1: Match blocks (gray blocks) and mismatch blocks (white blocks).

the block (i, j), and Bi,j[v, nj] denotes the value of the v-th entry on the right border of

the block (i, j). Notice that B is physically mapped to the original two-dimensional

DP matrix. According to Lemma 5.1, the following recurrence [34] is derived for

computing each lattice Bi,j[v, h] for v = mi or h = nj with proper initializations.

Bi,j[v, h] =





Bi−1,j[mi−1, h− v] + v if block (i, j) is match and v < h,

Bi,j−1[v − h, nj−1] + h if block (i, j) is match and v > h,

Bi−1,j−1[mi−1, nj−1] + h if block (i, j) is match and v = h,

max {Bi−1,j[mi−1, h],

Bi,j−1[v, nj−1]} if block (i, j) is mismatch.

(5.1)

By Equation 5.1, the length of an LCS between X̂ and Ŷ , given by BM,N [mM , nN ],

can be calculated in O(Mn + mN −MN) [34].
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Figure 5.2: Converting an arbitrary subpath into a forced path.

(mi, h)

i

i 1

jj

(mi 1, h )

i

…

…

Finding the maximum length of paths 

passing through these vertices

Figure 5.3: Ann et al.’s approach [11].

In the original DP matrix, a monotonically nondecreasing path that begins at the

top-left corner of a match block is defined as a forced path [14] if it traverses the

match blocks by strictly diagonal moves and traverses the mismatch blocks by either

strictly horizontal moves or strictly vertical moves. Figure 5.2 gives an example of

forced paths, and illustrates that any subpath which begins at the top-left corner of

a match block can be converted into a forced subpath [14].

By the property of path conversion, Ann et al. [11] presented an algorithm that

reduces the computation on the bottom borders and right borders in all blocks to
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the bottom-right corners in all blocks and the bottom borders in the match blocks.

Figure 5.3 illustrates the idea of Ann et al.’s approach. For any entry (mi, h) of

block (i, j), suppose that the forced path passing through it crosses row i−1 at entry

(mi−1, h
′) of block (i − 1, j′). The value of entry (mi, h) of block (i, j), denoted by

Bi,j[mi, h], is derived from the maximum length of two forced paths ending at the entry

over the LCS matric function. One path is passing through entry (mi−1, h
′) of block

(i − 1, j′), and the other is with the maximum length among such the forced paths

passing through the corner of block (i − 1, j′′) for all j′′ ∈ {j′ + 1, j′ + 2, . . . , j − 1}.

In addition, the value of entry (mi−1, h
′) of block (i−1, j′) can be further derived from

the maximum of the values given in the bottom-right corner of block (i − 1, j′ − 1)

and entry (mi′ , h
′) of block (i′, j′), where i′ denotes the index of the former run of

X̂[i] with the same character αi in X̂. The length of an LCS between X̂ and Ŷ is

given by BM,N [mM , nN ]. Before the algorithm starts, the numbers of entries in the

bottom borders and right borders of the match blocks can be separately calculated to

determine which of the input sequences is considered as X̂. Because the computation

on the bottom-right corners of all blocks and the bottom borders of the match blocks

is required, the algorithm takes O(MN + min {ρ1, ρ2}) time [11].

Notice that the increment of the values given in entries might occur when a pair

of runs in X̂ and Ŷ match each other. With the monotonicity of the original DP

matrix [45], therefore, in Section 5.3 we restrict the computation merely on the match

blocks.
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5.2 Sliding-Window Maxima with a Dynamic Win-

dow Size

Consider now the following problem. Given two numerical sequences A = a1a2 . . . an

and S = s1s2 . . . sn satisfying 1 ≤ si ≤ i, s0 = 0, and si−1 ≤ si for all i ∈ {1, 2, . . . , n},

the sliding-window maxima problem with dynamic window sizes is to compute a nu-

merical sequence Z = z1z2 . . . zn such that each zi is the maximum number within

a interval [si, i], i.e., zi = max {xj : si ≤ j ≤ i}. For this task, we employ a data

structure double-ended queue (abbreviated deque) Q that supports the following op-

erations [71]:

• Queue.Insert(Q; `): Insert value ` at the rear of Q.

• Queue.DeleteFront(Q): Delete the front element from Q.

• Queue.DeleteRear(Q): Delete the rear element from Q.

• Queue.Max (Q): Return the front element in Q.

We devise an approach named Algorithm DSW-Max, which maintains Q as a

decreasing list to solving the problem. Because the front element of Q is always the

maximum value within the currently window-interval, the correctness of the algorithm

can be easily demonstrated. The deque Q is accessed O(n) times during the execu-

tion of the algorithm, and each operation requires O(1) time in the worst case [71].

Consequently, the maximum value within the interval [si, i] for all i ∈ {1, 2, . . . , n}

can be obtained in linear time.

74



Algorithm DSW-Max(A,S)

1 for i ← 1 to n do

2 while Q is nonempty and the front element of Q is out of [si, i] do

3 Queue.DeleteFront(Q);

4 while Q is nonempty and xi is larger than or equal to the rear element of Q do

5 Queue.DeleteRear(Q);

6 Queue.Insert(Q; xi);

7 zi = Queue.Max(Q);

Theorem 5.1. The sliding-window maxima problem with dynamic window sizes can

be solved in linear time.

5.3 An Efficient Algorithm

Let L̂[i, j] denote the length of an LCS of X̂[1..i] and Ŷ [1..j]. In other words, L̂[i, j]

records the value given by the bottom-right corner of the block (i, j). Because the

L̂-values might increase only when a match run between X̂ and Ŷ is encountered,

in this section we modify Ann et al.’s approach [11] to restrict the computation

on the bottom borders of the match blocks by adapting Hunt-Szymanski strategy.

Algorithm RLE-LCS formally describes the modified approach.

First of all, a preprocessing for calculating all match runs between X̂ and Ŷ is

performed as follows. For each run i, we use a linked list M[i] to record the positions

of the runs j in Ŷ in increasing order such that αi = βj. For example, let X̂ =

a4b2c5a8 and Ŷ = b2a6b5c6a3b6a5, the desired lists are

75



M[1] = 〈2, 5, 7〉,

M[2] = 〈1, 3, 6〉,

M[3] = 〈4〉, and

M[4] = M[1].

For this task, we sort X̂ and Ŷ , and then scan the two sorted sequences to build a

linked list M[i], for each run i in X̂, as an increasing list of all corresponding runs j

such that αi = βj.

By adapting Hunt-Szymanski strategy, we employ a bounded heap H to make

the computation efficiently, which is restricted on the bottom borders of the match

blocks.

Algorithm RLE-LCS proceeds to the match runs between X̂ and Ŷ in row-major

order. While row i of matrix L̂ is processed, the bounded heap H has kept a position

in L̂ with its corresponding value for each key j′′ ∈ {1, 2, . . . , N} (i.e., each column

in L̂) such that its L̂-value is the maximum amongst the positions (i′′, j′′) for all

i′′ ∈ {1, 2, . . . , i − 1}, and empty if no such position exists. For each j in M[i], we

perform Heap.Max(H; j) for obtaining the position (i∗, j∗) with the maximum value

amongst all positions in H where j∗ < j, and set T [i, j] = L̂[i∗, j∗].

The maximum length of the paths passing through the top-left corners of the

match block (i, j), denoted by Wi[j], is the maximum value amongst all positions in

the match blocks (i′′, j′′), where i′′ < i and j′′ < j, plus the number of occurrences of

αi from the position with maximum value to the end of Y . For i ∈ {1, 2, . . . , M}, j ∈
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Algorithm RLE-LCS(X̂, Ŷ )

1 Do preprocessing on F and M[i] for all 1 ≤ i ≤ M ;

2 Initialize the bounded heap H and the matrices L̂ and B;

3 Perform Heap.Insert(H; 0, 0, (0, 0));

4 for i ← 1 to M do

5 Do preprocessings on ωi and χi;

6 Initialize the insertion list I as an empty list;

7 for each j in M[i] do // process the match blocks

8 T [i, j] ← Heap.Max(H; j);

9 Compute Wi[j];

10 for h ← 1 to nj do

11 if the forced path does not cross row i− 1 then

12 Bi,j [h] ← max {Wi[0], . . . ,Wi[j]} − occi[j, h] + 1;

13 else

14 i′ ← F [i];

15 (j′, h′) ← χi[j, h];

16 τ1 ← max {Wi[j′ + 1], . . . , Wi[j]} − occi[j, h] + 1; // implemented by Algorithm DSW-Max

17 τ2 ← max {T [i− 1, j′],Bi′,j′ [h′]}+ mi;

18 Bi,j [h] ← max {τ1, τ2};
19 L̂[i, j] ← Bi,j [nj ];

20 I ← I ∪ (L̂[i, j], (i, j));

21 for each (L̂[i, j], (i, j)) in I do

22 Perform Heap.IncreaseLength(H; j, L̂[i, j], (i, j));

23 Output Heap.Max(H; N + 1);
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{1, 2, . . . , N}, and h ∈ {1, 2, . . . , nj}, let occi[j, h] denote the number of occurrences

of αi in the suffix Y [π..m], where π is the position of the h-th entry of Ŷ [j] in Y . In

other words, Wi[j] = T [i, j] + occi∗ [j
∗, nj∗ ]− 1.

If the forced path passing through entry (mi, h) of block (i, j) does not cross row i−

1, then Bi,j[h] = max {Wi[0], . . . , Wi[j]}− occi[j, h] + 1, where max {Wi[0], . . . , Wi[j]}

for all j in M[i] can be obtained by scanning Wi once. On the other hand, for

i ∈ {1, 2, . . . , M}, j ∈ {1, 2, . . . , N}, and h ∈ {1, 2, . . . , nj}, we let χi[j, h] denote

the position of row i − 1 in which the forced path passing through entry (mi, h) of

block (i, j) crosses, and suppose that the position locates at entry (mi−1, h
′) of block

(i−1, j′), i.e., (j′, h′) = χi[j, h]. We define τ1 = max {Wi[j
′ + 1], . . . , Wi[j]}−occi[j, h],

where max {Wi[j
′ + 1], . . . ,Wi[j]} can be obtained by employing Algorithm DSW-

Max, and τ2 = max {T [i− 1, j′],Bi′,j′ [h
′]} + mi, where i′ denotes the index of the

former run of X̂[i] with the same character αi in X̂, which is computed and kept into

F [i] at the preprocessing stage. Finally, Bi,j[h] is determined by max {τ1, τ2}.

When all elements on the bottom border of block (i, j) are computed, we set

L̂[i, j] = Bi,j[nj] and place the item of the position (i, j) with its value L̂[i, j] into

the insertion list I. At the end of the iteration on row i, we perform the operation

Heap.IncreaseLength for each entry in I on H.

After all match blocks are processed, we query the position that has the maximum

value amongst the positions inH with key smaller than N+1, whose value is the length

of an LCS. We can obtain an LCS by tracing back via the backtracking links from the
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position with the maximum value until i = 0 or j = 0. Because Algorithm RLE-LCS

is extended from the framework given by Ann et al. [11], its correctness follows.

Theorem 5.2. Algorithm RLE-LCS computes the length of an LCS of X̂ and Ŷ in

O(min {ρ1, ρ2} + (R + N) × log log N) time, using O(min {ρ1, ρ2} + M + N) space,

where R denotes the number of the match blocks.

Proof. Before the algorithm starts, the numbers of entries on the bottom borders and

right borders of the match blocks can be calculated to determine which of the input

sequences is considered as sequence X.

For efficiently implementing the algorithm in space, we use linked lists M[i] for

all i ∈ {1, 2, . . . ,M} to keep the positions of all match blocks. For each match block,

we employ a one-dimensional array for its bottom border. In addition, the bounded

heap H uses O(N) space. Thus, Algorithm RLE-LCS uses O(min {ρ1, ρ2}+M +N)

space.

Building the linked lists M in line 1 takes O(M + N) time over a finite alpha-

bet [31]. Also, line 1 for computing the array F for X̂ takes O(M) time. The initial-

izations onH, L̂, and B in line 2 take O(N log log N), O(R), and O(min {ρ1, ρ2}) time,

respectively. Computing the arrays occ and χ in line 5 totally takes O(min {ρ1, ρ2})

time. The operations Heap.Max performed on H in line 8 and Heap.IncreaseLength

performed on H in line 22 take O(r log log N) time in total. With the values of T and

occ, Wi[j] in line 9 can be computed in O(1) time. For each row i, the sliding-window

maxima problem of a input sequence Wi with a given dynamic window size can be
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solved in time linear to the number of elements in Wi. Because W1,W2, . . ., and WM

totally contain R elements, lines 12 and 16 for computing the maximal values in the

required intervals takes O(R) time. Each value in matrices B and L̂ can be calculated

in O(1) time. Summarizing the time complexity of all stages, we obtain the desired

time complexity.

5.4 Discussion

In this chapter we study the RLE-LCS problem for two sequences X and Y of lengths

m and n with M and N runs, respectively. The proposed algorithm for the RLE-LCS

problem takes O(min {ρ1, ρ2}+(R+N)×log log N) time and O(min {ρ1, ρ2}+M +N)

space. Comparing with Ann et al.’s algorithm [11] with O(min {ρ1, ρ2}+ MN) time,

our algorithm outperforms Ann et al.’s algorithm if R = o(N( M
log log N

− 1)).
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Chapter 6

Constrained LCSs of Run-Length

Encoded Sequences

The SEQ-IC-LCS problem aries from the applications in molecular biology, and also

has applications in pattern comparison. Some of such sequences appearing in the real

world may contain several segments of contiguous identical characters. In order to

reduce the processing space and speeding up the processing time of the SEQ-IC-LCS

problem, we consider this problem of RLE sequences (abbreviated RLE-CLCS) in

this chapter, which are formally defined as follows.

Problem 6.1. (RLE-CLCS) Given two sequences X, Y and a constrained pattern

P of lengths m, n, and d with M , N , and D runs, respectively, the RLE-CLCS

problem is to find a longest sequence that is a CS of X and Y and includes P as a

subsequences.
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Throughout this chapter, the format of input sequences is defined as follows. Let

X = x1x2 . . . xm, Y = y1y2 . . . yn, and P = p1p2 . . . pd denote two sequences and a

constrained pattern over a finite alphabet Σ, respectively. Let X̂ = αm1
1 αm2

2 . . . αmM
M

denote the RLE representation of X, where αi is the unique character of the i-th run

in X and mi is the length of this run. We also let X̂[i..j] denote the RLE substring

of X from run i to run j if 1 ≤ i ≤ j ≤ M , and an empty string otherwise. Likewise,

Ŷ = βn1
1 βn2

2 . . . βnN
N and P̂ = γd1

1 γd2
2 . . . γdD

D denote the RLE representations of Y and

P , and Ŷ [i..j] for 1 ≤ i ≤ j ≤ N and P̂ [i..j] for 1 ≤ i ≤ j ≤ D denote the RLE

substrings of Y and P from run i to run j, respectively.

In the following, we show some properties of the RLE-CLCS problem for devis-

ing a simple algorithm, and then present the other algorithm for speeding up the

computation.

6.1 A Simple Algorithm

Lemma 6.1 shows the characterization of an optimal solution to the RLE-CLCS prob-

lem based on the solutions to its smaller subproblems.

Lemma 6.1. Let CLCS(X, Y, P ) denote the length of a longest sequence which is a

CS of X and Y and includes P as a subsequence. Given two distinct symbols σ1, σ2

and three nonnegative integers s1, s2, s3, the following properties hold:

(1) CLCS(Xσs1
1 , Y σs2

1 , Pσs3
1 ) = CLCS(Xσs1−d

1 , Y σs2−d
1 , Pσs3−d

1 ) + d, where d =
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Figure 6.1: A cuboid corresponding a triple run. (a) The bottom border-page. (b)

The right border-page.

min {s1, s2, s3}.

(2) CLCS(Xσs1
1 , Y σs2

1 , Pσs3
2 ) = CLCS(Xσs1−d

1 , Y σs2−d
1 , Pσs3

2 )+d, where d = min {s1, s2}.

(3) CLCS(Xσs1
1 , Y σs2

2 , P ) = max {CLCS(Xσs1
1 , Y, P ), CLCS(X, Y σs2

2 , P )}.

Similar to the RLE-LCS problem, the runs of X, Y , and P induce the partition

of the DP matrix for the CLCS problem into run-sized cuboids. We can visualize the

three-dimensional DP matrix as M × N × Q cuboids, and each cuboid corresponds

to a triple of runs in X̂, Ŷ , and P̂ . A cuboid (i, j, k) is fully match if αi = βj = γk

and is partially match if αi = βj and αi 6= γk. For the case of αi 6= βj, the cuboid

(i, j, k) is mismatch.

A six-dimensional matrix C is used for the bottom border-pages (see Figure 6.1(a)

as an example) and right border-pages (see Figure 6.1(b) as an example) of cuboids,

where Ci,j,k[mi, h, l] holds the value of the h-th entry at level l in the bottom border-

page of the cuboid (i, j, k) and Ci,j,k[v, nj, l] holds the value of the v-th entry at level l

in the right border-page of the cuboid (i, j, k). Notice that C is physically mapped to
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the original three-dimensional DP matrix, and we can employ two two-dimensional

arrays for the bottom border-page and right border-page of each cuboid to implement

the matrix C. According to Lemma 6.1, the following recurrences can compute each

entry Ci,j,k[v, h, l] for v = mi or h = nj with proper initialization.

1. Cuboid (i, j, k) is fully match:

Ci,j,k[v, h, l] =





Ci−1,j,k[mi−1, h− v, l − v] + v if l > v and h > v,

Ci,j−1,k[v − h, nj−1, l − h] + h if l > h and v > h,

Ci−1,j−1,k[mi−1, nj−1, l − h] + h if l > h and v = h,

Ci−1,j,k−1[mi−1, h− v, qk−1] + v if h > v and v ≥ l,

Ci,j−1,k−1[v − h, nj−1, qk−1] + h if v > h and h ≥ l,

Ci−1,j−1,k−1[mi−1, nj−1, qk−1] + h if v = h and h ≥ l.

(6.1)

2. Cuboid (i, j, k) is partially match:

Ci,j,k[v, h, l] =





Ci−1,j,k[mi−1, h− v, l] + v if h > v,

Ci,j−1,k[v − h, nj−1, l] + h if v > h,

Ci−1,j−1,k[mi−1, nj−1, l] + h if v = h,

(6.2)

3. Cuboid (i, j, k) is mismatch:

Ci,j,k[v, h, l] = max {Ci−1,j,k[mi−1, h, l], Ci,j−1,k[v, nj−1, l]}. (6.3)
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CM,N,D[mM , nN , dD] gives the length of a longest sequence that is a CS between X̂

and Ŷ and includes P̂ as a subsequence. Because there are O(d×(Mn+mN−MN))

entries needed to compute and the computation of each entry requires O(1) time, the

following theorem is stated.

Theorem 6.1. The RLE-CLCS problem can be solved in O(d× (Mn + mN −MN))

time and space.

6.2 A Faster Algorithm

Let L̂[i, j, k] denote the length of a longest sequence which is a CS of X̂[1..i] and Ŷ [1..j]

and includes P̂ [1..k] as a subsequence, i.e., L̂[i, j, k] = Ci,j,k[mi, nj, dk]. Because the

L̂-values might increase only when a match run between X̂ and Ŷ is encountered, in

this section we extend the idea of Algorithm RLE-LCS shown in Section 5.3 to the

bottom border-pages of the fully match and partially match cuboids for speeding up

the computation.

The algorithm proceeds to the match runs between X̂ and Ŷ at each position of

P in row-major order. A linked list M[i], for each run i in X̂, is prepared for keeping

an increasing list of the positions of the runs j in Ŷ such that αi = βj. When row i

at level l of layer k is processed, the bounded heap Hk,l has kept a position with the

corresponding C-value for each j′′ ∈ {1, 2, . . . , N} such that the value is the maximum
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among the positions (i′′, j′′) for all i′′ ∈ {1, 2, . . . , i}, and empty if no such position

exists. For each j in M[i], we perform the operation Heap.Max(H to obtaining the

position (i∗, j∗) for j∗ < j with the maximum value among all positions in Hk,l, and

then set Ti,k[j, l] = Ci∗,j∗,k[mi∗ , nj∗ , l].

In the original matrix, we can conclude that a path beginning at Ci,j,k[1, 1, 1] of a

cuboid (i, j, k) is a monotonically nondecreasing path and convert it into a path that

consists of the following subpaths:

• a path that traverses the fully match cuboids by strictly three-dimensional di-

agonal moves (and strictly plane diagonal moves in some situation),

• a path that traverses the partially match cuboids by strictly plane diagonal

moves, and

• a path that traverses the mismatch cuboids by either strictly plane horizontal

moves or strictly plane vertical moves.

By the property of path conversion, we can determine Ci,j,k[v, h, l] by the position

on row i−1 at layer k or on row i at layer k−1 where the path passing through entry

(mi, h, l) of cuboid (i, j, k) crosses. Figure 6.2 illustrates the idea of our approach to

the RLE-CLCS problem. For any entry (mi, h, l) of cuboid (i, j, k), suppose that the

converted path passing through it crosses row i−1 at entry (mi−1, h
′, l) of cuboid (i−

1, j′, k). The value given by entry (mi, h, l) of cuboid (i, j, k), denoted by Ci,j,k[mi, h, l],

is derived from the maximum length of two paths ending at the entry over the LCS

matric function. One is passing through entry (mi−1, h
′, l′) of cuboid (i − 1, j′, k),
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Figure 6.2: Solving the RLE-CLCS problem.

and the other is with the maximum length amongst such the paths passing through

entry (mi−1, nj′′ , l
′′) of cuboid (i − 1, j′′, k) for all j′′ ∈ {j′ + 1, j′ + 2, . . . , j − 1} and

l′′ ∈ {l′ + 1, l′ + 2, . . . , l − 1}. In addition, the value given by entry (mi−1, h
′, l′′) of

cuboid (i − 1, j′, k) can be further derived from the maximum of the values given

by entry (mi−1, nj′−1, l
′) of cuboid (i − 1, j′ − 1, k) and entry (mi′′ , h

′, l′) of cuboid

(i′, j′, k), where i′ denotes the index of the former run of X̂[i] with the same character

αi in X̂.

Let Wi,k[j, l] denote the maximum possible length of all paths passing through

entry (mi, h, l) of a fully or partially match cuboid (i, j, k), which equals to Ti,k[j, l]

plus the number of occurrences of αi from the position with maximum value to the

end of Y .

In order to obtain the maximum length amongst the paths passing through entry

(mi−1, nj′′ , l
′′) of cuboid (i − 1, j′′, k) for all j′′ ∈ {j′ + 1, j′ + 2, . . . , j − 1} and l′′ ∈
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{l′ + 1, l′ + 2, . . . , l − 1}, a list ϕi,j,k,h is prepared for maintaining the W -values whose

positions of the fully or partially match cuboids are walked across by the path ending

at entry (mi, h, dk) of cuboid (i, j, k). Notice that every entry Wi,k[j, l] is contained

in a unique list. We can obtain the maximum value within all queried ranges of the

list ϕi,j,k,k by employing Algorithm DSW-Max.

Summarizing the above observations, we can now deduce the following lemmas

that provide the basis for efficiently computing the entries in the bottom border-page

of a fully or partially match cuboid. Let occi[j, h] denote the number of occurrences

of αi in the suffix Y [π..m], where π is the position of the h-th entry of Ŷ [j] in Y .

Lemma 6.2. If the path passing through entry (mi, h, l) of cuboid (i, j, k) crosses row

i− 1 on entry (mi−1, h
′, l′) of cuboid (i− 1, j′, k) for some 1 ≤ j′ ≤ j, Ci,j,k[mi, h, l] is

given by max {τ1 − occi[j, h] + 1, τ2 + mi}, where τ1 and τ2 are defined as follows.

• τ1 is the maximum value within the range [j′ + 1, j] of the list ϕi,j,k,h.

• τ2 = max {Ci′,j′,k[mi′ , h
′, l′], Ti,k[j

′, l′]}, where i′ denotes the index of the former

run of the i-th run with the same character αi in X̂.

Lemma 6.3. If the path passing through entry (mi, h, l) of cuboid (i, j, k) crosses layer

k − 1 on entry (v′, h′, dk−1) of cuboid (i, j′, k − 1) for some 1 ≤ j′ ≤ j, Ci,j,k[mi, h, l]

is given by max {τ1 − occi[j, h] + 1, τ2 + mi}, where τ1 is the maximum value within

the range [j′ + 1, j] of the list ϕi,j,k,h and τ2 = Ti,k[j
′, 0].
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Lemma 6.4. If the path passing through entry (mi, h, l) of cuboid (i, j, k) does not

cross row i − 1 nor layer k − 1, the path does not yield a legal CS passing through

entry (mi, h, l) of cuboid (i, j, k), i.e., Ci,j,k[mi, h, l] = −∞.

After Ci,j,k[mi, nj, l] is computed, we place the item of position (i, j, k, l) with its

value Ci,j,k[mi, nj, l] into the insertion list I. At the end of the iteration on row i at

level l of layer k, we perform the operation Heap.IncreaseLength for each entry in I

on Hk,l. After all fully match and partially match cuboids are processed, we query

the position that has the maximum value amongst all positions in HD,dD
with key

smaller than N +1. The maximum value is the length of a solution sequence. We can

obtain the sequence by tracing back through the backtracking links from the position

with the maximum value until i = 0 or j = 0. Theorem 6.2 summarized the main

result.

Theorem 6.2. There exists an O(d × (min {ρ1, ρ2} + (R + N) × log log N))-time

algorithm, using O(d × min {ρ1, ρ2} + N + M) space, for computing the length of a

longest sequence which is a CS of X̂ and Ŷ and includes P̂ as a subsequence, where

R denotes the number of the match runs between X̂ and Ŷ , and ρ1 and ρ2 denote the

numbers of entries in the bottom border-pages and right border-pages of the partially

match cuboids at the first layer, respectively.

Proof. Before the algorithm starts, the numbers of entries in the bottom borders and

right borders of the match blocks can be calculated to determine which of the input

sequences is considered as sequence X.
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For efficiently implementing the algorithm in space, we use linked lists M[i] for

all i ∈ {1, 2, . . . , M} to keep the positions of the match runs between X̂ and Ŷ .

For each fully or partially match cuboid, we employ a two-dimensional array for its

bottom border-page. We also employ a bounded heap of size N , which can be repeatly

used at each position of P . Thus, computing the length of a solution sequence uses

O(d×min {ρ1, ρ2}+ N + M) space.

Building the linked lists M takes O(M +N) time over a finite alphabet [31]. The

initializations on all bounded heaps Hk,l and matrix C take O(d × (min {ρ1, ρ2} +

N log log N)) time in total. Building all lists ϕ takes O(d × min {ρ1, ρ2}) time, and

solving the dynamic sliding-window maxima problem with the input sequences ϕ takes

O(d×R) time because there are d×R elements in ϕ. Matrix C can be computed by

employing Algorithm RLE-LCS d times with proper preprocesses, and Lemmas 6.2

to 6.4 compute each required entry of the matrix C in constant time. Summarizing

the time complexity of all stages, we conclude that the time complexity of solving the

RLE-CLCS problem is O(d× (min {ρ1, ρ2}+ (R + N)× log log N)).

6.3 Discussion

In this chapter we consider the RLE-CLCS problem for two sequences X, Y and

a constrained pattern P of lengths m, n, and d with M runs, N runs, and D runs,

respectively. We first gave a simple algorithm which takes O(d×(Mn+mN)) time and

space. The second proposed algorithm takes O(d×(min {ρ1, ρ2}+(R+N)×log log N))
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time and O(d×min {ρ1, ρ2}+ N + M) space by adapting Algorithm RLE-LCS.

In 2009, Ann et al. [12] gave an algorithm for the RLE-CLCS algorithm requiring

O(d× (min {ρ1, ρ2}+ MN) + λ) time, where λ denotes the number of the entries of

whole boundaries of the fully match cuboids. Comparing with Ann et al.’s algorithm,

our latter algorithm outperforms Ann et al.’s algorithm if R = o( MN
log log N

+ λ
d log log N

−

N).
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Chapter 7

Concluding Remarks

In this chapter, we summarize the results reported in this dissertation, and then

describe several further directions regarding the problems studied in this dissertation.

7.1 Summary and Contributions

This dissertation studied three research topics related to the LCS problem, which

are the CLCS (constrained LCS) problem, the HC-LCS (hybrid constrained LCS)

problem, and the LCS and CLCS problems of RLE sequences.

In Chapter 3, we studied four variants of the LCS problem, which are the SEQ-

IC-LCS, STR-IC-LCS, SEQ-EC-LCS, and STR-EC-LCS problems. Table 7.1 shows

our results as well as the previous works. Four O(mnd)-time and O(mnd)-space

algorithms were separately presented for the four problems, where m, n, and d denote

the lengths of two sequences and a constrained pattern, respectively. In fact, the
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Table 7.1: Previous results and ours for the CLCS problem

Problem Single Pattern w patterns for w ≥ 2 Hardness

SEQ-IC-LCS

O(m2n2d) time and space [72]

O(mn×∏w
k=1 dk) NP-complete [35]

O(mnd) time and space†[29]

O(mnd) time and space [17]

O(dr × log log n + n) time and

O(d× (r + n)) space [46]

STR-IC-LCS O(mnd)† O(mnd1d2) if w = 2 NP-complete

SEQ-EC-LCS O(mnd)† O(mn×∏w
k=1 dk) NP-complete

STR-EC-LCS O(mnd)† O(mn×∏w
k=1 dk)

† The space can be reduced to O(d× (m + n)) by the space-saving strategy.

space requirement can be further reduced to O(d× (m + n)) by applying the space-

saving strategy for the LCS problem introduced in Section 2.2. We also studied the

four problems with an arbitrary number of constrained patterns, which were shown

to be NP-complete except for the STR-EC-LCS problem, and presented the exact

algorithms for the four problems. Moreover, it can be further demonstrated that the

four problems are special cases of sequence alignments with linear-scoring functions.

In Chapter 4, we studied the HC-LCS problem, which is a hybrid problem of

the SEQ-IC-LCS and SEQ-EC-LCS problems. Figure 7.2 shows the results for our
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Table 7.2: Our results for the HC-LCS problem

Problem Approach Time Complexity Space Complexity

HC-LCS
A DP algorithm O(mnde) O(mnde)†

Speeding up the computation O((der + n)× log log n) O(de× (r + n))

† The space can be reduced to O(de× (m + n)) by the space-saving strategy.

two algorithms. The former algorithm, using traditional DP techniques, requires

O(mnde) time and space, where m, n, d, and e denote the lengths of two sequences

and two constrained patterns, respectively. Let r be the total number of ordered

pairs of positions at which two sequences match each other. The latter algorithm,

restricting the computation on the positions of matches between two sequences, takes

O(der log log n) time with O(n log log n) time for initialization. In the worse case,

the latter algorithm requires O(demn log log n) time. However, the complexity of

O((der+n)× log log n)) are superior to O(mnde) if r = o( mn
log log n

− n
de

). Consequently,

the latter algorithm outperforms the former algorithm if r = o(n( m
log m

− 1)). In fact,

the space requirement of the HC-LCS problem can be reduced to O(de× (m+n)) by

applying the space-saving strategy for the LCS problem introduced in Section 2.2.

In Chapter 5, we considered the RLE-LCS problem. Let two sequences be of

lengths m and n with M and N runs, respectively. We first introduced Ann et

al.’s algorithm [11] which takes O(min {ρ1, ρ2} + MN) time and devised a linear-
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time algorithm for computing the maxima within a sliding window upon a numer-

ical sequence where the window size is dynamic. We then modified Ann et al.’s

approach by adapting Hunt-Szymanski strategy and the approach to the sliding-

window maxima problem with a dynamic window size. The new algorithm, taking

O(min {ρ1, ρ2} + (R + N) × log log N) time, outperforms Ann et al.’s algorithm if

R = o(N( M
log log N

− 1)), where R denotes the number of runs at which the two se-

quences match each other, and ρ1 and ρ2 denote the numbers of entries on the bottom

borders and right borders of the blocks whose corresponding runs match each other,

respectively.

In Chapter 6, we studied the RLE-LCS problem. Let two sequences and a con-

strained pattern be of lengths m, n, and d with M runs, N runs, and D runs, respec-

tively. We presented two algorithms for the RLE-CLCS problem. The former algo-

rithm requires O(d× (Mn + mN)) time and space. By adapting our approach to the

RLE-LCS problem shown in Section 5.3 and employing a bounded heap, we delivered

the latter algorithm for the RLE-CLCS problem, which requires O(d×(min {ρ1, ρ2}+

(R + N)× log log N)) time and O(d×min {ρ1, ρ2}+ N + M) space. The latter algo-

rithm outperforms Ann et al.’s algorithm [12] with O(d× (min {ρ1, ρ2}+ MN) + λ)

time if R = o( MN
log log N

+ λ
d log log N

−N), where λ denotes the number of the entries of

whole boundaries of the fully match cuboids. Table 7.3 summarizes our results as

well as the previous works for the RLE-LCS and RLE-CLCS problems.
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7.2 Further Work

Several directions related to the LCS problem are worthy of further study, such as the

LCS problems of two-dimensional sequences, the alignment models of the four CLCS

problems with a scoring scheme of affine gap penalties, and the CLCS problems of

approximate pattern occurrences, which are stated as follows.

• Longest Common Subsequences of Two-Dimensional Sequences. The

issues we mentioned in this dissertation are sequence comparisons with one-

dimensional sequences, such as texts, numerical sequences, and musical se-

quences. For those two-dimensional sequences like images, it may not work

by directly deducing an approach to comparing such sequences from the known

approaches to comparing one-dimensional sequences. Many studies have de-

voted to two-dimensional pattern matching [6, 7, 8, 10, 19, 33, 49, 79]. It would

be interesting to consider the LCS problem of two-dimensional sequences.

• Constrained Sequence Alignments with Affine Gap Penalties. The

constrained sequence alignment problems, a alignment model of the SEQ-IC-

LCS problem, arose from applications in molecular biology [70] in 2003. Since

then, much ink has been spent on the problem [28, 30, 38, 39, 40, 54, 64, 65,

73, 74]. For aligning nucleic sequences, the scoring scheme of affine gap penal-

ties is commonly used. The problem with affine gap penalties would become

challenging issues in sequence comparison.
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• Approximate Constrained Longest Common Subsequences. Arslan

and Eǧecioǧlu [17] have investigated the approximate SEQ-IC-LCS problem of

finding a longest sequence which is a common subsequence of two sequences

and contains a subsequence whose edit distance from the constrained pattern is

less than a given positive integer parameter. It would be interesting to consider

such a criterion for other CLCS problems studied in this dissertation.
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