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 壹

摘 要 

 

本文提出一個支援服務質量機制的特性並以預測方式增加效能的雙向通道

晶片網路架構，它同時支援了不同服務品質的資料傳輸，使得晶片內部的傳輸效

能有所改善。此雙向晶片網路架構允許特定服務品質的資料傳輸時能依其可預期

的部份特性以達成傳輸方向預先轉變以及穿透路由器之設計。對於每一個晶片網

路的路由器而言，資料通訊的延遲時間以及傳輸吞吐量都受到這個附加的通道靈

活性影響而得到更好的效能。這篇論文呈現出一個創新的路由器架構設計以及一

個改進控制雙向通道的機制。透過分析可以證明此架構的額外硬體成本是可忽略

的。本文利用一個精準時脈週期的測試環境進行模擬，對於在假想的交通型態的

傳輸情況下，此雙向通道晶片網路相對於傳統的單向通道架構都能展現出可觀的

效能優勢。 

 

關鍵字：晶片網路、路由器、雙向通道、虛擬通道、服務質量、預測性。 
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第一章 

簡介 

在現今高度進步的積體電路技術下，一個單晶片系統已足夠容納多個矽智財

同時運作。隨著電路設計的製程演進，一個晶片的效能瓶頸漸漸從運算時間轉移

至不同運作單元之間傳輸的效率。傳統的匯流排架構在功率消耗，傳輸時間，以

及系統的擴充性等方面已難以適用於目前多核心的系統。為了能夠達到晶片內部

各模組的溝通需求，一種利用網路封包交換技術實現而成的晶片網路傳輸架構

(Network-on-Chip)在近年來被提出。 

本論文主要提出一個基於可動態調整通道方向的晶片網路架構而更進一步

輔以質量服務機制並且擁有更佳效能表現的架構，相對於傳統使用單向通道的做

法，雙向通道可以提供額外的彈性使之能夠針對不同的傳輸狀況再加以調整通道

方向，因此可以達到更佳的頻寬利用率進而改善整體的傳輸效能。在第二章中，

我們將會介紹晶片網路之路由器硬體架構，以及網路服務質量(Quality-of-Service)

和快速虛擬通道(Express-Virtual-Channel)的背景知識，第三章描述本論文所提出

之預測性支援服務品質之雙向通道晶片網路(Anticipative QoS control BiNoC)的

概念。並於第四章中針對此路由器硬體架構做出更詳細的說明，實驗結果及討論

將會在第五章呈現，並於第六章作本論文之總結。 
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第二章 

背景知識 

一個晶片網路的硬體骨幹是由分布於各個節點上的路由器所組成,封包在實

體網路層內透過路由器的傳輸過程中，根據不同的交換方式會產生不一樣的效能

特性。本章針對基本路由器的硬體架構以及一種廣泛使用的虛擬通道流量管控

(virtual channel flow control)機制做出簡單的介紹，並概觀現今用於網路服務質量

控制所提出的各種技術，另外再提供一種可繞過路由器運算管道層的快速傳輸架

構簡介，此快速虛擬通道的設計可以使的封包傳輸時的運算有效減少，藉此提升

整體效能。 
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第三章 

設計動機 

本章描述此篇論文所提出的預測性服務質量控制雙向晶片網路架構，此先前

技術利用可動態調整方向的通道進行封包傳輸，可增大網路內頻寬的使用率進而

提升整體的傳輸效能。在此架構中我們要試著解決路由器間的方向仲裁機制問題，

以及路由器內的冗贅管線運作延遲的問題。 
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第四章 

路由器架構實現 

本章針對一個用於雙向晶片網路的虛擬通道路由器硬體架構做出詳細的介

紹。利用預測封包特性的技術，路由器利用服務質量的機制來提升網路資源的使

用效率及傳輸效能。在改進雙向晶片網路的架構之下，此論文提出了一個可增強

服務質量效果的改良機制。 
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第五章 

實驗結果及討論 

本章呈現出傳統的單向通道晶片網路以及本論文所提出的路由器內、路由器

間之改進在傳輸效能上的比較。實驗使用假想交通型態封包傳送。透過傳輸延遲

時間，路由器吞吐量，以及頻寬使用率的數據分析，可以發現封包傳輸的效能在

預測性雙向晶片網路的平台上可以獲得更好的結果。最後經由額外硬體成本消耗

的評估，證明本架構在可忽略的低成本下可以達到較好的效能表現。 
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第六章 

結論 

 本論文提出一個基於動態調整通道技術的雙向晶片網路傳輸架構進而輔以

整體仲裁機制更有效率的新架構。透過控制通道方向的路由器協定，此架構不需

額外的邏輯控制硬體外加在路由器之間並且同時減去傳輸延遲的耗費時間。因此

適用於各種型態的非間接網路系統。基於雙向通道網路的概念下，並針對網路服

務質量機制做了更進一步的改良，使得高重要性封包的傳輸效能獲得增進並且減

少整體運算管線的浪費. 

實驗結果證實此晶片網路架構在假想交通型態情況下，表現出相對於傳統架

構更高的頻寬利用效率，進而縮短了封包傳送的延遲時間。此優勢特別是在一些

通道負載較不平衡的封包分布情形下更為明顯。最後根據硬體面積的分析，本篇

提出的雙向通道晶片網路架構能夠在節省電路成本的效益下達成更佳的效能表

現。 
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ABSTRACT 

 

A Bidirectional channel Network-on-Chip (BiNoC) architecture with previous 

direction request and pipeline bypass mechanism is proposed to enhance the 

performance of on-chip communication while supporting prioritized traffics in the 

network.  The Anticipative QoS controlled BiNoC not only allows each 

communication channel to be dynamically self-configured to transmit flits in either 

direction in order to better utilize on-chip hardware resources but also enhances the 

latency performance by using penetration and observing previous direction request. 

This added flexibility promises better bandwidth utilization, lower packet delivery 

latency, and makes high priority packet be served with better guaranteed performance.  

In this Thesis, an improved bi-directional on-chip router architecture supporting the 

hybrid bypass mechanism is presented.  It is shown that the associated hardware 

overhead is negligible. Cycle-accurate simulations run on this AQ-BiNoC network 

under synthetic traffics demonstrate consistent and significant performance advantage 

over the conventional mesh-grid BiNoC architecture. 

 

Keywords: Network-on-Chip, Router, Bidirectional Channel, Virtual Channel, 

Quality-of-Service, Anticipative. 
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CHAPTER 1 

INTRODUCTION 

Increasing transistor density, higher and higher operating frequency, and shorter 

product life cycle characterize present semiconductor industry trend. Under these 

conditions, designers are developing ICs that integrate complex heterogeneous 

functional elements into a single chip, known as a System-on-Chip (SoC). SoC design 

is based on intellectual property (IP) cores reuse. It defines a core as predesigned, 

pre-verified silicon circuit block that can be used to build a larger or more complex 

application on a semiconductor chip. An SoC must include an interconnection 

architecture and interfaces to connect peripheral devices. The interconnection 

architecture includes physical interfaces and communication mechanisms, to allow 

communication between SoC components. The performance of most digital systems 

today is limited by the speed of their communication or interconnection, not by their 

logic or memory. As technology improves, memory and processors become smaller, 

faster, and less expensive. The pin density and wiring density that govern 

interconnections between components are scaling at a slower rate than the 

components themselves. Also, the frequency of communication between components 

is lagging far beyond the clock rates of modern processors. To meet the need of new 

generation system design, Network-on-Chip (NoC) has been announced in the past 

decade. 
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1.1 Current Trend of Network-on-Chip 

In a high-end system, most of the power is used to drive wires and most of the 

clock cycle is spent on wire delay instead of circuit delay. As system complexity 

grows more and more rapidly, the interconnection performance between cores become 

much important than the traditional single core performance. Multi-core chip has 

much more cycle propagation across chip. The dedicated wiring communication may 

cause effective transmission but also bring area cost. The bus system has successfully 

been used to a less cost and more efficient connection between cores and peripheral 

devices like I/O or memory. But there still exists some problem when system scale 

grows up. When the communication between cores is not only within the distance of a 

few devices in local area but also on the whole system containing tens, or hundreds of 

cores, the wiring using a bus or switch architecture cannot satisfy the target at all. 

That is why network-on-chip is proposed in past few years and continued to be the 

focus of all people who work on SoC [1,2]. 

1.2 Concept of Network-on-Chip 

Network-on-Chip is a platform-based interconnection design. The concepts of 

Network-on-Chip were derived from many different fields, but the most important 

one is to provide a unique solution to the specific problem of on-chip communication. 

The topic of NoC can range from the bottom level of physical wire interconnection to 

the highest level of software application. The major work of this Thesis is focused on 

the level of router architecture. 

1.2.1 Communication Layers in a Network-on-Chip Design  

The Network-on-Chip design includes four layers. The physical layer 

determines the number and characteristic of wires which connect resource and 
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switches [3].  

The data-link layer defines the protocol to transmit a cell between a resource and 

a switch or between two switches. Both the data link and physical layer are dependent 

on the technology.  

The network layer defines how a packet is transmitted over the network from an 

arbitrary sender to an arbitrary receiver directed by the receiver’s network address. It 

consists of a routing algorithm and a flow-control mechanism. The routing algorithm 

determines the strategy where a packet should head for by its source, destination and 

the routing elements. The flow-control mechanism decides whether the connection 

between nodes is successful or not. The research of this Thesis is focused on this layer, 

which is also dependent on technology.  

The transport layer is technology independent. The message size can be variable. 

The interface has to pack transport layer messages into network layer packets. 

1.2.2 Network-on-Chip Architecture  

The network architecture specifies the network topology and physical 

organization of an interconnection network. Like all the digital system designs, we 

should determine the constraints and build different solutions to the problems that we 

want to solve [4,5,6] . 

First we have to decide the topology of a network by considering the roadmap 

and path that we want to implement and to satisfy the whole system transmission 

condition. It is always better to use a general-purpose topology than to design a 

unique topology matched to a specific problem. Tree, Butterfly, Mesh, and Torus 

networks are examples of network topologies used in interconnect backbone. 

Two-dimensional mesh is the most popular topology for current NoC design because 

of its simplicity and regularity. 
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After the topology is selected, the interconnection network can be built up by 

deploying all network elements. The designer must choose what to put in an NoC as 

resources, how to map functionality into those resources, and how to validate the 

decisions. Just like building a city block, we have to choose which block is downtown, 

which block is the residential area, and where has light traffic or how to set one-way 

street, etc. 

Except IP placement, a typical NoC consists of routers, network interfaces, and 

physical channels that comprise the communication architecture. The channels are 

sets of wires which connect each pair of neighbor routers. Channels enable packet to 

be delivered through routers. Network Interface is the interface between transport and 

network layers, it can pack the core message or data to packets. The packet is an 

actual transport data type in NoC. Every IP is attached to an interface which connects 

the IP to the router where the IP belongs to. Fig. 1-1 shows a typical NoC architecture 

in a 2-D mesh 3×3 mesh technology. When a message was sent from a source IP, it 

will be packed to a packet. The packet is delivered through routers until it reaches the 

destination. And the destination interface will unpack it into message for the local IP 

at destination. For every packet entering a router, the packet data will be written into 

the input buffer of the port where it entered. And the control logic will detect its 

routing path and the channel which it should head for. After winning arbitration, the 

packet can leave the router from the output port which direction is decided from the 

routing information. Otherwise, the packet will be stored in the buffer until it is 

granted to leave by later arbitration. 
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Source

Destination

Router

IP core (Process Element)

Network 
Interface

 

Fig. 1-1. Typical NoC Architecture with a Mesh Topology. 

1.3 Network Basic 

To satisfy the performance specification of a particular application, the designer 

working within technology constraints has to implement a routing algorithm and a 

flow control based on the topology of the desired network.  

1.3.1 Routing 

When the topology has been chosen, there are several possible paths from a 

source terminal node to a destination terminal node.  The routing method employed 

by a network determines the path taken by a packet according to the routing 

information of the packet. The routing information varies with different routing 

algorithms. Some routing algorithms choose paths based on the as-fast-as-possible 

way such that they just route message to the destination using the shortest paths. 

Other ones try to balance the traffic loading in a network such that they can gather 

more information like buffer usage amount or the traffic history to route packets. 

However, to keep a routing algorithm simple and fast while considering every details 

of the network is too hard to optimize, because a routing logic is just a logic circuit in 

chip, not a program. 
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1.3.2 Flow Control 

   Flow control manages the allocation of resources to packets as they progress along 

their route. The most important resources in interconnection networks are channels 

and buffers. A channel is used for transporting packets between routers. Buffers are 

storage implemented within the routers, such as registers or memories, and they allow 

packets to be held temporarily at the nodes. The flow control strategy must avoid 

resource conflict that can hold a channel idle. A good flow-control strategy is fair and 

deadlock-free. An unfair flow-control strategy may cause a packet to wait indefinitely. 

Deadlock is a situation that occurs when a cycle of packets are waiting for one 

another to release resources, and hence are blocked indefinitely.  

   Buffer flow control is the main stream in present networks. Every router is 

implemented with a fixed amount of buffers to store packets temporarily. The way of 

buffer flow control can be categorized into two different types by the storage data size: 

One is packet buffer flow control, and another is flits (flow control digits) buffer 

control. If we allocate bandwidth and buffers in units of packets, we have a packet 

flow control.  

Packet flow control can be defined as store-and-forward flow control and 

cut-through flow control. With store-and-forward flow control, each node along a 

route path waits until a packet has been completely received and then forwards the 

packet to next node. The packet must be allocated a packet size buffer on the far side 

of the channel and exclusively use the channel. Cut-through flow control forwards a 

packet as soon as the header of packet is received and resources are acquired without 

waiting for the entire packet to be received. At this point, cut-through flow control 

looks like an ideal method. It gives very high channel utilization by using buffers to 

decouple channel allocation. It also achieves low latency by forwarding packets as 



 7

soon as possible. However, there are still weak points. First, allocating buffers in units 

of packets is very inefficient in buffer management. Second, allocation channels in 

units of packets also increases the contention latency. If a packet is allocated with a 

channel and the channel has contention, other packets without allocating the channel 

have to wait for the whole packet transmitting. The solution is allocating resources in 

smaller units. That is why the flit-buffer flow control is used by most of 

network-on-chip architectures. 

   In order to avoid excess of buffer area counting, flit-buffer flow control is used to 

segment a packet into flits. The wormhole flow control is the most representative of 

flit-buffer flow control. It operates like cut-through, but with channels and buffers 

allocated to flits rather than packets. When the head flit of a packet arrives at node, it 

must request and acquire three channel resources for the packet, one flit buffer and 

one flit of channel bandwidth before it can be forwarded to the next node along a 

route. Body flits of a packet use the channel acquired by the head flit and hence need 

only acquire a flit buffer and a flit of channel bandwidth to advance. The tail flit of a 

packet is handled like a body flit but also releases the channel after its passing. This 

kind of flit-buffer flow control is more and more common in on-chip networks 

because of its area efficiency in buffer memory usage. 

1.3.3 Performance Evaluation 

   To distinguish whether a system is good or not, performance evaluation is 

important to decide the specification of an NoC architecture to implement. The first to 

consider about is throughput which determines the data transmission rate of a network. 

The second performance variable is latency which represents the time consumption of 

packet. 
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1.3.3.1  Throughput  

   Throughput is the rate at which packets are delivered by the network for a 

particular traffic pattern. It is measured by counting the packets that arrive at 

destinations over a time interval for each flow (source-destination pair) in a given 

traffic pattern and computing from these flows the fraction of the traffic pattern 

delivered. It is contrasted with demand, or offered traffic, which is the rate at which 

packets are generated by the packet source. As shown in Fig. 1-2, at traffic levels less 

than saturation, the throughput equals the demand and the curve is a straight line. 

Continuing to increase the offered traffic, we eventually reach saturation, the highest 

level of demand for which throughput equals demand. We typically present 

throughput as a fraction of network capacity. This gives a more intuitive 

understanding of the performance of the network and allows direct comparison 

between networks of different specifications. 

 

 

 

Fig. 1-2. Throughput vs. Offered Traffic in a Network. 
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1.3.3.2 Latency  

Performance of a network can be generally described by a curve that depicts the 

relationship between average latency and offered traffic as shown in Fig. 1-3. Latency 

is the time required for a packet to traverse the network from source to destination. 

Latency vs. offered traffic graph shares a distinctive shape that starts at the horizontal 

asymptote of zero-load latency and slopes upward to the vertical asymptote of 

saturation throughput. At low offered traffic, latency approaches zero-load latency. 

Zero-load latency gives a latency lower bound. The assumption is that a packet does 

not have to contend for network resources with other packets.  The zero-load latency 

T0 can be separated into two components. 

b
LtHT rave +=  0                       (1.1) 

The first term is the average hops count Have and the router delay tr. The second term 

represents the serialization latency, which is the time for one packet of length L to 

across a channel of bandwidth b. 

 Latency grows to infinity at the saturation throughput λs which is affected by 

network topology, routing algorithm, and flow control. The goal of network 

architecture usually is to extend the packet injection rate saturation point as much as 

possible.  
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Fig. 1-3. Latency vs. Offered Traffic in a Network. 

 

1.4 Quality-of-Service 

 In some applications of interconnect networks, it is useful to divide network 

traffic into a number of classes to efficiently manage the allocation of resources to 

packets. Allocating resources based on different classes allow us to prioritize services, 

more important classes get a higher level of services. With prioritized services, we 

may give packets of higher class a strict priority in allocation of buffers and channels 

over packets of lower class. Traffic classes fall into two broad categories: GS 

(guaranteed service) and BE (best effort). GS classes are guaranteed with a certain 

level of performance. The performance can be achieved as long as the clients comply 

with the service contrast between network and client. In contrast of GS, the network 

makes no strong promise about BE packets. Depending on the network, BE packets 

may have arbitrary delay or even be dropped. The network will simply make the best 

effort to deliver the packet to its destination.  

 In general computer networks, there are various algorithms targeting on the 

performance between GS and BE traffics. But not every algorithm can fit in the NoC 

architecture because there are many differences between computer network and 
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network-on-chip. The state-of-the-art QoS mechanism for NoC can be categorized 

into connection-oriented and connection-less. In the connection-oriented scheme, the 

connection path between source and destination is built and preset before the packets 

are actually injected into network. It is reliable to satisfy QoS requirement. But it 

comes with great hardware cost because the resource reservation and allocation take 

huge control and storage elements.  

1.5 Thesis Organization 

 The rest of this Thesis is organized as follows. In Chapter 2, we take a brief 

description about each functional component in a typical router and the characteristic 

and architecture of BiNoC with QoS. Chapter 3 covers the main concept of out 

proposed Anticipative QoS controlled Bi-directional NoC (AQ-BiNoC) architecture 

that adopts speculative channel direction switch functionality and high priority packet 

penetration ability to enhance the communication performance. In Chapter 4, the 

implementation of AQ-BiNoC router architecture is presented. Based on the concept 

of the bidirectional network, we propose a whole-new direction switch strategy which 

is similar to the bypass pipeline to improve the QoS guarantee on packet latency.  

Experimental results and discussion are presented in Chapter 5. Finally, Chapter 6 

concludes the Thesis.  
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CHAPTER 2 

BACKGROUND KNOWLEDGE 

In this chapter, we will briefly review some concepts on the design of NoC and 

BiNoC router architectures, a popular flow control method using virtual channels, and 

the QoS mechanisms implemented in BiNoC which provide both guarantee service 

(GS) and best effort (BE) traffic classes.  Several distinguished works in these 

research topics will be noted and introduced. 

2.1 Design of Router Architecture 

   When a packet travels from source to destination, routers are the intermediate 

nodes on the path where the packet must pass through. The datapath of the router 

handles the storage and movement of a packet payload, and it consists of buffers, 

switches, function units, and control logic to implement the routing and flow control 

functions. Fig. 2-1 shows the block diagram of a typical virtual channel NoC router. It 

is essential to understand the network function and its performance by observing the 

router design. Modern routers are pipelined at the flit level. Head flits proceed 

through pipeline stages that perform routing and virtual channel allocation and all flits 

pass through switch allocation and switch traversal stages. Sometimes stalls occur in 

the pipeline stage, which means that the flit routing cannot be completed in current 

cycle. 

   Each flit of a packet arrives at the input unit of a router. The input unit contains a 

set of flit buffers to hold arriving flits until they can be forwarded and also maintains 

the state of each virtual channel associated with that input link. To begin transporting 
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a packet, path routing must first be handled to decide the output direction to which the 

packet can be forwarded. With a given output port, the packet requests the output 

virtual channel from the virtual-channel allocation stage. Once a route has been 

decided and a virtual channel allocated, each flit of the packet is forwarded over the 

virtual channel by allocating a time slot on the switch and the output channel using 

the switch allocator and forwarding the flit to the appropriate output unit during this 

time slot. Finally the output unit forwards the flit to the next router in the packet’s 

routing path. 

 

 

Fig. 2-1. Typical Virtual-Channels Router used in a Mesh Network. 
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2.1.1 Pipeline of Router Stages 

   Figure 2-2 shows the pipelined stages for routing a packet. Each flit of a packet 

proceeds through the stages of routing computation (RC), virtual channel allocation 

(VA), switch allocation (SA), and switch traversal (ST) [7]. The RC and VA stages are 

only performed for the head flit. Body flits passing through these control stages do not 

need the RC and VA stages. The SA and ST stages operate on every flit of the packet. 

 

 

Fig. 2-2. Pipelined Package Traversal Stages. 

 

2.1.2  Virtual-Channel Flow Control  

   The performance of interconnection network is limited to only part of the network 

capacity because of coupling resource allocation. The resources include both buffer 

and channel. In wormhole flow control, a single buffer queue is associated with one 

channel in the router. This coupling type makes control logic simple and small, but 

also causes bandwidth utilization problem by making some useable channel idle. 

   As illustrated in Fig. 2-3, the path of packet A uses channel x and channel y but it 

fails to grant channel x. The path of packet B uses channel x and channel z. When 
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packet B enters router 2 and tries to use channel z to leave router 2, the channel z is 

blocked. And the idle channel y is wasting its bandwidth. Packet A is unable to use 

channel y because it cannot attain channel x held by packet B. This is called the 

head-of-line (HOL) problem. 

 

 

Fig. 2-3. Blocking Problem in Wormhole Routers. 

   Virtual-Channel flow control [8,9] associates several virtual channels to a single 

physical channel, thus it overcomes the blocking problem of wormhole flow control 

by allowing another packet to use the channel bandwidth that would otherwise be idle 

when the current packet is blocked. As in wormhole, an arriving head flit must 

allocate a virtual channel, a downstream buffer, and a channel bandwidth to advance. 

Subsequent body flits from the packet use the virtual channel allocated by the header 

and still must allocate a flit buffer and a channel bandwidth. Virtual channels allow 

packets to pass blocked packets, making use of idle channel bandwidth. As illustrated 

in Fig. 2-4, the same case in Fig. 2-3, the difference is the input of routers is 

associated with two virtual channels to store packets A and B at the same time. It 

allows one physical channel to be shared by several VCs. This can decouple the 
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allocation of buffers from channels. When channel z is blocked, channel x still can be 

allocated to packet A and it can bypass the blocked packet B buffer, just like an extra 

lane in street. Thus virtual channels can enhance bandwidth utilization [10]. 

 

Fig. 2-4. Blocking Problem solved by Virtual Channels. 

 

   To implement virtual channels on a typical wormhole router, we need to partition 

the single-queue buffer into multi-queues at each input port and use an additional VC 

allocator. Virtual Channels share one physical channel by operating time-multiplexing 

transmission at each cycle. 

2.2 Quality-of-Service in Network-on-Chip 

   Unlike computer networks which are built for on-going expansion, future growth 

and standards compatibility, on-chip networks can be designed and customized for a 

priority-known set of computing resources, given pre-characterized traffic patterns 

among them. These imply that various components of the network architecture 

including addressing fields and QoS classification can be modified between 

implementations. Moreover, placement of the computing resources can be made 

simultaneously within the network. Dynamic changes of links (link upgrades or 
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failures) are not expected on-chip. But highly reliable link operation has been 

assumed in the early generations of NoCs [11]. 

   The principal goal of an on-chip interconnection network is to satisfy all 

communication demands of heterogeneous modules within the chip. In order to 

manage on-chip network resources adequately, traffic flow can be categorized into 

guaranteed service (GS) and best effort (BE) classes [12,13]. GS traffics are often 

used in some timing critical signals or data streams such as the interrupt signal of 

processors and multimedia application.  In contrast to GS traffics, BE traffics, which 

are generally applied in non-critical traffic flows, ensure transmission correctness and 

could only get the grant to use the bandwidth that GS traffic does not need. Various 

algorithms facilitating the network performance among GS and BE traffics have been 

proposed for general computer network.  However, they are not appropriate for 

on-chip communication since the hardware complexity and computation period must 

be considered as critical constraints [14]. There are some different types of guaranteed 

services implemented on a network.  Referring to the state-of-the-art QoS 

mechanisms for NoCs, they can be categorized into two types of schemes: 

connection-oriented (circuit-switching) and connection-less (packet-switching). 

 In connection-oriented schemes, guaranteed service packets traverse on some 

particular channels or buffers that were previously reserved for them. Specifically, the 

connection path between the source and destination pair of GS packets is built at the 

time before they are injected onto the network.  The control flow of a GS traffic in a 

connection-oriented scheme is similar to that in conventional circuit switching 

techniques. That is the origin of its name. There are several reservation approaches to 

be used. The reservation can be implemented on time, space [15], or both time and 

space [14,16].   Connection-oriented scheme is a reliable method to achieve GS 
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communications in which the QoS guarantee can be up to 100%. However, it comes 

with the greater hardware overhead in the control and storage of resource reservations. 

Moreover, the setup phase of guaranteed traffic presents a timing overhead, which 

causes this scheme not efficient in a non-deterministic application.   

    Connection-less scheme is an alternative way to implement QoS mechanism in 

NoCs.  Different from the connection-oriented schemes, connection-less schemes do 

not execute any resource reservation. It could not provide 100% guarantees because 

the maximum packet latency is still not predictable. The GS traffic is guaranteed in a 

relative fashion in a connection-less scheme by prioritizing each type of traffic flow.  

When two flits in different types are presenting on the same channel simultaneously, 

the higher prioritized flit can interrupt the lower one and traverse this channel 

antecedently [16]. This approach gets the benefits of saving hardware cost and control 

overhead. Also, connection-less schemes can achieve better bandwidth utilization 

because all traffics are allocated with network resources dynamically. With the 

consideration of performance requirements for each service level, a network designer 

can select an appropriate bandwidth implemented in an NoC to both meet the QoS 

constraints and save the wiring cost [17, 18]. 

 As for the BE service classes, they could get the grant to use the bandwidth only 

at the time that guaranteed service does not use.  An important task of that is to 

improve the channel utilization in the network.  In order to let the communication 

smoother, resources allocation between BE packets should be as fair as possible. 

 Although connection-oriented communication guarantees tight bounds for 

several traffic parameters, an erroneous decision of resource reservation might cause 

an unexpected performance penalty.  While in a connection-less network, a 

non-optimal priority assignment has less degradation of throughput though it provides 
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coarse QoS support.  There are some quantitative modeling and comparison of these 

two schemes by running simulations on a multimedia processing platform [19].   

The results show that under a variable-bit-rate application, connection-less technique 

provides a better performance in terms of the end-to-end packet delay.  As pointed 

out in [18], guaranteed services require resource reservation for the worst-case in a 

connection-oriented network even when the average is much lower, which causes a lot 

of wasted resources in the network.  These comparisons can help us to design an 

application-specific NoC using a suitable QoS scheme. 

2.3 QoS-aware BiNoC  

Typical NoC owns channels with fixed direction. It is observed that under 

various traffics, one channel may be full of traffic and another is empty and idle. The 

basic concept of BiNoC [20] is switching channel direction to achieve better 

bandwidth utilization. However, BiNoC architecture only provides good latency 

results for BE traffic because of its channel utilization flexibility, but it is incapable to 

support critical communication guarantees that are much more important for real 

world applications. Fig. 2-5 shows the basic architecture of a QoS-aware BiNoC 

router [21]. There are four virtual channels in each input port. The main concepts of 

the QoS-aware BiNoC are described in the following sub-sections. 
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Fig. 2-5. QoS-aware BiNoC Architecture. 

 

2.3.1 Prioritized Virtual Channel Management and Inter-router Arbitration 

A flexible VC management mechanism is applied to enhance the authority of the 

GS packets in this design as shown in Fig 2-5. In each input port of the router, a 

four-entry prioritized virtual channel module is implemented. Two of the virtual 

channels are specifically designed for GS packets but the other two virtual channels 

can be utilized by both GS and BE packets. The two specific virtual channels for GS 

packet can reduce the blocking probability of GS packets in the VA stage. The 

arbitration is applied to the prioritized virtual channels at the SA stage according to 

the QoS requirements of traffic flows. 
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2.3.2 Inter-Router Transmission Scheme 

   As Fig. 2-6 shows, the inter-router transmission scheme includes a finite state 

machine and two input/output signals each side. The FSMs are driven by the SA stage 

needing and another side’s requests. The output_req_BE/GS signal rises when a 

BE/GS packet at the SA stage requests the direction. Another side will receive the 

corresponding input_req_BE/GS signal to drive FSM.  
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Fig. 2-6.  Inter-Router Transmission Scheme. 

 

2.3.3 Bi-directional Channel Routing Direction Control 

   The states and control signals of the High-priority and Low-priority channel 

control FSMs are shown in Fig. 2-7. The FSM includes four states: Free, GS_wait, 

BE_wait and idle which are defined as follows: 

 Free State: The channel is ready to output data to another connection router. 

 Idle State: The channel is available to input data from another connection router. 

 GS_wait State: An intermediate state for the GS packet to transform from the idle 

state to a free state. It is also the temporary state from input direction to output 

direction. 

 BE_wait State: An intermediate state for BE packet to transform from the idle 
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state to a free state. It is also the temporary state from input direction to output 

direction.  

 

Fig. 2-7. Finite State Machine used in QoS-aware BiNoC. 
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     When the state of FSM is idle, it will remain at this state only if there is no any 

data needed to transmit outbound, or the input request from another connection router 

has a higher priority than the local channel output request. Moreover, when the state 

of FSM is idle, as soon as a GS channel request from the input unit is received, the 

state will be triggered into a GS_wait state. And if a BE channel request is received 

without any GS request triggering, the state will change into a BE_wait state. 

   At each wait state, the output request will be pulled up and a counter will be 

counted up. For the GS request from the port of a High-priority FSM as shown in Fig. 

2-7(a), it will definitely take the channel authority after two-cycle waiting for the 

GS_wait state. When the counter reaches two, the High-priority FSM returns to free 

state and starts data transmission. At the BE_wait state, the waiting process is four 

cycles because there may be higher priority request from the neighbor router to 

interrupt it, and change it into a free state.  

   The Low-priority FSM as shown Fig. 2-7(b) will be initialized at an idle state with 

output requests disabled. If the connection router releases the channel direction, the 

Low-priority FSM will have chance to enter GS_wait or BE_wait stage depending on 

the request priority of traffic. Being a low priority FSM, it needs also four cycles in 

the wait stage because the high priority FSM can interrupt the wait stage of a low 

priority FSM by any channel request. After experiencing four cycles without any 

input request, the low priority FSM will enter the free state and begin the output 

transmission. 

2.4 Express Virtual Channel NoC 

   In the router pipeline bypass discussion, EVC (express virtual channel) is the 

first well-known architecture to show the performance of bypass [22]. It stores the 

bypass packets with an additional buffer which is called express virtual channel. The 
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packets pipeline works as the pipeline baseline router where packets can bypass router 

pipeline under some special condition. EVC-based flow controls the delay and energy 

of a dedicated link by allowing packets to virtually bypass intermediate routers along 

pre-defined virtual express paths between pairs of nodes. Thus, EVCs allow packets 

to skip the entire router pipeline at intermediate nodes and approach the energy and 

delay of a dedicated wire interconnect. Intuitively, this is achieved by statically 

designating a set of EVCs at each router that always connect nodes A and B which are 

k hops away, and prioritizing EVCs over normal virtual channels (NVCs). 

 

Fig. 2-8. EVC Network and its Packet Routing. 

 

   Figure 2-8(a) shows an EVC network, the red dotted lines represent EVCs 

available among the two routers. The traversal example is illustrated in Fig. 2-8(b), 

the data is first transmitted from 01 to 03 in a normal way. And the 03 to 06 and 06 to 

36 paths are both transmitted through an express virtual channel. The pipeline stages 

in the router, (04, 05) and (16, 26), are bypassed. Thus the latency is obviously 

decreased.  
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The implementation of an EVC needs some modifications of buffers, routing, and 

allocation. The bypass is simple because when a packet is available to bypass a router, 

the data will not be written into a buffer but only be stored into a latch and straight 

forwarded. Moreover, the routing algorithm will be more complex because the router 

has to tell which path packet is available to use the bypass function. The EVC 

allocator is responsible for allocating finite resources like destination virtual channel 

buffers and link transmission authority to those packets which request EVC services. 
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CHAPTER 3 

MOTIVATION 

    In the QoS NoC with a connection-less scheme, the GS packets are always 

served with higher priority when they meet congestion and competition. However the 

GS packets still have an upper bound of performance in most of NoC architectures. 

Even in the QoS-aware BiNoC that we are concerned about, the performance of GS 

packets still have space to improve. Reducing latency of GS packets means not only 

increasing the throughput of GS packets but also supporting more traffic under the 

same injection rate. Under a reasonable GS traffic utilization, the GS packets meet 

competition with only one GS packet; therefore, it can be recognized as an absolutely 

granted request at most of cases. This useful characteristic can be used to solve many 

problems in a QoS-aware BiNoC architecture. 

3.1 Problem Description 

   BiNoC is a link direction self-configurable network on-chip design. By the link 

flexibility provided, it takes less overhead and achieves better performance and 

utilization. Using this concept, BiNoC explores similar idea as a mechanism to 

decrease the intermittent traffic congestion in an NoC communication backbone, and 

hence to enhance its overall performance. But there is still a problem in 

direction-switched BiNoC. As shown in Fig 3-1, the wait stage causes a channel idle 

and additional time consuming for direction switching. The pipeline stage executes 

Buffer Writing at T=0, Routing Computation at T=1, Virtual Allocation at T=2, and 

Switch Allocation at T=3. But when the direction is detected reverse at the SA stage, 
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additional cycles are needed to wait the channel switch to the side that the packet 

requests. The wait state of FSM is set because there is propagation delay between two 

routers. For example, as shown in Fig. 3-1 at T=4, there may be data at another side 

being sent to the local router. If we just turn the channel direction reversely, the data 

will be lost, since the try-state buffer acts on one direction at one time. This waiting 

behavior results in a stall in the pipeline and inefficient transmission, because the 

channel will be idle if there is no other data needed to transmit at T=4 from the 

neighbor router.  

Another phenomenon is illustrated in Fig. 3-2. In every router, there is BW, RC, 

VA, SA, ST and OP stages to proceed. For example, there are three hops to transmit, 

then it causes 3 × (5 + 1) =18 cycles to propagate the data for three hops. That is the 

reason why most of pipeline router architectures usually have zero-load latency 

defined by: 

Zero load latency Hops count  pipeline stages= ×           (3.1) 

However, the actual pipeline stages count usually can be more than the pipeline 

stages because of stall. In a QoS scheme, there is a unique characteristic in the GS 

packet traversal, that is, the GS packet usually grants the allocation competition in a 

routing path. It represents that most of the allocation pipeline stages like Switch 

Allocation or Virtual Channel Allocation are waste in time because the GS packets 

take a must-winning competition. As a result, we try to reduce these ignorable stage 

cycles to decrease packet latency. 
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 Fig. 3-1. Data Flow Diagram of BiNoC Direction Switching. 
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Fig. 3-2. Three-hops Pipelined Stages. 

 

3.2 Anticipative Bidirectional Channel Control 

To eliminate the time in waiting for direction switch, we will move the direction 

request mechanism forward to the routing stage, because the RC stage is the first 

stage that provides the output direction information of packets. As illustrated in Fig. 

3-3, the original direction request based on the VA and SA allocations is successful 

because the channel authority is granted based on the buffer (VC) and link (SA). The 

anticipative direction switch can be used to request direction authority even when the 

VA/SA stage status is unknown. And the request sending is speculating that the 

VA/SA request will be granted and successful passed. This work will be mounted with 

GS packets only since the GS packets have more possibility to grant VA/SA both. 
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Fig. 3-3. Anticipative Bidirectional Channel Control. 

 

   With the statistic data table as listed in Fig. 3-4, we can observe that the most of 

output competition at every output port of a QoS-aware BiNoC router has only one 

GS packet involved in. Therefore, we decide to serve this anticipative mechanism for 

GS packets only.  
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There is a similar example in real world: an ambulance carrying patient(s) usually 

has a higher priority in street. It can ignore traffic lights or vehicles in other direction. 

After all, the congestion still happen when there is a car or truck occupying the 

crossroad. The ambulance still has to wait until the road is free to go. If police officers 

are guarding on the crossroad which is far away from the ambulance to ensure that the 

direction and pass authority are guaranteed for the ambulance, the ambulance will get 

more opportunity to pass the intersection of road. 

3.3 Packet Penetration 

   The penetration idea is similar to the penetration pressure in Chemistry Theory. 

The liquid from the higher pressure side of a semi-permeable membrane can pass 

through the membrane to another side. In the packet penetration design, we map the 

membrane into a router, particle availability into priority level, and the pressure into 

the request counts. The GS packets with a high priority can pass through the router 

when they do not excess the GS output requests. We can choose some specific packets 

routing according to the situation of the penetration mechanism. If the priority of a 

packet that can successfully pass a router is higher than the others, we can make the 

packet pass through the router when the data flow is not totally broken by the judge. 

There is an example as shown in Fig. 3-5. Fig. 3-5(a) shows a GS packet traveling the 

pipelined stages of two routers. The priority of this GS packet is high enough to 

compete against other BE packets; we call this phenomenon as oblivious winning 

competition. The penetration can reduce the pipelined stages and resources which the 

GS packet is occupying, in Fig. 3-5(a) the second router has to provide additional 

buffer space and virtual channel/switch allocation. But in Fig. 3-5(b), the second hop 

only provides a simple bypass and configuration to let the GS packet pass through the 

router. The penetration mechanism not only serves the GS packet with shorter latency 
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and less ignorable allocation, but also makes resources not be occupied occasionally. 

 

Fig. 3-5. Example of Packet Penetration. 

 

   There is a similar example in real world: the most of avenues in a big city usually 

are carriageway with more than 3 lanes in each direction. The lanes are separated into 

fast and slow lanes. The fast lanes are guaranteed higher speed and less intersection 

with other roads. The slow lanes are available to pass but almost cross with every road 
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and have much more traffic lights than fast ones. We try to build a much fast 

transmission scheme than the original pipeline and the authority is prioritized instead 

of every available packet to use. 

3.4 Pressure Balance 

   The balance will be required because the fast path build is set based on priority 

and the speculation that the path is not used by any other high priority packet. But in 

real world, there still is opportunity that an ambulance is meeting with another one on 

the road with only one lane. When a direction is monopolized by only one packet for 

a long time, it will make other packet stalled. Moreover, the other packets which need 

transmission quality will be stalled or delayed. When we sacrifice performance of 

some packets, we may break the original quality bottleneck for the specific packet. 

With sacrificing more and more packets, the improvement will reach the gap and 

become saturated. That is why we have to set a balance threshold to keep the trade-off 

not too over and to maintain the overall performance of network. 

3.5 The Proposed Router 

   We propose an Anticipative QoS controlled BiNoC router architecture to improve 

the performance of GS packets. The main idea is reducing the transmission latency 

and inefficient resource occupation. Better bandwidth utilization can be obtained from 

the bi-direction channel switch and virtual channel authority prioritized. Moreover, 

the balance control between the improvement and scarification of packets is 

established by a simple calculation scheme. 

 

 



 35

CHAPTER 4 

ROUTER IMPLEMENTATION 

   Based on the BiNoC architecture introduced in Chapter 2 and combing the idea 

discussed in last chapter, we adopt the bi-direction channel transmission scheme with 

QoS support and present a practical router architecture to be implemented with virtual 

channel in a pipeline fashion. Fig. 4-1 shows the Anticipative QoS controlled BiNoC 

router architecture.  

 

 

Fig. 4-1. Anticipative QoS Controlled BiNoC Router Architecture. 
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4.1 Basic Router Design 

   The basic router architecture as shown in Fig. 4-1 is simple and inherits all the 

characteristics of the QoS-aware BiNoC. The virtual channel architecture is developed 

from the prioritized virtual channel, but the priority level is different from the original 

one. As Fig. 4-2(a) shows, the original virtual channel priority is divided into GS and 

GS/BE levels. In our design as shown in Fig. 4-2(b), we separate the four virtual 

channels into one Penetration GS channel, one GS channel, and two GS/BE channels. 

The additional bypass function will be mentioned in Section 4.3. The Penetration GS 

channel receives the packets sending from the router, which is at a distance of two 

hops away instead of the neighbor routers.  

 

 

Fig. 4-2. Virtual Channel Architecture Comparison. 
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4.2 Anticipative Bidirectional Channel Control 

In Chapter 3, we mentioned about the previous request direction with speculation. 

In Fig. 4-1, we can see that the request from the Routing Computation stage to the 

Channel Controller. This implies that the request will be directly sent to the channel 

controller when the routing computation detects that the packet has a high priority on 

getting granted in other stages. However, we may not grant all packets’ request 

directions that they are heading for. In the pure pre-request experiment, discovering 

every request of direction by a packet at the routing stage causes worse performance, 

because most packets may change direction successfully but fail in switch allocation 

or virtual channel allocation. So we need to limit the number of packets which are 

available to use speculative switch. 

The anticipative bidirectional channel control is suitable only for GS packets. As 

Fig. 4-3 shows, the previous request at the RC stage brings effective time reduction. 

However, not all of packets can get authority at the VA and SA stages. Without 

passing the VA and SA stages at T=2 and T=3, the direction changes for nothing. GS 

packets provide higher priority to guarantee more possibility to grant the authority at 

both VA/SA stages. 
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Fig. 4-3. Data Flow Diagram of Anticipative Bidirectional Channel Control. 

 

4.3 Penetration Ability 

   As introduced in Chapter 3, we want to make GS packets able to bypass the router 

pipelines conditionally. Fig. 4-4 shows the condition whether a packet can bypass the 

router or not as follows. A GS packet in Router A is bypassing Router B and then 
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transmitted into Router C. The packet first gets penetration availability information 

from the routing computation at the RC stage of Router A. And it requests the 

destination virtual channel buffer of Router C at the VA stage of Router A. Finally 

after switch allocation, it can transmit the output data from Router A with an 

additional penetration signal. This signal can stall the original SA process to the same 

direction of Router B and set the crossbar to a specified output direction. The packet 

can directly traverse the ST stage without additional allocation. After departing Router 

B, the packet arrives Router C and will follow the same steps of normal router 

pipelining to complete its routing. 

 

 

Fig. 4-4. Penetration Ability. 

 

   To further introduce the sequence of penetration mechanism, we propose a flow 

diagram in Fig. 4-5. If there is an available info detected in RC stage, packet having 

penetration conditions will compete for the destination virtual channel at VA, and the 

others will do normal virtual channel allocation. After having the penetration virtual 

channel granted, the packet will have a higher priority for competition at the Switch 

Allocation stage. The packet which actually has an authority to penetrate the router 

will raise the signal to stall the router at next hop. 
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Fig. 4-5. Generation of Penetration Packet. 

 

4.4 Penetration Balance 

   The penetration behavior not only reduces the latency of a specific packet but also 

breaks the other GS packets which are transmitting. To improve the case, we propose 

a balance mechanism that uses a flow control to control the penetration process by the 

specified direction in the output channel that was already requested by the excessive 

GS packets. The original flow control for penetration buffer is illustrated in Fig. 

4-6(a). Since the distance between Routers A and C is too far, the buffer-full control 

signal will propagate from Router C through Router B to Router A. The balance 
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mechanism is simple to implement as shown in Fig. 4-6(b), we block the flow control 

signal propagation from Router B to Router A, when the GS packet count from Router 

B to the direction is higher than the threshold value. 

 

 

(a) 

 

(b) 

Fig. 4-6.  Penetration-Buffer Flow Control. 

 

4.5 Proposed Anticipative QoS Controlled BiNoC  

   To integrate the above two specific abilities with BiNoC, we propose an improved 

QoS-aware BiNoC with anticipative bidirectional channel control and penetration 

ability. The channel direction control becomes much complex because the output 

direction of the bypassed router has to be set to the designed direction. Fig. 4-7 

illustrates the active behavior of penetration in BiNoC. At T=2, when the virtual 

channel allocation completely allocates the packet with penetration to a virtual 
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channel, the direction request of next hop from Router B will be sent. At T=4, the 

channel direction between Routers B and C is from B to C. At T=5, the packet will 

bypass the router pipeline and directly use the crossbar with configuration to traverse 

through Router B. 

 

 

Fig. 4-7. Behavior of the Proposed Anticipative QoS Controlled BiNoC. 
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CHAPTER 5 

EXPERIMENT RESULT AND DISSCUSION 

   In order to make a performance comparison and hardware cost estimation 

between the QoS aware BiNoC and our proposed Anticipative QoS Controlled BiNoC 

architectures. A cycle-accurate simulation environment was implemented with 

different router architecture designs in HDL. Every design is comprised of multiple 

functional blocks including routing, channel control, arbitration, and switch fabric. 

The traffic patterns in our simulation environment are synthetic traffics [23] with 

varying QoS utilization from 0.1 to 0.5. The environment simulates wormhole 

switching with a packet separated into head, body, tail flits. The routing algorithm 

used is XY routing which routes packets X direction first and then Y direction. And 

the arbitration for solving packets conflicts with the same priority level is round-robin 

principle.  

5.1 Performance Evaluation on Virtual Channel Routers  

    The characteristics of Typical-NoC, BiNoC, Pre-request BiNoC (Pre-Req BiNoC) 

and Anticipative QoS BiNoC (AQ-BiNoC) used in our experiments are listed in Table 

5.1. To make fair comparison, all the four routers use 4VC BUF32, it means that there 

are total 4 parallel 8-flit-deep-buffers in one input unit with a total of 32 flit buffers. 

The Pre-Req BiNoC is implemented as the BiNoC with channel pre-request 

functionality.  
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Table 5-1. NoC Architectures used in our Experiments. 

  

 

5.2 Synthetic Traffic Analysis 

   In synthetic traffic analysis, the physical layer of our simulation environment 

comprises of 8×8 nodes connected as a mesh array.  Each packet has a constant 

length of 16 flits.  The tests performed sent packets at varying injection rates and 

varying GS packets percentages under different traffics for 25000 cycles. Four types 

of synthetic traffic patterns were run: uniform, regional, transpose, and HotSpot. In 

uniform traffic, a node will be the destination of every other nodes with equal 

probability based on the injection rate. In regional, 90% of the packets are sent to the 

destination at distance less than 3 hops, and most transmission occur among two 

neighbor routers. In transpose traffic, a node at coordinate (i,j) will sent a packet to 

the destination which coordinate is (j,i). In HotSpot traffic, most of packets are send 

to the same destination at once. The traffic is similar with real-case traffic because in 

SoC most IP have communication with the main CPU. The GS percentage defines the 

GS packets count versus total packet count, this value not only represents the GS 

packets utilization but also shows that the architectures can get fit in different QoS 

requirements. 

We analyze the simulation results obtained from low GS percentage first under the 

uniform traffic. Figs. 5-1(a) and (c) represent the GS packet latency with GS 
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percentages of 0.01 and 0.05 respectively. Figs. 5-1(b) and (d) show the respective 

focused-parts of Figs. 5-1(a) and (c). We can discover that the latency of AQ-BiNoC 

is lower than BiNoC, and Pre-Req BiNoC has also latency improvement compared 

with the traditional BiNoC.  
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(d) 

Fig. 5-1. GS Packet Latency at Low GS Percentage under Uniform Traffic. 

 

   Figure 5-2 shows the latency of uniform traffic under higher GS percentage from 

0.1 to 0.5. We only focus on the latencies from zero-load to saturation which is double 

of the zero-load latency. The latency of AQ-BiNoC is 15% less than BiNoC even in 

GS with a percentage of 50%. The simple Pre-Req BiNoC still has similar latency 

curve comparing with BiNoC. The minor improvement comes from the inter-router 

arbitration mechanism. 
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Fig. 5-2. GS Packet Latency at High GS Percentage under Uniform Traffic. 

    

The following graphs show the BE packet latencies in different QoS percentages 

over different injection rates. We can notice that the latencies of BE packet in BiNoC, 

Pre-Req BiNoC and AQ-BiNoC almost have no difference. The reason is that most 

functions implemented are used to serve GS packets only. When the GS packets travel 

much fast in the network, the resources occupied by GS packets could also be 

released as soon as possible. That is why in some cases the BE latency in AQ-BiNoC 

is better than the one in BiNoC. 
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Fig. 5-3. BE Latency vs. Injection Rate in GS Percentages from 0.01 to 0.5. 

 

From Figs. 5-4 and 5-5, we can observe that the improvement of packet is not 

oblivious under regional traffic, the most important reason for the latency of each 

architecture being such close is that the regional traffic is transmitting data to close 

destination mostly. The latency decrease is from the anticipative bi-direction channel 

control only in case where there is no long enough distance of packet transmitting. It 

causes the Pre-Req BiNoC and AQ-BiNoC have the same performance curves. And 

they both improve the neighborhood transmission by the inter-router channel control. 
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Fig. 5-4. Latency of GS Packet in Regional Traffic. 
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Fig. 5-5. Latency of BE Packet in Regional Traffic. 

 
 
 

    The results of latency of GS packets in transpose traffic are illustrated in Fig. 5-6. 

The latency improvement is decreased as the GS percentage grows. The latency of 

AQ-BiNoC is worse than the original BiNoC as the latency grows up to twice of the 

zero-load latency. The reason of this effect may be that since the transpose traffic 

causes congestion at router coordinate (i,i), the penetration ability is limited by half of 
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the network. And the anticipative bi-direction channel control is also useless because 

the transpose traffic data has only one direction to flow. The latency of BE packets are 

shown in Fig. 5-7. The Pre-Req BiNoC has similar behavior with BiNoC. Even in 

high GS percentage, it also can achieve lower latency than AQ BiNoC without losing 

one virtual channel buffer transform into penetration buffer. 
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Fig. 5-6. Latency of GS Packet in Transpose Traffic.  
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Fig. 5-7. Latency of BE Packet in Transpose Traffic. 



 59

 

   The GS and BE latencies in HoSpot traffic are illustrated in Fig. 5-8 and Fig. 5-9. 

The saturation behavior in HotSpot traffic is worse than other traffics because under 

high utilization at small area, a resource of single router will be consumed out at low 

injection rate. We can discover under the burst traffic AQ-BiNoC still got better 

latency even in high GS percentage. 
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Fig. 5-8. Latency of GS Packet in HotSpot Traffic. 
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Fig. 5-9. Latency of BE Packet in HotSpot Traffic. 
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Figures 5-10 and 5-11 illustrate the latencies of AQ-BiNoC vs. BiNoC and NoC, 

respectively. Even under the condition where the GS percentage and the injection rate 

are high, we can observe that the AQ-BiNoC has better latency performance than 

BiNoC and NoC architectures under uniform traffic. 

 

Fig. 5-10. Latency of AQ-BiNoC vs. BiNoC in Uniform Traffic. 
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Fig. 5-11. Latency of AQ-BiNoC vs. NoC in Uniform Traffic. 

 

Analyzing the overall performance improvement of uniform traffic as shown in 

Fig. 5-12, we can find that under higher GS packet percentage, the improvement scale 

becomes smaller. It is reasonable because performance will become worse as same 

resources like penetration buffers are shared by more requesters. But the improvement 

is still effective under higher GS percentage in uniform traffic. This phenomenon can 

be realized by the characteristic of uniform traffic where the packet flows are 

separated into whole network equally. Thus, the resources can be shared averagely to 

whole GS packets which need high transmission quality. 
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Fig. 5-12. Improved Percentage of AQ-BiNoC vs. BiNoC in Uniform Traffic. 

 

Figures 5-13 and 5-14 illustrate the latencies in regional traffic of AQ-BiNoC vs. 

BiNoC and NoC, respectively. Even under the condition where the GS percentage and 

the injection rate are high, we can observe that the AQ-BiNoC has better latency 

performance than BiNoC and NoC architectures. The regional traffic sends packets to 

the destinations which are close to the source coordinates. The improvement is mainly 

provided by the inter router channel arbitration functionality. 
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Fig. 5-13. Latency of AQ-BiNoC vs. BiNoC in Regional Traffic. 

 

Fig. 5-14. Latency of AQ-BiNoC vs. NoC in Regional Traffic. 
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Analyzing the overall performance improvement of regional traffic as shown in 

Fig. 5-15, we found that the improved percentage is generally minor than it in uniform 

traffic. But we can observe that under higher GS packet percentage, the improvement 

still does not decay critically. 

    

 

Fig. 5-15. Improved Percentage of AQ-BiNoC vs. BiNoC in Regional Traffic. 

 

 
Figures 5-16 and 5-17 show the latencies in transpose traffic of AQ-BiNoC vs. 

BiNoC and NoC, respectively. The performance becomes worse when the GS 

percentage and the injection rate are high, but AQ-BiNoC has better latency 

performance than BiNoC and NoC architectures under low injection rate. Since 

transpose traffic sends packets to the destinations which coordinate is the transpose 

value of the sources, most of the packet flow will stuck and against each other at the 

routers which coordinate is (i,i) . Comparing with BiNoC, the AQ-BiNoC router gets 
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less sources; thus, the congestion will be much serious than the competition in 

BiNoC. 

 

Fig. 5-16. Latency of AQ-BiNoC vs. BiNoC in Transpose Traffic. 



 69

Fig. 5-17. Latency of AQ-BiNoC vs. NoC in Transpose Traffic. 

 

   Figure 5-18 emphasizes this phenomenon by the worse latency under high GS 

percentage and high injection rate. 

 

Fig. 5-18. Improved Percentage of AQ-BiNoC vs. BiNoC in Transpose Traffic. 
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Figures 5-19 and 5-20 show the latencies in hotspot traffic of AQ-BiNoC vs. 

BiNoC and NoC, respectively. The overall performance shows that our proposed 

AQ-BiNoC works well under such similar to real traffic case. 

 

 
Fig. 5-19. Latency of AQ-BiNoC vs. BiNoC in HotSpot Traffic. 
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Fig. 5-20. Latency of AQ-BiNoC vs. NoC in HotSpot Traffic. 

 

    
Figure 5-21 shows the improved percentage of AQ-BiNoC vs. BiNoC. The 

performance decayed when injection rate goes high. But in overall situation, 

AQ-BiNoC gets better latency. 
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Fig. 5-21. Improved Percentage of AQ-BiNoC vs. NoC in HotSpot Traffic. 

 

5.3 Estimation on Implementation Overhead 

   Table 5-2 lists the synthesis results of the four architectures compiled in Verilog 

code with Design Compiler. These router architectures are implemented in UMC 90 

nm technology. The timing conditions of all four architectures are fixed at 400Mhz to 

compare their area and power. And we can notice that the timing, hardware, and 

power overhead on AQ-NoC vs BiNoC are all less than 5%.  

 

Table 5-2. Implementation Information. 
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Table 5-3. Critical Timing Implementation Information. 
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CHAPTER 6 

CONCLUSION 

   In this Thesis, we proposed a novel BiNoC backbone architecture AQ-BiNoC 

which features the use of specification in QoS to improve the overall network 

performance. An inter-router communication scheme achieving effective channel 

direction switch and less transmission time was designed without huge hardware 

overhead. As a result, the router architecture and QoS framework can be directly 

applied to any network structure. 

   Experimental results using three different featuring traffic patterns verified the 

performance under different data flow types. The varying GS percentages also 

provide a flexibility to verify the architecture under different QoS requirements. The 

results showed that under these different conditions, the network can get overall better 

latency performance. Finally, the implementation overhead of AQ-BiNoC is 

negligible compared with BiNoC. Under almost the same hardware cost and 

specification, AQ-BiNoC provides better performance. 
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