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摘要 

本論文提出了半古典晶格波滋曼法，此方法是在波滋曼法的

基礎下，使用量子統計(Bose-Einstein Statistics 和 

Fermi-Dirac Statistics)取代古典統計

(Maxwell-Boltzmann Statistics)後展開所得的方法。此方

法可驗證在古典極限(Classical Limit)下可回復原本古典

晶格波滋曼法，亦可由數值驗證得知古典極限下可得傳統晶

格波滋曼法之結果。本文以此一新提出之模擬方法研究量子

氣體運動問題，模擬之問題忽略粒子間交互作用，但因為使

用量子統計之故，粒子在量子統計下的特性如庖立不相容原

理(Pauli Exclusion Principle)、巨觀上傳輸係數之修正

等等均有考慮在內。本文探討一維量子氣體之震波管問題、

二維圓柱流問題、二維微管問題以及三維頂蓋流問題作為驗

證半古典晶格波滋曼法之方式，模擬結果指出了量子統計和

古典統計結果的主要差異。此外，本文亦提出了另一種雙分

布函數熱晶格波滋曼法，可得出一般雙分布函數熱晶格波滋

曼法所得結果，也可作為未來更進一步推廣半古典晶格波滋

曼法之方向。 

關鍵詞:晶格波滋曼法、量子統計、波滋曼方程式 



Abstract 

Unlike describing the physical phenomenon in coordinate or momentum 

spaces in quantum mechanics, semiclassical Boltzmann equation treats 

the system in phase space, and it is much easier to describe the dynamics 

of quantum gases. In this thesis, a class of semiclassical lattice Boltzmann 

methods is developed for solving quantum hydrodynamics and beyond. 

The present method is directly derived by projecting the 

Uehling-Uhlenbeck  Boltzmann-BGK equations onto the tensor Hermite 

polynomials following Grad's moment expansion method.  The intrinsic 

discrete nodes of the Gauss-Hermite quadrature provide the natural lattice 

velocities for the semiclassical lattice Boltzmann method.  Formulations 

for the second-order and third order expansion of the semiclassical 

equilibrium distribution functions are derived and their corresponding 

hydrodynamics are studied. Gases of particles of arbitrary statistics can 

be considered.  Simulations of one-dimensional compressible gas flow 

by using D1Q5 lattices, two dimensional microchannel flow, two 

dimensional flow over cylinder by using D2Q9 lattices and three 

dimensional lid driven cavity flow by using D3Q19 lattices are provided 

for validating this method. It is shown that the classical flow patterns 

such like vortex and vortices shedding in flow over cylinder simulations, 

temperature and pressure contours together with streamline patterns could 

be produced from the present method in classical limit. The results also 

indicate the distinct characteristics of the effects of quantum statistics 

when they are compared with fluid phenomena in classical statistics.  

Keywords: Lattice Boltzmann Method, Semiclassical, Quantum. 
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Chapter 1

Introduction

Contents

1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Conventional LB method . . . . . . . . . . . . . . . . . 3

1.3 Basics of Semiclassical LB method . . . . . . . . . . . 5

1.4 Contents of the Dissertation . . . . . . . . . . . . . . . 8

1.1 Overview

After more than twenty years developments on lattice Boltzmann (LB) method

since its introduction [1][2], the LB method is not just the extension of its

ancestor lattice-gas automaton [3], and even not just a hydrodynamical equa-

tions solver. It has been another approach analyzing Boltzmann equation in

compared with Chapman-Enskog expansion [4] and Grad moment method [5].

LB method is based on the kinetic equations for simulating �uid �ow, see

[6][7][8]. Over the past two decades, signi�cant advances in the development

of the LB method [2][9][10][11] based on classical Boltzmann equations with

the relaxation time approximation of Bhatnagar, Gross and Krook (BGK)

[12] have been achieved. The LB method has demonstrated its ability to

simulate hydrodynamic systems, magnetohydrodynamic systems, multi-phase
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and multi-component �uids, multi-component �ow through porous media, and

complex �uid systems, see [13]. The LB equations can also be directly derived

in a priorimanner from the continuous Boltzmann equations [14][15][16]. Most

of the classical LB methods are accurate up to the second order, i.e., Navier-

Stokes hydrodynamics and have not been extended beyond the level of the

Navier-Stokes hydrodynamics. A systematical method [17][16] was proposed

for kinetic theory representation of hydrodynamics beyond the Navier-Stokes

equations using Grad's moment expansion method [5][18]. The use of Grad's

moment expansion method in other kinetic equations such as quantum kinetic

equations and Enskog equations can be found in [19][20].

Despite their great success, however, most of the existing LB methods

are limited to hydrodynamics of classical particles. Modern development in

nanoscale transport requires carriers of particles of arbitrary statistics, e.g.,

phonon Boltzmann transport in nanocomposite and carrier transport in semi-

conductors. The extension and generalization of the successful classical LB

method to quantum LB method for quantum particles is desirable. Analogous

to the classical Boltzmann equations, a semiclassical Boltzmann equations for

transport phenomenon in quantum gases has been developed by Uehling and

Uhlenbeck [21][22]. Following the work of Uehling and Uhlenbeck based on

the Chapman-Enskog procedure [4], the hydrodynamic equations of a trapped

dilute Bose gas with damping have been derived [23]. In [19], the quantum

Grad expansion using tensor Hermite polynomials has been applied to obtain

the non-equilibrium density matrix which reduces to the classical Grad mo-

ment expansion if the gas obeys the Boltzmann statistics. The full Boltzmann

equations is mathematically di�cult to handle due to the collision integral in

di�erent types of collisions. To avoid the complexity of the the collision term,

the relaxation time model originally proposed by BGK model for the clas-



1.2. Conventional LB method 3

sical non-relativistic neutral and charged gases has been widely used. Also,

BGK-type relaxation time models to capture the essential properties of carrier

scattering mechanisms can be similarly devised for the UUB equations for var-

ious carriers and have been widely used in carrier transports [24]. Recently,

kinetic numerical methods for ideal quantum gas dynamics based on Bose-

Einstein(BE) and Fermi-Dirac(FD) statistics have been presented [25][26]. A

gas-kinetic method for the semiclassical Boltzmann-BGK equations for non-

equilibrium transport has been devised [27].

In this thesis, a new semiclassical LB method for the UUB-BGK equations

based on Grad's moment expansion method by projecting the UUB-BGK

equations onto Hermite polynomial basis has been derived. The relations

between the relaxation time, viscosity and thermal conductivity are obtained

by applying the Chapman-Enskog method [4] to the UUB-BGK equations

for providing the basis for determining relaxation time used in the present

semiclassical LB method. Hydrodynamics based on moments up to second and

third order expansions are presented. Computational examples to illustrate

the methods are given and the e�ects due to quantum statistics are delineated.

In the rest of this dissertation, the conventional LB method and quantum LB

method will be introduced, then comes the basics of semiclassical LB method

which was �rst proposed in [28].

1.2 Conventional LB method

This section will describe the basic algorithm of the LB method. First, an

overview of the historical development of LB method including recently devel-

opments and reviews will be given. Next, the method itself will be described.

Finally, a derivation of the necessary equations and the lattice structures will
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be discussed. The conventional LB method originated from its predecessor,

the lattice gas cellular automata models [3] has become a competitive nu-

merical tool for simulating �uid �ows over a wide range of complex physical

problems [2] [29] [30] [31] [32] [33]. The theoretical background of LB method

is the kinetic theory and Boltzmann equation, which are connected with the

macroscopic Navier-Stokes equation by the Chapman-Enskog expansion. The

LB method can be regarded as a simpli�ed kinetic scheme by using a �nite

set of discrete velocities and a simpli�ed collision integral. Both the algorithm

and the boundary conditions are easy to implement in LB method. As the LB

method computes macroscopic behavior, such as the motion of a �uid, with

equations describing microscopic scales, it operates on a mesoscopic level in

between those two extremes. When compared to the traditional computa-

tional �uid dynamics techniques, the advantages of LB method are mostly on

its clear physics and simple algorithm. While conventional solvers directly dis-

cretize the Navier-Stokes equations, the LB method is essentially a �rst order

explicit discretization of the Boltzmann equation in a discrete phase-space. It

can also be shown, that the LB method approximates the Navier-Stokes equa-

tions with good accuracy. A good review of LB method can be found, e.g.,

in [6][7][8]. In LB method, the simulation region is divided into a cartesian

grid of cells, each of which only interacts with cells in its direct neighbor-

hood. The LB method consists of two steps, the stream step, and the collide

step. These are usually combined with no-slip boundary conditions for the

domain boundaries or obstacles. The simplicity of the algorithm is especially

evident when implementing it. Using a LB method, the particle movement

is restricted to a limited number of directions. As shown in Fig. 3.3 and

Fig. 3.4, a two-dimensional model with 9 velocities (commonly denoted as

D2Q9), and three-dimensional model with 19 velocities (commonly denoted
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as D3Q19) are provided.

1.3 Basics of Semiclassical LB method

Although Boltzmann Equation has been successfully applied to many �eld like

dilute gas dynamics, multi-scale simulations, however, in recent years, micro

and nano technology has been emerged quickly, and the transport phenomena

in semiconductors at low temperatures is very important. There have been

a successful theory in statistical mechanics which can predict the transport

coe�cients like shear viscosity and thermal conductivity of ideal quantum

�uid such like electrons in the metal. The questions arise of whether quantum

systems like that can be described similar to the one developed for the clas-

sical counterpart. When solving these kinds of problems, classical Boltzmann

Equation is not enough and it require quantum mechanical treatments. In

quantum mechanics identical particles are absolutely indistinguishable from

one another and N-particle system can be described by a wave function with

permutation symmetry. In nature, it is found that particles with antisymmet-

ric wave functions are called fermions which obey FD statistics and particles

with symmetric wave functions are called bosons which obey BE statistics.

The statistical properties of fermion and boson systems are profoundly di�er-

ent at low temperature. However, in the classical limit, both quantum dis-

tributions reduce to the Maxwell-Boltzmann(MB) distribution. Boltzmann

equation describes the dynamic behavior of ideal gas by a single-particle dis-

tribution function.

In general, there are three strategies to take for statistically treating a

quantum system [34]. One is to use a kinetic equation governing the density

matrix, another one is to use a kinetic equation with the Wigner distribution
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function, the last one, which is also the method used in this thesis, is to assume

a semiclassical kinetic equation such as the UUB [21][22] kinetic equation as a

generalization of the classical one. In UUB equation, the collision term of the

Boltzmann equation is rewritten with the quantum particle scattering form.

The equilibrium distribution to semiclassical Boltzmann equation is the BE

or FD distributions. The particles obey BE distribution are called bosons and

FD distribution for fermions, no third category has yet been found.

Considering of the recently successful developing on LB method and well

deriving semiclassical Boltzmann equation, it is natural to extend the conven-

tional LB method to the semiclassical LB method for dealing with di�erent

quantum statistics. Although UUB equation introduced above has considered

the quantum statistics and would reveal quantum e�ects in speci�c problems.

However, dealing with UUB equation is still a challenge. In this dissertation,

we proposed a new semiclassical LB method which extends well known LB

method to solve semiclassical Boltzmann equation with BGK approximation.

In [28], a new semiclassical LB-BGK method had been developed, and this

method would describe quantum systems in di�erent approaches. The follow-

ing works about rare�ed channel �ow [35] and axisymmetric �ow of quantum

statistics [36] present di�erent applications of this new method. The idea

of extending the conventional LB method to semiclassical LB method is to

adopt the Grad's moment method to �nd solutions to semiclassical Boltz-

mann equation by expanding f(x, ζ, t) in terms of Hermite polynomials. And

in simulations, the N -th �nite order truncated distribution function fN was

considered. the details will be shown in chapter 3.

It is worth mentioning here the di�erences between the present method and

quantum LB method which is proposed by Succi and Benzi [37][38]. In the

quantum LB method, Dirac equation which is the most general equation de-
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scribing single particle motion in compliance with quantum theory and special

relativity is solved by LB method. In [37], the procedure builds on a formal

analogy between the Dirac equation and a special discrete kinetic equation

known as LB method, it was then shown that the non-relativistic Schrödinger

equation ensues from the Dirac equation under an adiabatic assumption that

is formally similar to the one which takes the Boltzmann equation to the

Navier-Stokes equations in kinetic theory. In [38], it was further shown that

by a proper resort to operator splitting methods, the Dirac equation can be in-

tegrated as a sequence of three one dimensional LB equation evolving complex

valued distribution function. In these works, LB method with complex distri-

bution function is treated as a numerical tool for solving a complex equation.

By using multiscale technique and the Chapman-Enskog expansion on com-

plex variables, the complex partial di�erential equations could be recovered.

Recent years, this procedure is applied for solving many di�erent equations,

for examples, the one-dimensional nonlinear Dirac equation[39], the nonlin-

ear convection-di�usion equations in [40] and the complex Ginzburg-Landau

equation in [41]. It should be also noticed that several quantum lattice gas

cellular automata methods [37][42][43][44] have been recently presented which

applying and extending the concept of classical lattice gas cellular automata

models to treat the time evolution of wave functions for spinning particles and

the Schrödiger equation or the Dirac equation directly. For a more detailed

review, see [45]. However, present semiclassical LB method associated with

the works presented in [25][26][27] are based on the semiclassical kinetic de-

scription. i.e., the particle motion (velocity or momentum) and position are

treated in classical mechanics manner while the particles can be of quantum

statistics. The procedure and physical meanings are much di�erent.
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1.4 Contents of the Dissertation

This Dissertation is organized as following.

Chapter 1 gives an overview of this dissertation, brie�y describes the basic

ideas of semiclassical LB method which combines the elements of semiclassi-

cal kinetic theory and LB method. History and recent developments of LB

method are also given.

Chapter 2 describes the semiclassical kinetic theory. First, some important

concepts of quantum kinetic theory are introduced, then comes the semiclassi-

cal Boltzmann equation which has been developed for several years since UUB

equation [21][22]. Following the previous works, the corresponding semiclas-

sical hydrodynamic equations are developed and compared with the classical

hydrodynamic equations.

In chapter 3, the semiclassical LB method is derived based on expanding

the BE and FD equilibrium distribution function onto the Hermite polyno-

mials. The analysis of semiclassical LB method is also given. In chapter

4, the initial condition and the boundary conditions of the semiclassical LB

method based on conventional LB method are introduced. Since LB method

is a mature �uid simulating method, extending the boundary conditions from

conventional LB method to semiclassical LB method is straightforward.

The numerical validation and examples are given in chapter 5, including

one dimensional shock tube simulation, two dimensional �ow over cylinder,

natural convection �ow, and three dimensional lid-driven cavity simulation.

In chapter 6 the conclusions and future works are given. In Appendix 1, the

Chapman-Enskog analysis of semiclassical LB method is given. Finally, a new

thermal LB model is proposed for the future development of semiclassical LB

method.
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Semiclassical Kinetic Theory
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2.1 Overview

In quantum mechanics, the term semiclassical has di�erent meanings and

all refer to some approximations or situations that combine quantum and

classical properties, for example, Wentzel-Kramers-Brillouin(WKB) approxi-

mation or UUB equation. In this chapter, from the basic concepts to quantum

gases, the collision term of semiclassical Boltzmann equation is derived. Then,

the approximation method, BGK method is introduced, and the equilibrium

distribution function is proposed based on Boltzmann H theory. Finally, semi-

classical hydrodynamic equations are derived from moment integration of the

semiclassical Boltzmann equation with BGK approximation and the results

are compared with their classical counterparts.
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2.2 Introduction to Quantum Gases

Comparing with classical mechanics statistics and quantum mechanics statis-

tics, distinguishability is a very important concept. In classical mechanics

statistics, particles in a system are distinguishable even if they are identical. It

is possible to label particles and track their phase space trajectories with cer-

tainty. Conversely, in quantum mechanics statistics the precise descriptions of

particles motions are limited by Heisenberg uncertainty relation where the si-

multaneous measurements on momentum and position are not allowed. Under

these fuzzy descriptions, the particles become untrackable and the property

of indistinguishability is inherent. The distinguishable property makes the

con�guration di�erent and the corresponding microstate distinct as particle in-

terchanges. The number of microstates are usually very large and microstates

will continually change as time goes on. The time-average behavior of the

system will be identical to the average behavior of all sort microstates cor-

responding to the macrostates at time t. The average behaviors on all the

collection of microstates in any systems are called ensembles of the systems.

In statistical theory, there are three di�erent statistics which are microcanoni-

cal ensemble, canonical ensemble and grand canonical ensemble. In canonical

ensemble the macrostates are characterized by (N, V, T ), and the partition

function is written as QN(V, T ) =
∑

E e
−βE, wherein β = 1/kbT . In the ideal

quantum gas system, the energy eigenvalues E are composed of single particle

states in occupation set {nε}, ε is the single-particle energy, and E can be

expressed in terms of ε as E =
∑

ε nεε. The values of the numbers nε must

satisfy the condition ∑
ε

nε = N (2.1)

According to the discussions of distinguishable property given above, we
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can write down the statistical weight factor for FD, BE and MB statistics as:

WFD{nε} = {
1 if all ε = 0 or 1

0 otherwise
}, (2.2)

WBE{nε} = 1, (2.3)

WMB =
∏
ε

1

nε!
. (2.4)

We can further write the partition function of a N particle system

QN(V, T ) =
′∑

{nε}

W{nε}e−β
∑

ε nεε (2.5)

∑′ means the summation over all distribution sets that satis�es (2.1). To

work out the partition function within
∑′ is relatively complicated since the

summation is under some constraints. Now substituting (2.3) and (2.2) into

(2.5), one has

QN(V, T ) =
′∑

{nε}

e−β
∑

ε nεε.

The di�erences between BE and FD statistics arises from the values that

the number nε can take. However, the restriction (2.1) makes the canonical

ensemble cumbersome here. The grand partition function seems to provide

an e�cient way

ϑ(z, V, T ) ≡
∞∑

N=0

zNQN(V, T ) =
∞∑

N=0

[
′∑

{nε}

∏
ε

(ze−βε)nε ]

=
∑

{n0,n1,··· }

(ze−βε0)n0(ze−βε1)n1(· · · )

=


∏
ε

(1− ze−βε)
−1

BE case, ze−βε < 1∏
ε

(1 + ze−βε) FD case
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The average occupation number in state ε

< nε > =
1

ϑ
[− 1

β
(
∂ϑ

∂ε
)z,T,all other ε]

=
1

z−1eβε + η

where η = −1 for bosons, η = −1 for fermions, η = 0 for MB gas. It

is convenient to de�ne the thermodynamic potential q to �nd the average

number and energy

q(z, V, T ) ≡ lnϑ =
PV

kT
= η

∑
ε

ln(1 + ηzeβε) (2.6)

N̄ = z(
∂q

∂z
)V,T =

∑
ε

1

z−1eβε + η
(2.7)

Ē = −(
∂q

∂β
)z,V =

∑
ε

ε

z−1eβε + η
(2.8)

2.3 Semiclassical Boltzmann Equation(UUB Equa-

tion)

Boltzmann equation is successful in describing dilute classical monatomic

gases. People showed the derivation of the Boltzmann equation from the

Newtonian of motion for the many particle system under suitable assump-

tions. Hereinafter, the semiclassical Botlzmann equation (also called UUB

equation) is used for describing the �ow of fermions and bosons. The gener-

alized Boltzmann equation is

∂tf +
p

m
· ∇xf + F · ∇ξf = R(f), (2.9)

where F = ma is the external force. The quantum particles are assumed

to obey the streaming mythology like the left hand side of the Boltzmann
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equation. It should be emphasized here that the major and only di�erence

between semiclassical Boltzmann equation and classical Boltzmann equation

is the collision term R(f). In the classical one, collision term is derived based

on classical mechanics [46] while it is derived by quantum scattering theory

in the semiclassical one [23]. The collision term for semiclassical Boltzmann

equation is described below [21].

R(f) =

∫
dp1

∫
dΩK(p,p1,Ω){[1 + ηf(p, t)][1 + ηf(p1)]f(p

∗, t)f(p∗
1, t)

(2.10)

−[1 + ηf(p∗, t)][1 + ηf(p∗
1)]f(p, t)f(p1, t)},

where the function K is the collision kernel, Ω is the solid angle. η = +1 de-

notes the case of BE statistics and η = −1 denotes the case of FD statistics.

We observe that the Pauli exclusion principle is included in the case of fermion

and a population factor for boson is included. It is noted that the Boltzmann

equation of the classical statistics is included in (2.10) as a special case when

η = 0. The population in �nal state is neglected. This shows the classical col-

lision term can be recovered when considering dilute, non-degenerate classical

gases.

Although semiclassical Boltzmann equation has been derived from consid-

ering quantum particles collisions, the complexity of the collision term is still

a obstacle for computation. One straightforward way to solve this problem

is to approximate the complex collision term R(f) with BGK approximation

f−feq,Q

τ
which was �rst proposed in [12]. BGK approximation makes the di-

rect solution of the BGK-Boltzmann equation tractable. After introducing

the BGK approximation, (2.9) could be rewritten as

∂

∂t
f + ξ · ∇xf + a · ∇ξf = −f − f eq

τ
. (2.11)
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In this BGK-Boltzmann equation, f eq could be quantum equilibrium distri-

bution function f eq,Q or classical equilibrium distribution function f eq,C . f eq

means the probability of particles (electrons, phonons, photons, etc...) occu-

pying a speci�c quantum state in equilibrium, such that, the physical meaning

of f eq is the same as < n > which has been derived in last section. The gen-

eralized equilibrium distribution function is

f eq,Q(ε) =< nε >=
1

z−1eβε + η
(2.12)

where z ≡ e−βµ is the fugacity and ε = m(ξ−u)2/2 is the energy of particle.

The parameter η determines which statistics f eq,Q belong to.

2.4 Semiclassical Hydrodynamic Equations

The semiclassical hydrodynamic equations are obtained by taking moments

ψ = [1,mξ,mξ2/2] on the semiclassical Boltzmann equation of (2.9) with the

collision term (2.10), then integrating the resulting equations over all ξ.

∂t

∫
ψfdΞ+∇x

∫
ψξfdΞ− a

∫
ψ∇ξfdΞ =

∫
R(f)ψdΞ (2.13)

The integrals of the collision terms in all three cases should preserve the

conservation property. That means the conservation of mass, momentum

and energy need to be satis�ed all the time, which is called the compatibility

condition,

∫
R(f)ψdΞ = 0, ψ =


1

mξ

1
2
m(ξ2x + ξ2y + ξ2z )

 , (2.14)

where dΞ = m3dξ/h3 is the in�nitesimal volume in momentum space. We

note that the collision in BGK model should also preserve the compatibility
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condition,

1

τ

∫
(f − f eq)ψdΞdt = 0, ψ =


1

ξi

1
2
m(ξ2i + ξ2j + ξ2k)

 . (2.15)

The de�nitions of the number density, number density �ux, and energy

density are given, respectively, by

n(x, t) =

∫
fdΞ,

j(x, t) = m

∫
ξfdΞ,

E(x, t) = m

∫
ξ2

2
fdΞ.

Other de�nitions of higher order moments such as internal energy density

ε(x, t), stress tensor Pij(x, t), heat �ux vector qi(x, t) are also given,

ε(x, t) =
m

2

∫
|ξ − u|2f(ξ,x, t)dΞ

Pij(x, t) = m

∫
(ξi − ui)(ξj − uj)f(ξ,x, t)dΞ

qi(x, t) =
m

2

∫
|ξ − u|2(ξi − ui)f(ξ,x, t)dΞ.

We can have the familiar form of hydrodynamic equations,

∂n

∂t
+
∂nui
∂xi

= 0 (2.16)

ρ
dui
dt

+
∂Pij

∂xj
= ρai (2.17)

ρ
dε

dt
+ Pij

∂ui
∂xj

=
∂qi
∂xj

, (2.18)

where, d
dt

= ∂
∂t

+ ui
∂
∂xi

. We have brie�y described the equilibrium distribu-

tion including MB, FD, and BE distributions. The next step is to derive the

corresponding hydrodynamic equations under these statistics. Although the
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hydrodynamic equations are the same in both classical and semiclassical ver-

sion, the transport coe�cients are di�erent due to the di�erences between f eq,Q

and f eq,C . After some straightforward algebraic manipulations, the equation

of state of pressure p, the number density n and total energies E in classical

and quantum statistics as:

pc = nkBT

nc =
z

Λ3

Ec =
3

2
nkBT +

D

2
mnu2,

and

pq = nkBT
g5/2(z)

g3/2(z)

nq =
g3/2(z)

Λ3

Eq =
3

2
nkBT

g5/2(z)

g3/2(z)
+
D

2
mnu2.

gν is the generalized FD/BE function which is de�ned as

gν(z) ≡
1

Γ(ν)

∫ ∞

0

xν−1

z−1ex + η
dx, (2.19)

wherein Γ(ν) is the Gamma function. Notice that in classical limit, gν(z)

will approach z no matter what the number ν is. We can check that the

pressure pq, number density nq and total energies Eq will approach the classical

counterpart in classical limit. We can also check the speci�c heat γ = Cp/Cv,

in ideal classical gas,γc = 5/3 for monatomic gas, but γq = 5
3

g5/2(z)g1/2(z)

g2
3/2

(z)

in ideal quantum gas, which depends on the fugacity z and not constant.

Obviously, γq approaches γc in classical limit. Moreover, more hydrodynamical
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coe�cients like viscosity and thermal conductivity are given by

µq = τnkBT
g5/2(z)

g3/2(z)
= τP

κq = τ
5kB
2m

[
7g7/2(z)

2g3/2(z)
−

5g5/2(z)

2g23/2(z)
]nkBT, (2.20)

and the classical coe�cients are also listed for comparing:

µc = τnkBT = τP

κc = τ
5kB
2m

nkBT = τ
5kB
2m

P. (2.21)

All the semiclassical coe�cients will approach their classical counterparts and

Prandtl number equals 1 in classical coe�cients. However, in semiclassical

model, the Prandtl number depends on the fugacity z and is no more a con-

stant number. Similar results could be found in linearized semiclassical Boltz-

mann equations [23]. Until now, the semiclassical Boltzmann Equation and

the semiclassical hydrodynamical equations have been introduced and com-

pared with their classical counterparts. In those descriptions there appears an

important parameter z which is not shown in classical Boltzmann equation

or MB statistics. The physical meaning of the fugacity z is described below:

Recall number density in semiclassical representation nq =
g3/2(z)

Λ3 , if we con-

sider 0 < z < 1, then g3/2(z) ≃ z, we have z = nq(h
2/2πmkBT )

3/2 = nqΛ
3.

From this equation, z can be interpreted as the ratio of Λ3 to average volume

occupied by particles. In other words, it is the ratio of occupied length to

particles thermal wavelength. When z is small, it means the order of spa-

tial dimension is larger than the thermal wavelength and we can neglect the

degeneracy e�ect of particles (highly non-degenerate gas). For large z, the

degeneracy e�ect is important (highly degenerate gas) because the order of

thermal wavelength is comparable to the spatial dimension. Moreover, the

thermal wavelength is proportional to T−1/2, that means when the number
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density is in normal condition this e�ect will be obvious especially in the low

temperature. In summary, when z → 0 the quantum distribution will coin-

cide with the classical one, and the physical explanation is that the length

dimension of particle is larger than the particle de Broglie wavelength. The

wave property will not be important. When z is considerably large, two length

scales become comparable and one cannot omit the quantum e�ect anymore.

So, we can think the fugacity z is the index of the degree of degeneracy. The

fugacity z has some restrictions in two di�erent quantum distributions. In the

case of Boson, z should not exceed 1 because of the non-negative density, and

in the Fermion case there are no such restrictions on z.

Finally, the actual correction values of the generalized Fermi function is shown

in Fig. 2.1. One �nds the BE and FD curves overlap MB curve in z → 0

limit, that means the classical statistics could only work in the classical limit

(z → 0) of quantum statistics. Moreover, z is restricted in 0 ≤ z ≤ 1 for Bose

gas, the function g3/2(z) increases monotonically with z and is bounded, its

largest value being g3/2(1) = 2.612.
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Figure 2.1: Bose and Fermi functions in di�erent fugacity z. (a) Bose Func-
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3.1 Overview

In this chapter, the semiclassical LB method will be derived from semiclas-

sical Boltzmann equation with BGK approximation (2.11). In general, there

are two steps for deriving LB method from the continuous Boltzmann equa-

tion. First, the time discretization is achieved by integrating the Boltzmann
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equation along characteristic line. Second, the discretization of space is done

by low Mach expansion or Hermite polynomials expansion. The derivations

of semiclassical LB method is following the Hermite expansion procedures

and the results are extended to multiple relaxation time version. The derived

equations could be validated by reducing the SLB equation to classical one in

classical limit.

3.2 The Derivations of Conventional LB method

Just like other numerical methods, discretization of time and space before

simulating continuous models or equations on a discrete digital computer is

necessary, the detailed procedures are listed below.

3.2.1 Time Discretization

Consider the semiclassical Boltzmann equation with BGK approximation (2.11),

and neglect the forcing term here:

∂tf + ξ · ∇f = RBGK(f) = −1

τ
[f − f eq] (3.1)

Rewrite the Boltzmann BGK Equation (3.1) in the form:

Dtf +
1

τ
f =

1

τ
f eq (3.2)

where Dt ≡ ∂t + ξ · ∇. Then, integrating (3.2) over a time step δt along

characteristics:

f(x+ ξδt, ξ, t+ δt) = e−δt/τf(x, ξ, t) +
1

τ
e−δt/τ

∫ δt

0

et
′/τf eq(x+ ξδt

′
, ξ, t+ δt

′
)dt

′

(3.3)
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By using Taylor expansion, and neglecting the high order terms O(δt
2), also

with τ ∗ = τ/δt, the standard LB equation is derived as:

f(x+ ξδt, ξ, t+ δt)− f(x, ξ, t) = RBGK(f) = − 1

τ ∗
[f(x, ξ, t)− f eq(x, ξ, t)],

(3.4)

This equation indicates the basic procedures of LB method: streaming and

collision. Since we have got the time discretization LB equation, the follow-

ing processes will focus on discretizing the equilibrium distribution function

f eq(x, ξ, t) on velocity space .

3.2.2 Space and Velocity Discretization

In LB method, computational domain is discretized on a regular lattice with

�xed grid spacing which makes this method simple. Although original LB

method is empirically derived from lattice gas automata, however, modern LB

method is derived from continuous Boltzmann equation and has a concrete

physical interpretation compared with those come from empirical derivations.

The two di�erent approaches to discretizing the computational domain are

low mach number expansion and hermite polynomials expansion. In

the following derivations, particles are in high temperature, low density and

under classical statistics are assumed. That means, the distribution follows

the classical MB statistics. And the MB equilibrium distribution function is:

f eq,C =
n

(2πθ)D/2
exp[− c2

2θ
] (3.5)

wherein n is the number density, D is the space dimension, θ = RT the

temperature and the peculiar velocity c = ξ − u. ξ is the molecular velocity

and u the mean velocity. C means classical equilibrium distribution function

here.
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3.2.2.1 Low Mach Number Expansion

Expanding (3.5) by Taylor expansion, we can get the discrete equilibrium

distribution function as:

f eq,C ≈ n

(2πθ)D/2
exp(− ξ2

2θ
)[1 +

ξ · u
θ

+
(ξ · u)2

2θ2
− u2

2θ
] (3.6)

After choosing some suitable weighting and quadrature points to recover the

original moment integration, it will become the frequently used LB model. We

use D2Q9 model for example for presenting these procedures. First, we need

to discretize the momentum space ξ properly. The integration is replaced by

the summations as:∫
ψ(ξ)f eq,C(x, ξ, t) =

∑
a

Waψ(ξa)f
eq,C(x, ξa, t), (3.7)

where ψ(ξ) is the polynomial of ξ. Then, the above integral is evaluated by a

Gaussian-type quadrature:

I =

∫
exp(− ξ2

2θ
)ψ(ξ)dξ =

∑
a

Waexp(−
ξ2

2θ
)ψ(ξa), (3.8)

A cartesian coordinate system is used to recover the D2Q9 model. Therefore,

we set ψ(ξ) = ξmx ξ
n
y , where ξx and ξy are the x and y components of ξ. Such

that, the integrand I will be

I = (
√
θ)(m+n+2)ImIn, (3.9)

where Im =
∫ +∞
−∞ e−ς and ς = ξx/

√
2θ or ς = ξy/

√
2θ. For D2Q9 model, the

third-order Hermite formula for evaluating Im is chosen, i.e. Im =
∑3

j=1 ωjς
m
j .

The three abscissas of the quadrature are:

ς1 = −
√
3/2

ς2 = 0

ς3 =
√

3/2, (3.10)
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and the corresponding weight coe�cients are:

ω1 =
√
π/6

ω2 = 2
√
π/3

ω3 =
√
π/6. (3.11)

After this integrating, the equilibrium distribution function of the D2Q9 model

is:

f (0),C
a = ωan[1 +

3ξa · u
c2

+
9(ξa · u)2

2c4
− 3u2

2c2
], (3.12)

where c =
√
3θ ≡ δx

δt
. δx is the space between two adjacent lattices. Similarly,

other models like D2Q7 and D3Q27 can be derived in a similar manner.

3.2.2.2 Hermite Polynomials Expansion

Hermite polynomials expanding of the distribution function for LB method

was �rstly presented in [17], then well developed in [47] and [16]. This method

is inspired by [5], [18] and [48]. The brief descriptions are described below.

Following the approaches in [17][16][47], we adopt the Grad's moment ap-

proach and seek solutions to (3.4) by expanding f(x, ξ, t) in terms of Hermite

polynomials,

f(x, ξ, t) = ω(ξ)
∞∑
n=0

1

n!
a(n)(x, t)H(n)(ξ) (3.13)

And the expansion coe�cients a(n) are given by

a(n)(x, t) =

∫
f(x, ξ, t)H(n)(ξ)dξ (3.14)

where ω(ξ) = 1
(2π)3/2

e−ξ2/2 is the weighting function, a(n) andH(n)(ξ) are rank-

n tensors and the product on the right-hand side denotes full contraction. Here

and throughout the dissertation, the shorthand notations of Grad [5] for fully

symmetric tensors have been adopted.
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Some of the �rst few tensor Hermite polynomials are given here,

H(0)(ξ) = 1

H(1)
i (ξ) = ξi

H(2)
ij (ξ) = ξiξj − δij

H(3)
ijk(ξ) = ξiξjξk − ξiδjk − ξjδik − ξkδij

The �rst few expansion coe�cients can be easily identi�ed with the familiar

hydrodynamic variables:

a(0) =

∫
fdξ = n

a(1) =

∫
fξdξ = nu

a(2) =

∫
f(ξ2 − δ)dξ = P+ n(u2 − δ)

a(3) =

∫
f(ξ3 − ξδ)dξ = Q+ u(a(2) − 2nu2) (3.15)

Where the momentum �ux tensor is de�ned as P = Pij ≡
∫
fcicjdc, the

heat �ux tensor is de�ned as Q = gijk ≡
∫
fcicjckdc, and We also have ε =

1
2
[a

(2)
ii −n(uu−3)]. The orthogonality of Hermite polynomials implies that the

leading moments of a distribution function up to the Nth order are preserved

by truncations of the higher-order terms in its Hermite expansion. Thus, a

distribution function of the Boltzmann-BGK equation can be approximated by

its projection onto a Hilbert space spanned by the �rst N Hermite polynomials

without a�ecting the �rst N moments. Here, up to Nth order, fN(x, ξ, t)

has exactly the same velocity moments as the original f(x, ξ, t) does. This

guaranties that a LB method gas dynamic system can be constructed by a

�nite set of macroscopic variables. As a partial sum of Hermite series with

�nite terms, the truncated distribution function fN can be completely and

uniquely determined by its values at a set of discrete abscissae in the velocity
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space. This is possible because with f truncated to order N , the integrand

on the right-hand side of (3.14) can be expressed as:

fN(x, ξ, t)H(n)(ξ) = ω(ξ)q(x, ξ, t) (3.16)

where q(x, ξ, t) is a polynomial in ξ of a degree no greater than 2N . Using

the Gauss-Hermite quadrature, a(n) can be precisely calculated as a weighted

sum of functional values of q(x, ξ, t):

a(n)(x, t) =

∫ ∞

−∞
ω(ξ)q(x, ξ, t)dξ =

l∑
1

waq(x, ξa, t)

=
l∑
1

wa

ω(ξa)
fN(x, ξa, t)H(n)(ξa), (3.17)

where wa and ξa, a = 1, ..., l, are, respectively, the weights and abscissae of

a Gauss-Hermite quadrature of degree ≥ 2N . Thus, fN is completely de-

termined by the set of discrete functional values, fN(x, ξa, t); a = 1, ..., l, and

therefore its �rst N velocity moments, and vise versa. The set of discrete dis-

tribution functions fN(x, ξa, t) now serve as a new set of fundamental variables

(in physical space) for de�ning the �uid system in place of the conventional

hydrodynamic variables.

Next, we expand the equilibrium distribution f eq,C in the Hermite polyno-

mial basis to the same order as fN , i.e., f eq,C(x, ξ, t) ≈ f (0),C,N(x, ξ, t), and

we have

f (0),C,N(x, ξ, t) = ω(ξ)
N∑

n=0

1

n!
a
(n)
0 (x, t) · H(n)(ξ) (3.18)

a
(n)
0 (x, t) =

∫
f eq,C(x, ξ, t)H(n)dξ (3.19)
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These coe�cients a
(n)
0 can be evaluated exactly and we have

a
(0)
0 = n, a

(1)
0 = nu,

a
(2)
0 = n[uu+ (θ − 1)δ],

a
(3)
0 = n[uuu+ (θ − 1)δu] (3.20)

where n,u and θ are in non-dimensional form hereinafter.

Denote f
(0),C
a ≡ waf

eq,C(ξa)/ω(ξa) and for N = 3, we get the explicit

Hermite expansion of the MB distribution at the discrete velocity ξa as:

f (0),C,3
a = wan{1 + ξa · u+

1

2
[(u · ξa)2 − u2 + (θ − 1)(ξ2a −D)]

+
ξ · u
6

[(u · ξa)2 − 3u2 + 3(θ − 1)(ξ2a −D − 2)]}. (3.21)

where D = δii. We could check if θ = 1 which means isothermal here. Then

(3.21) up to second order will be as the same as (3.6).

3.3 The Derivations of Single Relaxation Time

Semiclassical LB method

The left hand side of UUB-BGK equation is as the same as the conventional

Boltzmann-BGK equation (3.1). The only di�erence of this two equation is

the equilibrium distribution function on the right hand side, that means, the

classical equilibrium distribution function f eq,C (3.5) is replaced by the quan-

tum equilibrium distribution function f eq,Q (3.22) in UUB-BGK equation.

The quantum equilibrium distribution function which includes BE equilib-

rium distribution function and FD equilibrium distribution function has been

derived as (2.12) and rewritten here as:

f eq,Q = {z−1 exp[
(ξ − u)2

2θ
]− η}−1, (3.22)
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First, The macroscopic variables is de�ned as

Φ(x, t) =

∫
m3dξ

h3
ϕf. (3.23)

For examples, the number density

n(r, t) =

∫ ∞

−∞

m3dξ

h3
f eq,Q =

1

Λ3
g3/.2(z) (3.24)

the pressure is

p(x, t) ≡ Pii/3 = 2ε/3 =
kBT

Λ3
g5/.2(z) (3.25)

wherein, Λ = [h2/2πm2θ]1/2 is the de Broglie thermal wavelength, gν the

generalized FD/BE function which has been de�ned in Ch2 (2.19) together

with the calculation approximations is listed as

gν(z) ≡
1

Γ(ν)

∫ ∞

0

xν−1

z−1ex + η
dx =

∞∑
l=1

(−η)l−1 z
l

lν
. (3.26)

Notice that the series is valid only when z < 1. In deriving semiclassical

LB method, the particle velocity dimension d and space dimension D do not

need to be the same, such that we could have the more generalized results.

Following the same procedures applied to classical gases in [16] and already

brie�y described above, de�ning ζ = mdξ
hd , and dζ = mddξ/hd, such that the

coe�cients a
(n)
0 which is de�ned as (3.14) of the semiclassical expansion can

be calculated as

a
(0)
0 =

gd/2
Λd = n

a
(1)
0 = nu

a
(2)
0 = n[uu+ d

D
θ
gd/2+1

gd/2
δ̂ − δ]

a
(3)
0 = n[uuu+ ( d

D
θ
gd/2+1

gd/2
δ̂ − δ)u].

(3.27)

Notice that the coe�cients a
(N)
0 here is not yet non-dimensional, and δ has

the same dimension as uu, δ̂ represents delta without dimension. To nondi-
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mensionalize those coe�cients we choose some reference variables as:

Λref =
h

m(2πθref )
1
2

(3.28)

uref =
√
θref (3.29)

nref =
1

Λd
ref

(3.30)

θ̂ =
θ

θref
, (3.31)

and notice the non-dimensional coe�cients are:

â
(0)
0 =

a
(0)
0

nref

â
(1)
0 =

a
(1)
0

nrefuref

â
(2)
0 =

a
(2)
0

nrefu
2
ref

â
(3)
0 =

a
(3)
0

nrefu
3
ref
.

(3.32)

Combine (3.27) and (3.32), the non-dimensional coe�cients are derived as

below:

a
(0)
0 :

a
(0)
0 =

gd/2
Λd

= n

â
(0)
0 · nref =

gd/2
Λd

= n̂ · nref

â
(0)
0 =

Λd
refgd/2

Λd
= n̂

â
(0)
0 = θ̂d/2gd/2 (3.33)

a
(1)
0 :

a
(1)
0 = nu

â
(1)
0 · nrefuref = n̂ · nref û · uref

â
(1)
0 = n̂û (3.34)
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a
(2)
0 :

a
(2)
0 = n[

d

D
θ
gd/2+1

gd/2
δ̂ − δ] + nuu

â
(2)
0 · nrefu

2
ref = n̂ · nref [

d

D
θ̂ · u2ref

gd/2+1

gd/2
δ̂ − δ̂ · u2ref ] + n̂ûû · nrefu

2
ref

â
(2)
0 = n̂[

d

D
θ̂
gd/2+1

gd/2
− 1]δ̂ + n̂ûû (3.35)

a
(3)
0 :

â
(3)
0 = n̂[ûûû+ (

d

D
θ̂
gd/2+1

gd/2
− 1)δ̂û] (3.36)

Finally, we take o�ˆon every variables and all the non-dimensional coe�-

cients are listed as:

a
(0)
0 = θd/2gd/2 = n

a
(1)
0 = nu

a
(2)
0 = n[

d

D
θ
gd/2+1

gd/2
− 1]δ + nuu

a
(3)
0 = n[uuu+ (

d

D
θ
gd/2+1

gd/2
− 1)δu] (3.37)

Put (3.37) into (3.13) and notice the variable ξ has been replaced by ζ now,

we can get the expansion of the quantum equilibrium distribution function.

f (0),Q,3
a = ωan{1 + ζa · u+

1

2
[(ζa · u)2 − u2+

d

D
θ
g d

2
+1

g d
2
−1

(ζ2
a −D)].

+
ζa · u
6

[(ζa · u)2 − 3u2 + 3(
d

D
θ
g d

2
+1

g d
2
−1

)(ζ2
a −D − 2)]}. (3.38)

To validate this result, we note that in classical limit z << 1, the general-

ized FD function gν(z) will approximately equal z no matter what the order ν

is. That means,
gd/2+1(z)

gd/2(z)
= 1 in (3.38), such that, the semiclassical equilibrium
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distribution function (3.38) in classical limit will become

(3.38)In_Classical_Limit = ωan{1 + ζa · u

+
1

2
[(ζa · u)2 − u2+

d

D
θ(ζ2

a −D)]+
ζa · u
6

[(ζa · u)2 − 3u2 + 3(
d

D
θ)(ζ2

a −D − 2)]}.

(3.39)

Comparing this result with (3.21), when d equals D, (3.21) and (3.39) are the

same in the classical limit.

3.3.1 Summary of Single Relaxation Time Semiclassical

LB Method

Once we have obtained fN and f eq,Q,N at the discrete velocity abscissae ζa,

we are ready to set up the whole system for solving (3.1) in the physical

con�guration space. We use (3.4) for solving (3.1) in the following simulations.

For clearly (3.4) is listed below.

fa(x+ ζa, t+ 1)− fa(x, t) = −1

τ
[fa − f (0),Q

a ]. (3.40)

where f
(0),Q
a is given by (3.38) and τ could be calculated from (2.20). Ap-

plying Gauss-Hermite quadrature to the moment integration, we have the

macroscopic quantities, the number density, number density �ux, and energy

density. And the macroscopic variables become:

n(x, t) =
l∑

a=1

fa(x, t),

nu =
l∑

a=1

faζa,

n(Dθ
g5/2(z)

g3/2(z)
+ u2) =

l∑
a=1

faζ
2
a . (3.41)

In summary, (3.40) and (3.41) form a closed set of di�erential equations gov-

erning the set of variables fa(x, t) in the physical con�guration space. All the
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macroscopic variables and their �uxes can be calculated directly from their

corresponding moment summations.

We should note that there appears the fugacity z in this semiclassical LB

method that not shown in classical LB method, such that, we need some addi-

tional procedures to calculate the fugacity z. The detail calculating procedures

are shown below. First, the density can be calculated as

∑
a

fa = n (3.42)

and the velocity is calculated as

∑
a

faζa = nua (3.43)

Then, recall the two formulas:

n = θd/2gd/2 (3.44)

∑
a

faζ
2
a = ndθ

gd/2+1

gd/2
+ nu2 = 2E, (3.45)

where E is the total energy. Combining (3.44) and (3.45), we can get

2E − d(
n

gd/2
)
2+d
d gd/2+1 − nu2 = 0 (3.46)

By solving(3.46) with Newton method, we can get the fugacity z. then we

can get temperature θ from (3.44). Since the derivation is based on expanding

distribution function f onto Hermite polynomials as [16], the lattices and

corresponding weights listed in [16] also could be used. The D2Q9 lattice

model for two dimensional �ow and D3Q19 lattice model for three dimensional

�ow are listed in Fig. 3.3, Table 3.2 and Fig. 3.4, Table 3.3. The subscript

fs denotes a fully symmetric set of points.
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The present semiclassical LB method is derived from expanding distribu-

tion function onto Hermite polynomials. The accuracy of semiclassical LB

method should be carefully discussed. According to [16], the second order

N = 2 kinetic theory of hydrodynamics is necessary for representing n, u, θ

and the momentum �ux tensor P . On the other hand, to describe the dynam-

ics of the internal energy of a �uid system, the third-order N = 3 Hermite

terms must be retained. The most important principle we should notice is

that the higher order N we expand the equilibrium distribution function f ,

the higher quadrature degree n of lattice structure we should use. The rela-

tion between them is n ≥ 2N . Such that, an accurate Navier-Stokes level of

description for an isothermal momentum equation requires a quadrature of a

degree of precision greater than 6. And we should include the Hermite expan-

sion up to N ≥ 4, and the quadrature degree up to n ≥ 8 to ensure accuracy

up to the Burnett order for isothermal �uids. See the details in [16]. Since

the semiclassical LB method is also derived from expanding the equilibrium

distribution function onto Hermite polynomials, the principle of n ≥ 2N may

be followed. But, we can not forget in deriving both classical LB method and

semiclassical LB method, there are still higher order terms have been drop o�,

and the total in�uences of di�erent order method are worth studying. A two

dimensional cylinder �ow is considered here for studying this issue of accuracy.

we consider a uniform two-dimensional viscous �ow over a circular cylinder

in a BE quantum gas to illustrate the present semiclassical LB method in

di�erent order on D2Q9 lattices. N = 2 and N = 3 expansion equations

are both set for this case. The computation domain is (−1, 1) × (−1, 1) and

set by 201 × 201 lattices, and the cylinder is set at the center of the com-

putation domain with the radius D = 0.1. Uniform Cartesian grid system is

used. The free stream velocity is u∞ = 0.1, free stream temperature θ∞ = 0.5
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and the Reynolds number Re∞ = u∞D/ν. Notice according to the relation

n ≥ 2N , the D2Q9 lattices with quadrature degree 5 suppose to be only used

on N = 2 but not N = 3. The results are depicted in Fig. 3.1, the vortices

in the wake region in both cases are clearly shown. The di�erences of the

streamline pattern is not easy to delineate. However, in [16], the accuracy of

di�erent quadrature degree is validated by shear decay simulations.

3.4 Generalized Semiclassical LB method

Numerical stability and dispersion are important issues in numerical simula-

tions. The semiclassical LB method derived above is based on the BGK model

which involves the single relaxation time approximation. The single relaxation

time semiclassical LB method-BGK equation should have the same de�cits as

the classical counterpart such like numerical instability and the �xed Prandtl

number which is unity. To overcome the LB method-BGK de�ciencies. The

generalized LB method [49] which is also called multiple relaxation time LB

method has been proposed and examined recently by [50].The generalized LB

method is of better numerical stability and has attract much attention in re-

cent years. Its basic idea is that in the single relaxation time LB method, the

bulk and shear viscosities ate both determined by the same relaxation time τ .

In another way, the generalized LB method use several relaxation times to re-

lax di�erent modes such that the bulk and shear viscosities could be adjusted

independently. Consequently, the stability and dispersion could be tuned into

a better situation. In this section, the single relaxation time semiclassical LB

method derived above is extended to the generalized semiclassical LB method.

The derivations of generalized semiclassical LB method is based on the steps

in [51] and [52]. At �rst, consider the equation (3.4), We expand distribution
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function on Hermite polynomials, namely, the following �nite expansion for

f :

f(x, ξ, t) =
N∑

n=0

1

n!
a(n)(x, t)H(n)(ξ). (3.47)

The Hermite coe�cients of f and f eq are noted by a(n) and a
(n)
0 respectively.

Due to the conservation laws, a(0) = a
(0)
0 ,a(1) = a

(1)
0 and Tr(a(2)) = Tr(a

(2)
0 ),

where Tr denotes the trace of the second order tensors. The BGK collision

model can be written as:

RBGK(f) = −1

τ

N∑
n=2

1

n!
[a(n) − a

(n)
0 ]H(n). (3.48)

Assumes that relaxation time is di�erent from di�erent order expansions.

RBGK(f) = −
N∑

n=2

1

τnn!
[a(n) − a

(n)
0 ]H(n), (3.49)

and integrating (3.1) over ccdc∫
(
∂f

∂t
+ ξ · δf)ccdc = −

N∑
n=2

1

τnn!
[a(n) − a

(n)
0 ]H(n)

∫
H(n)ccdc. (3.50)

Noticing that cc = H(2)(ξ)−uH(1)(ξ)+uu+δ, the right hand side is simply

− 1

τ2
[a(2) − a

(2)
0 ]. (3.51)

That means,

a(2) − a
(2)
0 = −τ2

∫
(
∂f

∂t
+ ξ · δf)ccdc. (3.52)

Since we already have a
(2)
0 in previous procedures, what we should do now is

to calculate a(2). The �rst step to get a(2) is from continuity equation and

momentum equation which could be easily got by integrating the governing

equation (3.1). In the following derivations, Einstein summation convention
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is used for convenience.

∂tn+ ∂i(nui) = 0 (3.53)

∂t(nui) + ∂j(nuiuj) = −∂i(nθ). (3.54)

Then, summing (3.53) and (3.54),

∂tui + uj∂jui =
−1

n
∂i(nθ). (3.55)

Calculating ∂t(
∫
f eq,Qξiξj) and ∂k

∫
f eq,Qξiξjξk:

∂t(

∫
f eq,Qξiξj) = ∂t(nuiuj + nθ

gd/2
gd/2+1

δij)

= ∂t(nui)uj + nui∂tuj + θ
gd/2
gd/2+1

δij∂tn+ nδij∂tθ
gd/2
gd/2+1

= −∂k(nuiuj)uj − ∂i(nθ
gd/2
gd/2+1

)uj − nuiuj∂kuj − ui∂j(nθ
gd/2
gd/2+1

)

− ∂k(nuk)θ
gd/2
gd/2+1

δij − nuk∂k(θ
gd/2
gd/2+1

δij)−
2

3
n∂kukθ

gd/2
gd/2+1

= −∂k(nuiujuk)− ∂j(nθ
gd/2
gd/2+1

)ui − ∂i(nθ
gd/2
gd/2+1

)uj − ∂k(nθ
gd/2
gd/2+1

uk)δij

−2

3
nθ

gd/2
gd/2+1

∂kuk (3.56)

∂k

∫
f eq,Qξiξjξk = ∂j(nθ

gd/2
gd/2+1

ui) + ∂i(nθ
gd/2
gd/2+1

uj) + ∂k(nθ
gd/2
gd/2+1

uk)δij + ∂k(nuiujuk)

(3.57)

Summing (3.56) and (3.57):

nθ
gd/2
gd/2+1

(∂iuj + ∂jui)−
2

3
nθ

gd/2
gd/2+1

∂kuk = nθ
gd/2
gd/2+1

Λij. (3.58)

Recall a
(2)
0 = nθ

gd/2
gd/2+1

δij such that, the overall momentum stress tensor is

derived as:

Pij ≡
∫
fcicjdc = nθ

gd/2
gd/2+1

δij − τ2nθ
gd/2
gd/2+1

Λij (3.59)
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After getting the stress tensor, we need to calculate the conduction coe�cient

along with an additional relaxation time. In the similar steps, we calculate∫
[∂f

eq,Q

∂t
+ξ ·∇f eq,Q]c · c2dc. First, the zeroth order energy conservation equa-

tion is derived from integrating (3.1) ×c2 over ξ

3∂t(nθ
gd/2
gd/2+1

) + ∂i

∫
fξic

2dξ + 2nθ
gd/2
gd/2+1

∂iui +O(∂2) = 0 (3.60)

and notice that∫
fξic

2dξ =

∫
f eq,Qξic

2dξ = 3nθ
gd/2
gd/2+1

ui +O(∂2) (3.61)

combine (3.60) with (3.53) and (3.61)

∂tθ
gd/2
gd/2+1

+ ui∂iθ
gd/2
gd/2+1

= −2

3
∂iuiθ

gd/2
gd/2+1

+O(∂2) (3.62)

∫
∂tf

eq,Qξi(ξ − u)2dξ = ∂t

∫
f eq,Qξi(ξ − u)2 + 2

∫
f eq,Qξi(ξk − uk)∂tuk

= ∂t(3nθ
gd/2
gd/2+1

ui) + 2nθ
gd/2
gd/2+1

∂tui

= 3θ
gd/2
gd/2+1

[−∂j(nuiuj)− ∂i(nθ
gd/2
gd/2+1

)] + 3nui(−uj∂jθ
gd/2
gd/2+1

− 2

3
∂jujθ

gd/2
gd/2+1

)

+2nθ
gd/2
gd/2+1

[−uj∂jui −
1

n
∂i(nθ

gd/2
gd/2+1

)]

= ∂j(−3θ
gd/2
gd/2+1

nuiuj)− 2nθ
gd/2
gd/2+1

∂j(uiuj)− 5θ
gd/2
gd/2+1

∂i(nθ
gd/2
gd/2+1

)

(3.63)

∫
∂jf

eq,Qξiξjc
2dξ = ∂j

∫
f eq,Qξiξjc

2 + 2

∫
f eq,Qξiξj(ξk − uk)∂juk

= ∂i

∫
f eq,Qcicjc

2dξ − ∂j(3nθ
gd/2
gd/2+1

uiuj) + 2nθ
gd/2
gd/2+1

(ui∂juj + uj∂jui)

= ∂i(5nθ
gd/2
gd/2+1

2

) + ∂j(3nθ
gd/2
gd/2+1

uiuj) + 2nθ
gd/2
gd/2+1

∂j(uiuj)

(3.64)
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Finally, Combine (3.63) and (3.64) to get heat �ux.

(3.63)+ (3.64) = 5nθ
gd/2
gd/2+1

∂iθ
gd/2
gd/2+1

(3.65)

qi = −2λ
∂θ

gd/2
gd/2+1

∂xi
= −(D + 2)τ3ρθ

gd/2
gd/2+1

∂θ
gd/2

gd/2+1

∂xi
(3.66)

κ =
λ

ρcp
=

D+2
2
τ3ρθ

gd/2
gd/2+1

ρcp
= τ3θ

gd/2
gd/2+1

(3.67)

In this section, we show that the single relaxation time semiclassical LB

method can be extended to include multiple relaxation times using Hermite

decomposition. The viscous and thermal transport coe�cients are shown to

be governed independently by the individual relaxation times. Higher order

moments and more relaxation times being used is possible.
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Figure 3.1: Comparisons of streamlines of uniform �ow over a circular cylinder

in a BE quantum gas in di�erent expansion order with z = 0.2 and Re∞ = 40.

(a) N = 3, (b) N = 2.
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Figure 3.2: D1Q5 lattice structure

Table 3.1: D1Q5 quadratures and

weights

ζa wa

0 8/15

±
√
5−

√
10 (7 + 2

√
10)/60

±
√
5 +

√
10 (7− 2

√
10)/60

1

2

3

4

56

7 8

0

Figure 3.3: D2Q9 lattice structure

Table 3.2: D2Q9 quadratures and

weights

ζa wa

(0, 0) 4/9

(
√
3, 0)fs 1/9

(±
√
3,±

√
3) 1/36
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Figure 3.4: D3Q19 lattice structure

Table 3.3: D3Q19 quadratures and

weights

ζa wa

(0, 0, 0) 1/3

(
√
3, 0, 0)fs 1/18

(±
√
3,±

√
3,±

√
3)fs 1/36
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4.1 Overview

This section focuses on the implementation of initial conditions and boundary

conditions for the semiclassical LB method. The choices of initial conditions
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and boundary conditions in�uence the stability, accuracy and e�ciency of

the numerical scheme [53][54]. In semiclassical LB method, the primitive

variables are the distribution functions fa just as in the usual LB method,

but not the hydrodynamic variables n, u, and θ(or T ). Most of the bound-

ary conditions used in the classical LB method, including periodic boundary

conditions, extrapolation boundary condition, bounce back boundary condi-

tion, non-equilibrium boundary condition should also work in semiclassical LB

method since they are all dealing with distribution functions. In view of the

complex boundaries, the real curves of the boundary are not always on lattice

points, the layout of the curved wall boundary in the regularly spaced lattices

is shown on Fig. 4.1, the circles represent the �uid nodes, the rectangles rep-

resent solid nodes, the real boundary dose not always lay on the solid nodes

but on the intersections between solid nodes and �uid nodes. The real bound-

ary intersection point is labeled by triangle. Obviously, simple bounce back

boundary condition can not be applied to this situation and some interpola-

tion skills should be used, more discussions will be given below. For a lattice

node near a boundary, density distributions entering the �uid domain after

the propagation step are not available, the boundary conditions must then be

implemented by specifying the unknown distribution function fa entering the

simulation domain across boundaries, such that the macroscopic velocity and

pressure requirements are satis�ed. These stipulations pose some di�culties

in the LB method implementation. In this section, some important bound-

ary conditions will be introduced, especially those suitable for semiclassical

LB method. In the end of this section, a special issue about the boundary

conditions for microchannel �ow will be discussed.
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4.2 Initial Conditions

In general, the steady state problem is not sensitive to the initial conditions.

Such that, in many cases we can just set initial conditions of the distribu-

tion functions as its equilibrium state. That is, f initial
i = f eq,Q

i (n0, u0, θ0, z0),

wherein n0, u0, θ0 and z0 are the initial macroscopical variables. Since in

this thesis the problems we consider are not sensitive to initial conditions, the

initial distribution functions are simply set by the equilibrium distribution

functions as described above. In conventional LB method, there are other

methods applying initial conditions. For example, in [53] the non-equilibrium

initial condition is considered. In [55] and [56] pressure is solved from Poisson

equation and used to initialize the distribution functions. It should be noticed

that some nonlinear �ow problems like turbulence and multi-phase �ow are

sensitive to initial conditions [57].

4.3 Boundary Conditions

4.3.1 Periodic Boundary Condition

When a system exhibits symmetric or periodic features in space, symmetric,

or periodic boundary conditions can be utilized to reduce the domain size for

a better computational e�ciency. Due to the particulate nature, these bound-

ary conditions can be easily implemented in LB method. Fig. 4.2 illustrates

a horizontal symmetry boundary along the inlet and outlet of the compu-

tational domain. The basic idea is that an unknown incoming distribution

across a symmetry boundary is exactly the re�ection image of this required

distribution about the symmetry boundary. For periodic boundaries, all par-

ticles leave the domain across a periodic boundary re-enter the domain from
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the opposite side. Therefore, the actual system being simulated is then an

in�nitely long horizontal domain with identical repeated units. To impose a

pressure gradient along the periodic direction, for example, along a channel,

the periodic boundary condition can be modi�ed to incorporate the pressure

drop between the domain inlet and outlet [58]. Periodic boundary condition

is widely used since it is easily and directly implemented on the distribu-

tion functions. For example, referring to Fig. 4.2, the boundary conditions

are set as: f6,3,7(nx, j) = f6,3,7(1, j) and f1,5,8(1, j) = f1,5,8(nx, j), such that

the periodic boundary conditions are applied on inlet and outlet of the two

dimensional computational domain.

4.3.2 Bounce Back Boundary Condition

The no-slip boundary condition at a solid-liquid interface is important for our

understanding of liquid mechanics. In conventional computational �uid dy-

namics, the vast majority of problems are concerned with solving the Navier-

Stokes equations for incompressible �ow

∇ · u = 0

(∂t + u · ∇)u = −∇p
ρ

+ ν∇2u.

Most of these studies assume the validity of the no-slip boundary condition

which means that all components of the �uid velocity on a solid surface are

equal to the respective velocity components of the surface. In mesoscopical

computational tools like LB method, smoothed-particle hydrodynamics et al.,

there should be a method corresponding to the no-slip boundary condition in

macroscopical world, and it is called "Bounce Back Boundary Condition" in

LB method. The success of LB method is mainly due to the most widely used

bounce back boundary condition which evolved from the boundary conditions
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of lattice gas and is well documented in the literature [59][60][61][62][63]. The

standard bounce back boundary condition is simple to implement and shown

here: a particle will reverse its momentum when it hits on a solid surface.

Suppose a lattice site xb is designated as a solid site on a boundary, and a

lattice site xf is designated as a �uid site next to the boundary. The bounce

back boundary conditions can be simply expressed as

fa(xf ) = fā(xb)

where ā means the oppose direction of a, but this standard bounce back

boundary condition has only �rst order accuracy. Recent research reveals

that keeping the real boundary on the link between two adjacent lattices will

get second order accuracy. Although this modi�ed bounce back boundary

condition is second-order accurate when the solid boundary resides on the

midpoint of the link, this is not the case for an arbitrary surface or, say, com-

plex boundary, for which the accuracy of the bounce-back method degrades

into a �rst-order-accurate velocity �eld. The research of bounce back bound-

ary condition for complex boundary has long history on the development of

LB method, and we will discuss it here by dividing these methods into two

groups: Node-based methods and Link-based methods. Node-based methods

treat the lattices most closing to the real physical boundaries as solid lat-

tices, the standard bounce back boundary condition belongs to this kind of

group. In contrast of this method, the link-based methods always put the

real physical boundaries on the middle of the link of two adjacent lattices,

the modi�ed bounce back boundary condition belongs to this kind of group.

The node-based method keeps the real physical boundary on the lattices and

increases the accuracy of the �uid solid coupling through the direct alteration

of �uid nodes adjacent to the solid surface. Early methods based on the work
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of [64] and [65] alter the collision operator with forcing terms dependent on

the volume fraction of solid in the given lattice cell. This method requires

the accurate calculation of the solid fraction for each of these cells, which is

complicated for arbitrarily shaped particles in three dimensions. Without an

accurate calculation of the partially �lled �uid cell volume fraction, spikes in

particle force and torque are reported [66]. In [67], the no-slip condition is

enforced directly on �uid nodes adjacent to the solid in a method called the

external boundary force LB method. For link-based methods, the standard

bounce back method is altered by interpolation or extrapolation to make the

real physical boundary lie at the midpoint of the link. Filippova et al. use

interpolation methods on standard bounce back method [68], then Mei et al.

improved this kind of method [69]. In [70] Bouzidi et al. proposed a new

method combining bounce-back and space interpolation for dealing with the

complex boundary. In [71] Lallemand and Luo improved the methods from

Bouzidi et al.. In the following context, the modi�ed bounce-back method

is based on the works of [71] and extended to semiclassical LB method. Ac-

cording to Fig. 4.4, the circle points F, E and A are �uid lattices, the square

point B is solid lattice. The dashed line represents the real wall, the particle

from �uid lattice A toward to wall lattice B will hit the real wall and bounce

back to the solid circle point D. Before continuing the following discussions,

de�ne a quantity q as a fraction of the total link distance q = AC
AB

. For the

case when the solid boundary is closer than the link midpoint, 0 < q < 1/2 in

Fig. 4.4(a). The distribution function with velocity moving to the wall (the

arrow in Fig. 4.4(a)) at the �uid grid point A would end up at the point D

located at a distance (1− 2q)δx away from the �uid grid point A. Because D

is not a grid point, the distribution function f3 at the grid point A needs to

be reconstructed. Noticing that according to the standard bounce back rule,
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the f1 from grid point D would become f3 at grid point D after one time step,

such that, what we should do is to construct the values of f1 at the point D

by a interpolation involving three distribution function f1: f1(A), f1(E) and

f1(F ). The similar procedures are applied to the case of q ≥ 1/2 depicted in

Fig. 4.4(b). The interpolation formulas are ( where the f̂a and fa denote the

post-collision distribution functions before and after advection):

For q < 1
2
,

fā(ξA, t) = q(1 + 2q)f̂a(ξA, t) + (1− 4q2)f̂a(ξE, t)− q(1− 2q)f̂a(ξF , t).

For q ≥ 1
2
,

fā(ξA, t) =
1

q(1 + 2q)
f̂a(ξA, t) +

2q − 1

q
f̂a(ξE, t)−

2q − 1

2q + 1
f̂a(ξF , t).

Although these kind of methods are accurate, there also exists an error in

the boundary location that is dependent on the viscosity [72] [73]. This error

exists for standard bounce back methods, even with the boundary located at

the midpoint of two adjacent lattices, and for the linear and quadratic in-

terpolation methods mentioned above. We should also notice that there is a

disadvantage to all interpolation methods due to the lack of mass conserva-

tion. Although the magnitude of mass leakage for the multi re�ection and

equilibrium interpolated methods is small, it may be important in cases such

as the simulation of deformable capsules, in which mass leakage results in an

overall change in particle volume.

4.3.3 Non-Equilibrium Extrapolation Boundary Condi-

tion

The usually used bounce-back scheme is easy for implementation as described

above. However, the standard bounce-back scheme is only of �rst order in nu-



50
Chapter 4. Initial Conditions and Boundary Conditions for

Semiclassical LB method

merical accuracy at boundaries [59][73]. There are many alternative boundary

conditions proposed for solving the accuracy degrading problem in complex

geometry, for example, half-way bounce-back scheme [63], the non-equilibrium

bounce-back scheme [74] and the extrapolation scheme [75] and so on. How-

ever, there still exist some disadvantages and will introduce some additional

errors [76]. Guo et al. introduced non-equilibrium extrapolation boundary

condition in [76] to solve those problems, they used this method to deal with

the curved boundaries, and in the following years it had been widely used

on many numerical simulations [77][78][79][80] due to its easy implementa-

tion and stabilization. Before introducing the present boundary condition, we

recall the extrapolation boundary condition introduced in [75], this method

is easily applied and it keeps zero derivative in the present boundary. It is

derived from simple �nite di�erence method and could be illustrated as:

fa(1, j) = fa(2, j)

fa(nx, j) = fa(nx− 1, j)

In which i = 1 and i = nx are inlet and outlet boundaries. We can also use

second order �nite di�erence method to derive the extrapolation boundary

condition and it will be shown as:

fa(1, j) = 2fa(2, j)− fa(3, j)

fa(nx, j) = 2fa(nx− 1, j)− fa(nx− 2, j)

This method is suitable for many di�erent boundaries like Dirichlet and Neu-

mann boundary conditions because it is derived from the �nite di�erence

method. However, some researches shows this kind of extrapolation boundary

conditions will degrade the numerical stability [74][76]. The non-equilibrium

extrapolation boundary condition �rst introduced in [76] is separating the un-

known distribution functions on the wall into equilibrium and non-equilibrium
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parts, where the equilibrium part is determined by the macroscopic variables,

and the non-equilibrium part is determined by that of the distribution func-

tion at the nearest neighbor nodes in the �uid region. For example, D2Q9

model is used for describing this principle, and we consider Fig. 4.3, after

streaming, the distribution functions f1, f5 and f8 on left open boundary are

unknown, we can represent it by equilibrium and non-equilibrium parts as:

fa(xb, t) = f eq
a (xb, t) + fneq

a (xb, t), a = 1, 5, 8,

where fneq represents the non-equilibrium part. Since we do not know the non-

equilibrium part fneq on the wall, we use the nearest �uid nodes approximating

it.

f eq
a (xb, t) = f eq

a (xf , t) = fa(xf , t)− f eq
a (xf , t), a = 1, 5, 8,

such that, the non-equilibrium extrapolation boundary condition can be de-

scribed as:

fa(xb, t) = f eq
a (xb, t) + (fa(xf , t)− f eq

a (xf , t)), a = 1, 5, 8.

For another example, referring to Fig. 4.2, adiabatic wall and isothermal wall

boundary conditions are important in thermal �ow simulation. According to

this approach, the distribution function fa(xb) can be assigned new values by

setting ub = 0, and, for adiabatic wall θb = θf , for isothermal wall θb = θH ,

or θb = θL. Here, θH means the high temperature at the isothermal wall and

the θL means the low temperature one. Finally, the distribution functions on

the boundary points are calculated as:

fa(xb) = f eq,Q
a (xb, ub, θb) + [fa(xf , uf , θf )− f eq,Q

a (xf , uf , θf )], a = 1, 5, 8.

where ρb, θb, ub denote the hydrodynamic variables at the boundary points and

ρf , θf , uf denote the corresponding ones at the nearest neighborhood. Non-
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equilibrium boundary condition has been proven for its stability and accuracy

in numerous cases.

4.3.4 Immersed Boundary Condition

Immersed boundary method (IBM) was invented by [81] to simulate cardiac

mechanics and associated blood �ow. The feature of this method is implement-

ing entire simulations on a cartesian grid without conforming to the geometry

of the rigid body. In another words, IBM is replacing the e�ect boundaries

acting on the surrounding �uid by the force added in the governing equa-

tions. Based on the work of Peskin, numerous modi�cations and re�nements

have been proposed and a number of variants of this approach now exist. [2-

10]. Among the remarkable works, Goldstein et al. [82] proposed a model

named virtual boundary method which permits simulations with complex ge-

ometries. Lai and Peskin [83] proposed a second-order accurate immersed

boundary method with adoption of a well-chosen Dirac delta function. Lin-

nick and Fasel [84] proposed a high-order modi�ed immersed interface method

for the two-dimensional, unsteady, incompressible Navier-Stokes equations in

the stream function-vorticity formulation, which employs an explicit fourth-

order Runge-Kutta scheme for time integration and the fourth-order compact

�nite-di�erence schemes for approximation of spatial derivatives. Lima E Silva

et al. [85] proposed a version named physical virtual model, which is based

on the conservation laws, and simulated an internal channel �ow and the �ow

around a circular cylinder. Due to the common feature of using Cartesian

mesh in the LB method (LB method) and IBM, some researchers tried to

combine these two methods into an e�cient one. The �rst such attempt was

made by Feng and Michaelides [86][87]. In their work, the restoration force due

to deformation is computed by the penalty method [86] or the direct-forcing
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scheme [87]. The penalty method introduces a user-de�ned spring parame-

ter which may have a signi�cant e�ect on the computational e�ciency and

accuracy. The direct-forcing immersed boundary [88] in order to overcome

the drawbacks of the virtual boundary force method, and its improved ver-

sions [89] are very suitable for �nite di�erence applications to simulate �ows

in complex domains. However, the direct-forcing scheme requires solving the

N-S equations by the �nite-di�erence method, which may spoil the merits

of LB method. In recent years, IBM is introduced in LB method, Since the

Cartesian mesh is used in both LB method and IBM, the combinations of IBM

and LB method should make the computations easy, e�cient and suitable for

complex boundaries. A boundary treatment using the immersed boundary

velocity correction method proposed in [86][90][91] which enforcing the phys-

ical boundary condition is also adopted here. Since the immersed boundary

method is dealing with real curved geometries in simulation, it must be better

than the standard bounce back method. The detailed comparisons between

immersed boundary method and bounce back method are given in Fig. 5.6.

In this case, we used �ow over cylinder to test the accuracy of two di�erent

boundary conditions. We could �nd that immersed boundary method is much

better than the bounce back method while dealing with complex geometries.

And also referring to Table. 5.1, the results of standard bounce back bound-

ary condition oscillate in di�erent Reynolds number and can not reveal the

real physical phenomena well.

4.3.5 Issues on Microchannel Boundaries

Microchannel �ow has drawn a lot of attentions in recent years, there are

several interesting phenomenons in microchannel �ow like slip velocity, tem-

perature jump and Knudsen minimum [92], simulating microchannel �ow and
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these phenomenons is a challenging problem. Conventionally, direct simula-

tion monte carlo method has been used wildly on this topic and got good

results. Recently, LB method is also applied to this topic and got accurate

results. In the developing of LB method on microchannel �ow, there are two

important issues, one is the relations between Knudsen number Kn and the

relaxation time τ , the other is the boundary conditions. The detailed descrip-

tions covering the �rst issue will be discussed in Chapter 5. Here introducing

and comparing the state of art boundary conditions for microchannel simula-

tions, and the adequate boundary condition is chosen, modi�ed and adopted

on semiclassical microchannel �ow simulations in Chapter 5. In microchannel

simulations, di�usive boundary conditions are the most important and worth

to introduce in detail. Ansumali et al. disclosed the �rst idea of di�usive

boundary conditions [93]. In their work, derivation of the LB method from

the continuous kinetic theory [14][17] is extended to obtain boundary condi-

tions. For the model of a di�usively re�ecting moving solid wall, the boundary

condition for the discrete set of velocities is derived. This di�usive boundary

condition is formulated in the continuous kinetic theory and listed in equa-

tion (10) of [93] then expanded and discretized on the hermite polynomials.

In 2005, Tang et al. followed the idea and introduced the discrete maxwellian

method which use the discrete kinetic theory boundary conditions to get the

slip velocity at the solid boundaries [94]. According to the bottom wall, shown

in Fig. 4.3, the discrete maxwellian method is described as:

f2 = f ′
4

f5 = rKf eq
5 (ρw,uw) + (1− r)f ′

8

f6 = rKf eq
6 (ρw,uw) + (1− r)f ′

7 (4.1)
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where ρw and uw are the density and velocity of wall, and K is a factor de�ned

as: K =
f ′
4+f ′

7+f ′
8

feq
2 (ρw,uw)+feq

5 (ρw,uw)+feq
6 (ρw,uw)

. There is another di�usive boundary

conditions which re�ects the sum of incoming distribution function to the wall

according to the weight of each distribution function come to the �uids. the

detail descriptions also referring to the bottom wall of 4.3 is described as:

f2 = Q× f ′
2/(f

′
2 + f ′

5 + f ′
6)

f5 = Q× f ′
5/(f

′
2 + f ′

5 + f ′
6)

f6 = Q× f ′
6/(f

′
2 + f ′

5 + f ′
6) (4.2)

where Q = f ′
4+f

′
7+f

′
8 is the sum of incoming distribution function to the wall,

f ′
2/(f

′
2+f

′
5+f

′
6) is the weight of f2 comes to the �uid. The di�usive boundary

conditions are applied to microchannel �ow simulations and got great success.

In 2002, Succi et al. combined bounce back and specular re�ection methods

to capture the gas slip velocity in the micro�ows [95], which is called bounce-

back specular re�ection method here. Referring to the bottom wall of Fig.

4.3. The bounce-back specular re�ection method is introduced as:

f2 = f ′
4

f5 = rf ′
7 + (1− r)f ′

8

f6 = rf ′
8 + (1− r)f ′

7 (4.3)

f2 = f ′
4 + rf ′

7 + rf ′
8

f5 = (1− r)f ′
8

f6 = (1− r)f ′
7 (4.4)

Microchannel �ow simulation is used for comparing the in�uences of di�erent

boundary conditions, In these di�erent boundary conditions, all of them have

a tunable variable r. It can be tuned to match the experimental data. Here we
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use classical microchannel �ow simulation to validate and compare di�erent

boundary conditions and the in�uences of accommodation coe�cients. First,

we compare the in�uences of di�erent accommodation coe�cients on velocity

pro�le based on two di�erent boundary conditions are shown in Fig. 4.5.

From the results of this �gure, the accommodation coe�cient r represents the

magnitude of the specular, and 1−r means the magnitude of the bounce-back.

That means, the higher r makes slip velocity more obvious. Next, we consider

the in�uences of di�erent boundary conditions on velocity pro�le based on

the same accommodation r = 0.8. We chose two Kn number, Kn = 0.5

and (b) for Kn = 2, and the results are in Fig. 4.6. We found that slip

boundary condition and discrete Maxwellian boundary condition both reveals

the same velocity pro�le in low Kn number, but the velocity pro�les will split

in high Kn number. As shown in Fig. 4.6(b), di�erent boundary conditions

indeed a�ect the slip velocity on the wall, the slip boundary condition has the

maximum slip velocity on the wall. Finally, we consider the velocity pro�le

of di�erent Knudsen number based on the same accommodation r = 0.8 for

two di�erent boundary conditions, as shown in Fig. 4.7(a) for bounce-back

specular re�ection boundary condition and Fig. 4.7(b) for discrete maxwellian

boundary condition respectively, we found that di�erent Kn number really

a�ects the slip velocity. In high Knudsen number, the velocity slip is obvious.

We should notice that there are still many other boundary conditions for

the slip velocity boundaries not discussed here, for example, [96] introduced a

modi�ed LB model with a stochastic relaxation mechanism mimicking virtual

wall collisions between free streaming particles and solid walls. Virtual wall

collisions model combined with bounce back method or di�usive boundary

conditions [93] were compared to show that this model can help the latter two

methods work in high Kn number �ow.
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Figure 4.5: The in�uences of di�erent accommodation coe�cients on velocity

pro�le based on two di�erent boundary conditions. (a) Bounce-back specular

re�ection boundary condition, (b) Discrete maxwellian boundary condition.
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tions. (a) Bounce-back specular re�ection boundary condition, (b) Discrete

maxwellian boundary condition.
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5.1 Overview

In this chapter, Some numerical examples for testing theory and illustrating

the present semiclassical LB method are reported. For validation and compari-

son purposes, the present single relaxation time semiclassical LB method is ap-

plied to one-dimensional quantum gas �ows in a shock tube, two-dimensional

quantum gas �ow over cylinder, two-dimensional quantum gas microchannel

�ow and three-dimensional quantum gas �ow lid-driven cavity. Moreover, a

new thermal LB method presented in Appendix 2 is validated by two dimen-

sional natural convection �ow and two-dimensional Rayleigh-Be�nard thermal
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convection.

5.2 One Dimensional Shock Tube

The constant relaxation time τ = 0.001 is used in testing the applicability

of the present methods. The D1Q5 discrete velocities scheme as Table 3.1 is

employed. The expansion equations up to the N = 3 order, i.e., (3.38), is used

for this one-dimensional problem. The computational domain is 0 ≤ x ≤ 1 and

is divided into uniform cells of size 1/L, where L is the number of cells. The

diaphragm is initially located at x = 0.5. The initial conditions at the left and

right sides of the diaphragm in the shock tube are (nl, ul, εl) = (1.0, 0.0, 1.0)

and (nr, ur, εl) = (0.7, 0.0, 1.5), the fugacity is set as z = 0.2 everywhere. The

relaxation time is set to constant τ = 0.001. Here, we adopt the conventional

�nite volume schemes on those equations, in which (3.4) is solved by �rst

order upwind scheme. In this case, (3.40) is treated as a system consisting of

�ve one-dimensional linear wave equations. After applying �rst order upwind

scheme, the discrete equations become

fn+1
a,i − fn

a,i

δt
+ ζ+

a

fn
a,i − fn

a,i−1

δx
+ ζ−

a

fn
a,i+1 − fn

a,i

δx

= −
(fn

a,i − f eq
a,i)

τ
(5.1)

where ζ+
a = max(ζa, 0) and ζ−

a = min(ζa, 0) and the superscript n denotes the

time level. We �rst performed a grid re�nement test using L = 100, 200, and

400 cells to ensure the convergence of solution which are shown in Fig. 5.1.

The convergence of solution is evident. Next, we compare the di�erent behav-

iors due to the three statistics, namely, BE, FD, and MB statistics. The initial

conditions at the left and right sides of the diaphragm in the shock tube are

(nl, ul, θl) = (1.0, 0.0, 2.0) and (nr, ur, θr) = (0.7, 0.0, 1.8) and the same con-
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stant relaxation time is used. The results using L = 200 cells for the three

statistics are shown in Fig. 5.2. The main features of a typical shock tube

�ow, namely, the shock wave, contact discontinuity and the expansion fan, are

well represented. We can clearly delineate the di�erence of three statistics. It

is shown that under di�erent statistics although the initial temperature, den-

sity, and relaxation time are the same, the pressure, internal energy, and the

temperature are di�erent. It is noted that the results of MB statistics always

lie between those of BE and FD statistics. Finally, we increase the tempera-

ture and keep other parameters the same as (nl, ul, θl) = (1.0, 0.0, 10.0) and

(nr, ur, θr) = (0.7, 0.0, 12.0). The results in Fig. 5.3 show that the dilute quan-

tum gas in high temperature represent the quantum gas in classical limit, the

di�erence of three di�erent statistics can not be delineated. The results are

in consistent with the characters in classical limit: high temperature and low

density.

5.3 Two Dimensional Microchannel Flow

The transition from molecular to viscous �ow was one of the main subjects

of the early experiments of Knudsen [92] in which the Knudsen minimum

phenomenon was �rst discovered where experimentally observed that the vol-

umetric �ow rate per unit pressure drop across a long capillary does not vanish

as the mean pressure reduces to very small values. Since then, the capturing

the Knudsen minimum phenomena in rare�ed gas channel �ows have been

a challenging and long investigating problem [97][98][99][100][101]. This phe-

nomenon not only occurs in classical dilute gas but also in liquid helium at low

temperature which indicates a �ow minimum in phonon system [51]. The fun-

damental physics of the phenomena of Knudsen minimum is associated with
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rare�ed gas �ows in the slip- and transition-�ow regimes and the boundary

e�ects of the kinetic boundary layer and so-called Knudsen layer is dominant.

This type of �ow is also found in micro- and nano-scale �uidic applications typ-

ically involved in MEMS. The Navier-Stokes equations with no-slip boundary

conditions often fail to explain important experimental observations, e.g., that

the measured �ow rate is higher than expected while the drag and friction fac-

tor are lower than expected [102]. The main reason is that the Navier-Stokes

equations can only describe �ows that are close to local thermodynamic equi-

librium. When the mean free path of the gas molecules approaches the length

scale of the device, the �ow lacks scale separation and is unable to achieve

local equilibrium [103]. Gas �ows in miniaturized devices are often in the slip

regime (0.001 < Kn < 0.1) or the transition regime (0.1 < Kn < 10). In these

regimes, the gas can no longer be described as continuous quasi-equilibrium

�uid nor as a free molecular �ow [104]. Also, the �ows encountered in mi-

cro system typically involve low Mach numbers. The LB method o�ers an

attractive technique for micro- and nano-scale �uidic applications where the

microscopic and macroscopic behavior are coupled. The method retains a

computational e�ciency comparable to Navier-Stokes solvers but is a more

physically accurate method for gas �ows, over a broad range of Knudsen

numbers due to its original link to kinetic theory. The LB equations can be

directly derived in a priori manner from the continuous Boltzmann equations

[102][103]. In this section, our objective is to study the planar channel �ow

of gas particles of arbitrary statistics in the slip and transition regimes and

in particular, we investigate the Knudsen minimum phenomena using semi-

classical LB method. While considering the microchannel �ow simulations,

one of the two most important issues is the boundary conditions which have

been discussed in Ch. 4, and another one is the relation between Knudsen
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number Kn and relaxation time τ . In the literatures, there are many methods

of calculating τ from Kn. However, generally we can write down the relation

as τ = 1
2
+ c

c∗
yDim×Kn, yDim is the lattice number in the y direction, c is the

sound speed in the present lattices, which will be
√
3 in our D2Q9 model, and

c∗ is di�erent in many literatures, for example, c∗ =
√

8θ/π in [105] which is

the average speed of molecular. Others chose c∗ =
√
3θ or c∗ =

√
θπ/2. Even

more, Zhang et al. disclosed an idea of wall function that can provide a cor-

rection to the mean free path [51]. Such that, the mean free path is variable

from wall to �uid, as a result, c∗ becomes the function of Knudsen number

Kn. We consider a uniform two-dimensional pressure-driven channel �ow in

a quantum gas. The channel length is L and height H and L/H = 25. With

the given fugacity zinlet = 0.2, zoutlet = 0.09835 for the Fermi gas, zinlet = 0.2,

zoutlet = 0.10191 for the Bose gas, and zinlet = 0.2,zoutlet = 0.1 for the classical

limit, the temperature is θinlet = 0.5, θoutlet = 0.5, then the pressure ratio will

be (Pinlet/Poutlet) = (nθ
g 5
2
(z)

g 3
2
(z)

)inlet/(nθ
g 5
2
(z)

g 3
2
(z)

)outlet = g 5
2
(zinlet)/g 5

2
(zoutlet) = 2 for

the three cases. Since the D2Q9 square lattice is applied, L can be written

as L = (Nx − 1)δx, and H = (Ny − 1)δy where Nx and Ny are the number of

lattice nodes in the x- and y-direction, respectively. The accommodation co-

e�cient σ = 0.6 is used in the simulation. Other values can also be calculated.

To begin with the computation, the desired Kn = λ/H is �rst input, where

H is the height of the channel. We also set the lattice spacing δx = δy = 1. In

the simulations of these cases, c∗ =
√
8θ/π is chosen, such that the relaxation

time τ can be expressed as

τ = Kn(Ny − 1)×
√

3π

8
+ 0.5. (5.2)

Having Kn de�ned, appropriate Ny and τ could be chosen, which could then

be used in the determination of mesh size and the collision propagation updat-
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ing procedure, respectively. We used the N = 2 expansion equations set for all

the cases computed. The computation domain is (0 ≤ x ≤ 500, 0 ≤ y ≤ 20)

and 501 × 21 uniform lattices were used. Several Knudsen numbers covering

near continuum, slip and transition �ow regimes are calculated. The steady

velocity pro�les for the three statistics, BE, MB, and FD gases for the case of

z = 0.2 are shown in Fig. 5.4 (a), (b) and (c), respectively, for three di�erent

Knudsen numbers to represent the Knudsen, slip and Poiseuille regions. For

the small Knudsen number, Kn = 0.05, the characteristic parabolic velocity

pro�le is evident and for Kn = 0.2, the velocity slip at the walls can be clearly

observed. Again, the pro�le for MB gas lies always in between that of the BE

and FD gas and for small Knudsen number, the three pro�les get closer to each

other. The mass �ow rates for all three statistics, BE, MB, and FD gases for

the case of z = 0.2 for Knudsen number covering Knudsen, slip and Poiseuille

regions are shown in Fig. 5.4 (d). Seven values of Knudsen number from 0.06

to 6.0 were calculated. The Knudsen minimum can be clearly identi�ed for

all three statistics and the pro�le for MB gas lies always in between that of

the BE and FD gas. The Knudsen minimum is found to be near Kn = 0.6.

Basically, the Knudsen minimum of a pipe of channel �ow can be viewed and

explained as a phenomena that appears when the �ow passing through the

competition between the classical Poiseuille continuum �ow and the Knudsen

�ow and the value of Knudsen number at this minimum should lie in the slip

and transition regime. It is also found that the Knudsen number value at

Knudsen minimum is very sensitive to the specularity condition (speci�ed by

σ) of the wall surface. Our value obtained here is in agreement with that

reported in the literatures (See [106][107][108]). For example, in [106], �rst

observation of the Knudsen minimum in normal liquid 3He was reported and

the position of Knudsen minimum was found to lie at Knudsen number of
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≃ 0.5 as compared to the value of 0.75. Also, Knudsen minima for phonons

at Knudsen numbers of 0.87±0.13 and 0.65, respectively, have been reported,

see [107][108]. Theoretically, as comparing with particles of classical statistics,

the e�ects of quantum statistics at �nite temperatures (non-degenerate case)

are approximately equivalent to introducing an interaction between particles

[109]. This interaction is attractive for bosons and repulsive for fermions and

operates over distances of order of the thermal wavelength Λ. Our present sim-

ulation examples seem to be able to illustrate and explore the manifestation

of the e�ect of quantum statistics.

5.4 Two Dimensional Flow over Cylinder

Next we consider a uniform two-dimensional viscous �ow over a circular cylin-

der in a quantum gas to illustrate the present semiclassical LB method in

practical �ow simulation. We used the N = 2 expansion equations set for

this case. The computation domain is (−1, 1)× (−1, 1) and set by 201× 201

lattices, and the cylinder is set at the center of the computation domain with

the radius D = 0.1. Uniform Cartesian grid system is used. The free stream

velocity is u∞ = 0.1, free stream temperature T∞ = 0.5 and the Reynolds

number Re∞ = u∞D/ν. First, we simulate the dilute quantum gas in clas-

sical limit and compare the results with the classical LB method to validate

semiclassical LB method in this case. The drag and lift coe�cients are de-

�ned as Cd = 2FD

ρu2A
and Cl =

2FL

ρu2A
respectively, FD and FL are the drag and

lift forces, A is the planform area. Cd and Cl of di�erent Reynolds number

Re = 100 and Re = 500 are depicted in Fig. 5.5, we found the oscillation

amplitude is consistent with the results from conventional LB method. After

that, We consider two cases with Re∞ = 20 and Re∞ = 40 in three di�er-
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ent statistics. The kinematic viscosity ν of the �uid could be obtained from

the given Reynolds number and the relaxation time τ is calculated according

to (2.20), rather than the classical one (2.21), and both of them come from

the Chapman-Enskog analysis [110] which considers the numerical viscosity

in LB scheme. The equilibrium density distribution function with the given

free stream velocity and density is used to implement the boundary conditions

at the far �elds. A boundary treatment using the immersed boundary veloc-

ity correction method proposed in [86][91] and described in Sec. 4.3.4 which

enforcing the physical boundary condition is adopted at the cylinder surface.

The D2Q9 velocity lattice used is as Table 3.2. The streamline patterns for all

three statistics, BE, MB, and FD gases for the case of Re∞ = 20 are shown

in Fig. 5.7. For this low Reynolds number, the �ow patterns are symmetric

and the wake vortices are larger for the FD gas and smaller for the BE gas

as compared with the classical MB gas. Similarly, the results for the case

Re∞ = 40 are shown in Fig. 5.8. The �ow patterns are symmetric and the

vortices in the wake region become larger as compared with Re∞ = 20 case.

Again, the size of the vortex for the MB gas is always larger than that of

BE gas and smaller than that of FD gas. This re�ects the fact that the MB

distribution always lies in between the BE and FD distributions. Moreover,

Fig. 5.9 shows the streamline patterns for higher Re number, Re∞ = 200 with

z = 0.2 when time steps equals 65000. The vortex shedding is obvious, and

we could see that the streamline patterns in the same time steps are di�erent

due to di�erent quantum statistics. Finally, Fig. 5.10 shows di�erent con-

tours and streamlines of uniform �ow over a circular cylinder in a quantum

gas in classical limit with Re∞ = 200 when time steps equals 94200. The

velocity contours of both x-direction ux and y-direction uy are shown, and

we can �nd out that density ρ, fugacity z and temperature θ have similar
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patterns because of the formula n = θ
g5/2
g3/2

. Theoretically, as comparing with

particles of classical statistics, the e�ects of quantum statistics at �nite tem-

peratures (non-degenerate case) are approximately equivalent to introducing

an interaction between particles [109]. This interaction is attractive for bosons

and repulsive for fermions and operates over distances of order of the thermal

wavelength Λ. Our present simulation examples seem to be able to illustrate

and explore the manifestation of the e�ect of quantum statistics.

5.5 Two Dimensional Natural Convection and

Rayleigh-Be�nard Convection Flow

In Appendix 2, a new coupled thermal LB method is given, and it should

be extended to double distribution function semiclassical LB method. In this

section, we report some numerical examples to test the coupled thermal LB

method derived in Appendix 2. For validation and comparison purposes, we

apply the numerical method to natural convection �ows in a square cavity.

Before the numerical simulations, we should notice that the local temperature

θ = RT is coupled in both the equilibrium velocity distribution function f (0),3

and equilibrium total energy distribution function h(0),2, since the numeri-

cal case is low speed �ow, we can average the local temperature computed

from velocity distribution function and the total energy distribution function,

respectively. A boundary treatment using the non-equilibrium exploration

boundary conditions proposed in [79] and described in 4.3.3 is applied. The

D2Q9 velocity lattice listed in Table 3.2 is used. On the left and right sides

of the cavity, the isothermal boundary conditions with θleft = θH , θright = θL

are applied. On the top and bottom sides of the cavity, the adiabatic bound-

ary conditions are applied. No-slip conditions u = 0 are set on the four
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sides. The convection �ow induced by the temperature di�erence is charac-

terized by the Prandtl number Pr = cνµ
κ

= γ
τf−0.5

τh−0.5
and Rayleigh number

Ra = gβ△TH3Pr
ν2

, where △T = TH − TL is the temperature di�erence, or we

can represent Ra number as Ra = gβ̂△TH3Pr
T0ν2

= gβ̂△θH3Pr
θ0ν2

, where T0 is the

reference temperature, and β̂ = T0β. The computational domain is 129× 129

for Ra = 103 and Ra = 104, and 257 × 257 for Ra = 105. We set θH = 1.04

and θL = 1.0. The initial temperature is set at (θH + θL)/2 and initial density

is ρ = 1.0. Notice that there are three unknowns τf , τh and β relating to two

parameters Pr and Ra. We set 1
τf

= 1.5 in all cases, then the τh and β can

be determined once the Prandtl number and Rayleigh number are speci�ed.

Here we set Pr = 0.71. The streamline patterns for several Rayleigh num-

bers are shown in Fig. 5.11. With the increase of the Rayleigh number, the

�uid motion becomes stronger because of the larger buoyancy. The heat is

transferred mainly by conduction at small Rayleigh number and by convec-

tion at large Rayleigh number. For low Rayleigh number a vortex appears

at the center. As Rayleigh number increases, the vortex tends to become

elliptic and breaks up into two vortices at Ra = 105. Similarly, the results

for isothermal lines are shown in Fig. 5.12. The isothermal lines are nearly

vertical at small Rayleigh number, and become horizontal at large Rayleigh

number. To quantify the results, we de�ne the average Nusselt number as

Nuave = 1+ < uxT > H
χ(TH−TL)

= 1+ < uxθ >
H

χ(θH−θL)
, where <> means

the system average, and χ = κ
ρcp

is the thermal di�usivity. We also calculate

the maximum velocities along the horizontal and vertical lines through the

cavity center. The results are listed in Table I together with previous data.

Our present simulation examples are able to illustrate and explore the mani-

festation of the e�ect of thermal Navier-Stokes �ows. All of these results are

in good agreement with those reported in [79]. Next, we also consider the
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Rayleigh-Be�nard convection �ow which is a classical benchmark on coupled

thermal LB models. The calculation of Rayleigh-Be�nard convection is similar

to the natural convection case. The �uid is enclosed between two parallel sta-

tionary walls with hot (bottom) and cold (top) temperatures and subjected

to the gravitation force. Density variations induced by the temperature di�er-

ence will drive the �ow and the viscous force will counteract to balance it. The

calculation domain is set as 200× 100 lattices, the top and bottom sides are

set at the isothermal boundary conditions which are θL and θH correspond-

ing to low temperature and high temperature accordingly. The x-direction is

set with periodic boundary conditions. The simulations are corresponding to

three di�erent Ra number which are Ra = 4000, Ra = 1000 and Ra = 50000.

We set θH = 1.04 and θL = 1.0. The initial temperature is set at (θH + θL)/2

and initial density is ρ = 1.0. We set 1
τf

= 1.5 and Pr = 0.71 in all cases,

then the τh and β can be determined once the Prandtl number and Rayleigh

number are speci�ed just as described above. Top and bottom walls are ap-

plied by isothermal boundary condition, and left and right walls are applied

by periodic boundary conditions. The streamlines and isotherms patterns for

several Rayleigh numbers are shown in Fig. 5.13 and Fig. 5.14. With the

increase of the Rayleigh number, the �uid motion becomes stronger because

of the larger buoyancy. The heat is transferred mainly by conduction at small

Rayleigh number and by convection at large Rayleigh number.

5.6 Three Dimensional Lid Driven Cavity Flow

Since all the components for simulating in real world are in three dimen-

sional spaces. It is important to extend present semiclassical LB methods to

three dimensional simulation. In this section we consider a benchmark three
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dimensional lid driven cavity �lled with dilute quantum gas. We used the

N = 2 expansion equations set for this case. The computational domain is

(−0.5, 0.5)× (−0.5, 0.5)× (−0.5, 0.5) and set by 51×51×51 lattices. Uniform

Cartesian grid system is used. The top wall velocity is ulid = 0.02, free stream

temperature T∞ = 0.5 and the Reynolds number is de�ned as Re∞ = u∞D/ν.

Before doing the semiclassical LB method experiments, we consider three cases

with Re∞ = 100, Re∞ = 400 and Re∞ = 1000 to validate the D3Q19 conven-

tional LB method in three dimensional calculation. The kinematic viscosity

ν of the �uid could be obtained from the given Reynolds number and the

relaxation time τ is calculated according to τc = ν
T
+ δt

2
, which comes from

the Chapman-Enskog analysis [110] which considers the numerical viscosity

in LB scheme. The equilibrium density distribution function with the given

top wall velocity and density is used to implement the boundary conditions

at top wall. A bounce back boundary treatment which enforcing the physical

boundary condition is also adopted on all the walls except the top wall. The

D3Q19 velocity lattice used is as Table 3.3. The convergence condition is

set as maxx,y,z
|u(x,t)−u(x,t−△t)|

ulid
≤ 10−5. The convergence validation is shown

in Fig. 5.15 and Fig. 5.15. The streamlines pro�les of di�erent Reynolds

number of Re∞ = 100, Re∞ = 400 and Re∞ = 1000 for classical gases are

shown in Fig. 5.19, Fig. 5.18 and Fig. 5.19. The results are in good agree-

ment with previous works [111], [112] and [113]. The second comparison of

this three dimensional lid driven cavity �ows is the velocity pro�les along the

centerlines (x, 0, 0) and (0, 0, z) of both classical case and semiclassical case in

classical limit shown in Fig. 5.20, we found Fig. 5.20(a) is in good agreement

with [113]. Then, use the semiclassical LB method, and set the fugacity z in

small number z = 0.00001 which makes it in classical limit, the results are

shown in Fig. 5.20(b), and it can recover the classical cases Fig. 5.20(a).
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Up to now, we have shown that present semiclassical LB method in classi-

cal limit could recover the results of conventional LB method, moreover, the

present semiclassical LB method can be used to calculate lid driven cavity

�lled with dilute quantum gas. The kinematic viscosity ν of the �uid could

be obtained from the given Reynolds number and the relaxation time τ is

calculated according to (2.20), rather than the classical one τc =
ν
T
+ δt

2
. The

velocity vectors of dilute quantum gas of Re∞ = 100 are shown in Fig. 5.21

for BE statistics and Fig. 5.21 for FD statistics. Also the pressure contours

and streamlines are provided in di�erent quantum statistics, Fig. 5.25, Fig.

5.22, Fig. 5.26 and Fig. 5.23.In Fig. 5.31, the velocity pro�les of two di�erent

statistics (BE and FD) with two di�erent initialization fugacity z = 0.1 and

z = 0.2 are shown. The solid lines represent the results of BE statistics and

dashed lines represent the results of FD statistics. The di�erences between

these two di�erent fugacities is tiny and hard to be delineated.
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Table 5.1: Comparisons of drag coe�cient of di�erent boundary conditions in

LB method

Re IB method BB method

20 2.383 3.626

40 1.819 1.433

100 1.428 2.621

200 1.339 3.108

Table 5.2: Comparisons of the average Nusselt number and the maximum

velocity components across the cavity center. The data in parentheses are the

locations of the maxima.

Ra Nuave umax(y) vmax(x)

103 Present 1.1194 3.5519(0.8203) 3.6091(0.1875)

129× 129 Ref [79] 1.1168 3.6554(0.8125) 3.6985(0.1797)

104 Present 2.2015 15.7489(0.8203) 19.4241(0.1328)

129× 129 Ref [114] 2.2442 16.1802(0.8265) 19.6295(0.1193)

105 Present 4.5327 34.4184(0.8477) 72.4886(0.0742)

257× 257 Ref [114] 4.5216 34.7399(0.8558) 68.6396(0.0657)
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Figure 5.1: Convergence of solution with re�ned grids, the cells number is

100, 200, and 400. (a) Velocity, (b) Density, (a) Pressure, (d) Temperature.
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Figure 5.2: Shock tube �ow in a quantum gas. The e�ect due to di�erent

particle statistics; Bose-Einstein: BE, Fermi-Dirac: FD, Maxwell-Boltzmann:

MB. (a) Density, (b) Velocity, (c) Pressure, (d) Temperature.
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Figure 5.3: Shock tube �ow in a quantum gas. The e�ect in high temperature

limit; Bose-Einstein: BE, Fermi-Dirac: FD, Maxwell-Boltzmann: MB. (a)

Density, (b) Velocity, (c) Pressure, (d) Temperature.
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Figure 5.4: Velocity pro�les in a channel �ow of gases of arbitrary statistics

(gas with z = 0.2). (a) Kn=0.05, (b) Kn=0.5, (c) Kn=1. (d) Normalized

mass �ux in a channel �ow as a function of Kn number.
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Figure 5.5: Drag and lift coe�cients in classical limit. (a) Re = 100, (b)

Re = 500.
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Figure 5.6: Drag and lift coe�cients in di�erent boundary conditions (im-

mersed boundary condition and bounce back boundary condition). (a)

Re = 100, (b) Re = 200.
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Figure 5.7: Streamlines of uniform �ow over a circular cylinder in a quantum

gas with z = 0.2 and Re∞ = 20. (a) BE gas, (b) MB gas, (c) FD gas.
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Figure 5.8: Streamlines of uniform �ow over a circular cylinder in a quantum

gas with z = 0.2 and Re∞ = 40. (a) BE gas, (b) MB gas, (c) FD gas.
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Figure 5.9: Streamlines of uniform �ow over a circular cylinder in a quantum

gas with z = 0.2 and Re∞ = 200. (a) BE gas, (b) MB gas, (c) FD gas.
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Figure 5.10: Di�erent contours and streamlines of uniform �ow over a circular

cylinder in a quantum gas in a classical limit with Re∞ = 200, steps=94200.

(a) X-direction velocity(ux), (b) y-direction velocity(uy), (c) fugacity(z), (d)

density(ρ), (e) temperature(θ), (f) streamlines.
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(a) (b) (c)

Figure 5.11: Streamlines for di�erent Rayleigh numbers of natural convection.

(a) Ra = 103, (b) Ra = 104, (c) Ra = 105.

(a) (b) (c)

Figure 5.12: Isotherm lines for di�erent Rayleigh numbers of natural convec-

tion. (a) Ra = 103, (b) Ra = 104, (c) Ra = 105.
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Figure 5.13: Streamlines of Rayleigh-Be�nard convection for di�erent Rayleigh

numbers. (a) Ra = 4000, (b) Ra = 10000, (c) Ra = 50000.
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Figure 5.14: Isotherms of Rayleigh-Be�nard convection for di�erent Rayleigh

numbers. (a) Ra = 4000, (b) Ra = 10000, (c) Ra = 50000.
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Figure 5.15: Grid re�nement of three dimensional lid driven simulation, Re =

400 for two di�erent centerlines. (a) (x,0,0), (b) (0,0,z).
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Figure 5.16: Grid re�nement of three dimensional lid driven simulation, Re =

1000 for two di�erent centerlines. (a) (x,0,0), (b) (0,0,z).
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Figure 5.17: Streamlines of MB statistics in three mid-planes, Re = 100. (a)

xy planes, (b) zy planes, (c) xz planes.
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Figure 5.18: Streamlines of MB statistics in three mid-planes, Re = 400. (a)

xy planes, (b) yz planes, (c) xz planes.
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Figure 5.19: Streamlines of MB statistics in three mid-planes, Re = 1000. (a)

xy planes, (b) yz planes, (c) xz planes.
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Figure 5.20: Centerlines velocity of classical and semiclassical model. (a)

Classical, (b) semiclassical
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Figure 5.21: Velocity vectors of BE statistics in three mid-planes, Re = 100,

z = 0.2. (a) xy planes, (b) yz planes, (c) xz planes.
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Figure 5.22: Pressure contours of BE statistics in three mid-planes, Re = 100,

z = 0.2. (a) xy planes, (b) yz planes, (c) xz planes.
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Figure 5.23: Streamlines patters of BE statistics in three mid-planes, Re =

100, z = 0.2. (a) xy planes, (b) yz planes, (c) xz planes.
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Figure 5.24: Velocity vectors of FD statistics in three mid-planes, Re = 100,

z = 0.2. (a) xy planes, (b) yz planes, (c) xz planes.
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Figure 5.25: Pressure contours of FD statistics in three mid-planes, Re = 100,

z = 0.2. (a) xy planes, (b) yz planes, (c) xz planes.
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Figure 5.26: Streamlines patters of FD statistics in three mid-planes, Re =

100, z = 0.2. (a) xy planes, (b) yz planes, (c) xz planes.
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Figure 5.27: Streamlines patters of FD statistics in three mid-planes, Re =

400, z = 0.2. (a) xy planes, (b) yz planes, (c) xz planes.
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Figure 5.28: Streamlines patters of BE statistics in three mid-planes, Re =

400, z = 0.2. (a) xy planes, (b) yz planes, (c) xz planes.
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Figure 5.29: Streamlines patters of FD statistics in three mid-planes, Re =

1000, z = 0.2. (a) xy planes, (b) yz planes, (c) xz planes.
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Figure 5.30: Streamlines patters of BE statistics in three mid-planes, Re =

1000, z = 0.2. (a) xy planes, (b) yz planes, (c) xz planes.
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Figure 5.31: Centerlines velocity of di�erent quantum statistics, z = 0.1 and

z = 0.2
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6.1 Accomplishments

In this dissertation, I have derived a general LB method which is called semi-

classical LB method, and also made several contributions to the analysis of

this method. This method is suitable for analyzing dilute quantum gas hydro-

dynamics and beyond. The present work is di�erent from Boltzmann equation

with quantum collision (Wigner distribution, density matrix), or quantum LB

method. It solves the Boltzmann equation with BGK approximation together

with BE distribution function and FD distribution function on phase space.

The following is a summary of my major accomplishments.

1. We proposed a new semiclassical LB method which is obtained by �rst

projecting the UUB-BGK equations onto the Hermite polynomial basis

as pioneered by Grad [5][18]. The equilibrium distribution of LB equa-

tions for simulating hydrodynamical �ows is derived through expanding

BE (or FD) distribution function onto Hermite polynomial basis which is
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done in a priori manner and is free of usual ad hoc parameter-matching.

Finite order expansions up to third order are considered and compared

with traditional classical LB-BGK methods. The present work can be

considered as an extension and generalization of the work of Shan and

He [17] for quantum gas and share equally many desirable properties

claimed by them, such as free of drawbacks in conventional higher-order

hydrodynamic formulations. The present work recovers the classical re-

sults in [17] when the classical limit is taken. The hydrodynamics beyond

the semiclassical Navier-Stokes equations can also be explored if higher

than third order expansion is taken. Lastly, the present development

of semiclassical LB method provides a uni�ed framework for a parallel

treatment of gas systems of particles of arbitrary statistics.

2. The present construction provides quantum Navier-Stokes order solu-

tion and beyond. Several computational examples of both BE and FD

gases in one dimensional shock tube �ow have been simulated and the

results exhibit similar �ow characteristics of their corresponding clas-

sical cases. The e�ect of quantum statistics on the hydrodynamics is

clearly delineated.

3. Several computational examples of both BE and FD gases in two-dimensional

microchannel �ows have been simulated over Kundsen numbers repre-

senting the Knudsen, slip and Poiseuille regions. The Knudsen minimum

phenomena is captured for all the gas statistics. Moreover, this semi-

classical LB method recovers the classical results when the classical limit

is taken.

4. In two dimensional �ows over circular cylinder, the length of vortex after

the circular cylinder are di�erent from di�erent quantum statistics. The
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drag coe�cient and lift coe�cient are also provided, It is always shown

that the one in classical limit is within the other quantum statistics.

5. In three dimensional lid driven cavity �ow, the velocity vectors and the

velocity of the centerlines of three slices are shown. The one in classical

limit matches with previous works, it validates the semiclassical LB

method in classical limit.

6.2 Future Work

Since the semiclassical LB methods have been derived, however, there exist

some works to do in the future.

1. The experimental results for quantum hydrodynamics are rare and we

only validate our results with the corresponding classical counterpart in

classical limit. There are some experiments dealing with quantum �uids

in microchannel �ow. For example, in [106], �rst observation of the

Knudsen minimum in normal liquid 3He was reported. Also, Knudsen

minima has been found for phonons at di�erent Knudsen numbers have

been reported, see [107][108]. The present work should be compared

with quantum �uid experiments and also validated according to more

experiments.

2. A new coupled thermal LB method based on double distribution func-

tions with two relaxation times is derived for thermohydrodynamic Navier-

Stokes equations in Appendix 2. The method is obtained by �rst pro-

jecting the governing two relaxation kinetic model equations onto the

Hermite polynomial basis as pioneered by [79] and [16]. And the cou-

pled thermal LB method should be possibly used for developing double
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distribution function semiclassical LB method.

3. The present work is developed based on expanding the distribution func-

tion (including equilibrium distribution function f eq) onto Hermite poly-

nomials. Although this strategy for building LB method attracts lots

of attentions in recent years, there are still some criticisms concerning

entropy and Galilean invariance on these procedures [115][116]. One

of the disadvantages of expanding the equilibrium distribution function

onto Hermite polynomials is that the roots of Hermite polynomials are

irrational, the corresponding discrete velocities can not be �tted into a

regular space �lling lattice. Such that, the resulting o�-lattice models

make the exact space discretization of the advection step which is the

major advantage of the LB methods broken. Another drawback is that

the solution of projecting the equilibrium distribution function in a �-

nite dimensional Hermite basis will lose the positivity of the distribution

function in the truncation of Hermite polynomial expansions. One of the

methods for solving these problems mentioned above is through the en-

tropic formulation [117][118] which evaluates the Boltzmann H function

at the nodes of the given quadrature instead of equilibrium distribution

function. And in recent years, this idea is extended to derive a gener-

alized Maxwell distribution function for LB method [119], in that work,

all the previously introduced equilibria for LB are found as special cases

of the generalized Maxwellian. Moreover, in [120] taking advantage of

the closed-form generalized Maxwell distribution function and splitting

the relaxation to the equilibrium in two steps, they proposed an entropic

quasiequilibrium kinetic model for the simulation of low Mach number

�ows. The future development of semiclassical LB method may follow
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the new trend of LB method.





Appendix A

Nomenclature

n number density

ρ density, Kg/m3

µ viscosity, or chemical potential

c lattice velocity

cs speed of sound

D dimension of system

ξi lattice streaming vector in i direction

e kinetic energy

F external force

f distribution function

g acceleration due to gravity

H height, m

p pressure

Pr Prandtl number

q heat �ux vector

x position vector

Ra Rayleigh number

U maximum velocity at the inlet

U0 top lid velocity

u �uid velocity, ms−1

u, v, w x, y and z components of �ow velocity
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V discrete velocity space

Πij momentum stress tensor

m mass, kg

t time, s

T temperature, K

δx lattice spacing, m

δt time step, s

Subscripts

i, j, k Cartesian coordinate system Greek symbols

x, y, z Cartesian coordinate system Greek symbols

a velocity component

Superscripts

eq equilibrium distribution function

(0) equilibrium distribution function after discretizing velocity space

N order of the discretized equilibrium distribution function

Q semiclassical distribution function

C classical distribution function

Abbreviations

LB Lattice Boltzmann

WKB Wentzel-Kramers-Brillouin

UUB Uehling-Uhlenbeck-Boltzmann

BGK Bhatnagar-Gross-Krook

FD Fermi-Dirac

BE Bose-Einstein
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MB Maxwell-Boltzmann

DdQq d Dimension, q velocity





Appendix B

Chapman-Enskog Analysis of

semiclassical LB method

B.1 Chapman-Enskog Analysis of Single Relax-

ation Time semiclassical LB method

In this section, the generic evolution equation of single relaxation time semi-

classical LB method is inspected by means of a Chapman-Enskog analysis.

In LB method, the choice of lattice types is very important and it a�ects the

accuracy and stability of LB simulation. The lattice must verify some sym-

metry conditions to yield the desired asymptotic PDE. It requires appropriate

lattice velocities ca and weights wa in developing LB method such that the

following relations are veri�ed:

(a)
∑
a

wa = 1

(b)
∑
a

wacai = 0

(c)
∑
a

wacaicaj = c2sδij

(d)
∑
a

wacaicajcak = 0

(e)
∑
a

wacaicajcakcal = c4s(δijδkl + δikδlj + δilδkj) (B.1)
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Now, the LB-BGK equation (3.4) and semiclassical equilibria (3.38) up to

third order are used and listed below.

fa(x+ ζaδt, t+ δt)− fa(x, t) = −(fa − f
(0)
a )

τ
(B.2)

f (0)
a = wan{1 + ζa · u+

1

2
[(u · ζa)2 − u2 + (T

g5/2(z)

g3/2(z)
− 1)(ζ2

a −D)]}

+
ζ · u
6

[(u · ζa)2 − 3u2 + 3(T
g5/2(z)

g3/2(z)
− 1)(ζ2

a −D − 2)]} (B.3)

First, computing all the following summations by the semiclassical equi-

libria with the aids of (B.1) as:

∑
a

f (0)
a = n (B.4)

∑
a

ζaif
(0)
a = nui (B.5)

∑
a

ζaiζajf
(0)
a = n[T

g 5
2

g 3
2

δij + uiuj] (B.6)

∑
a

ζaiζajζakf
(0)
a = nT

g 5
2

g 3
2

[δijuk + δkjui + δkiuj] (B.7)

Introducing the following expansions

fa(x+ ζaδt, t+ δt) =
∞∑
n=0

εn

n!
(∂t + ζa · ∇)fa w f 0

a + εf 1
a + ε2f 2

a + . . . (B.8)

t1 = tε (B.9)

t2 = tε2 (B.10)

(i, j, k)1 = (i, j, k)ε (B.11)

∂t = ε∂t1 + ε2∂t2 (B.12)

The above expressions of the derivatives are substituted into (B.2), and
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terms involving di�erent orders of ε are separated as:

0 =
−1

τ
[f 0

a − f (0)
a ] (B.13)

∂t1f
0
a + ζaj∂j1f

0
a = −1

τ
f 1
a (B.14)

∂t2f
0
a + (

2τ − 1

2τ
)(∂t1f

1
a + ζaj∂j1f

1
a ) = −1

τ
f 2
a (B.15)

After summation with respect to a, the three di�erent order mass conser-

vation equations are recovered below:

−1

τ

∑
a

[f 0
a − f (0)

a ] = 0 (B.16)

∂t1
∑
a

f 0
a + ∂j1

∑
a

f 0
aζaj = −1

τ

∑
a

f1
a (B.17)

∂t2
∑
a

f0
a + (

2τ − 1

2τ
)(∂t1

∑
a

f1
a + ∂j1

∑
a

f 1
aζaj) = −1

τ

∑
a

f2
a (B.18)

After multiplying with mζai and summing with respect to a, the three

di�erent order momentum conservation equations are recovered below:

−1

τ

∑
a

m[f 0
a − f (0)

a ] = 0 (B.19)

∂t1
∑
a

mf 0
aζai + ∂j1

∑
a

mf 0
aζaiζaj = −1

τ

∑
a

mf 1
aζai (B.20)

∂t2
∑
a

mf 0
aζai + (

2τ − 1

2τ
)(∂t1

∑
a

mf 1
aζai + ∂j1

∑
a

mf 1
aζaiζaj)

= −1

τ

∑
a

f 2
aζai (B.21)

The local number density n and the local velocity u are

n =
∑
a

fa =
∑
a

f (0)
a

u =
1

n

∑
a

faζa =
1

n

∑
a

f (0)
a ζa
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From zeroth-order mass and momentum equations (B.16) and (B.19), we

get ∑
a

f l
a = 0 (B.22)

∑
a

f l
aζa = 0, (l ≥ 1) (B.23)

For deriving the Navier-Stokes equation, we add the �rst and second order

momentum equations (B.20) and (B.21).

∂t(ρui) + ∂jPij = 0 (B.24)

where the momentum �ux density tensor P
(1)
ij is given by

Pij = P 0
ij + ε(

2τ − 1

2τ
)P 1

ij (B.25)

P 0
ij = m

∑
a

ζaiζajf
0
a = pδij + ρuiuj (B.26)

P 1
ij = m

∑
a

ζaiζajf
1
a = −τρT

g 5
2

g 3
2

[∂i1uj + ∂j1ui] (B.27)

The P
(1)
ij is calculated as:

P 1
ij = m

∑
a

ζaiζaj(−τ∂t1f (0)
a − τζak∂k1f

0
a ) = −τm∂t1

[T
g 5

2

g 3
2

nδij + ρuiuj]− τmT
g 5

2

g 3
2

[δij∂k1(nuk) + ∂i1(nuj) + ∂j1(nui)] = −τm∂t1

[T
g 5

2

g 3
2

nδij + ρuiuj]− τmT
g 5

2

g 3
2

[δij(uk∂k1n+ n∂k1uk) + (uj∂i1n+ n∂i1uj) + (ui∂j1n+ n∂j1ui)]

(B.28)

Then, we use (B.17) and (B.20) to get

∂t1(nT
g 5

2

g 3
2

) = −T
g 5

2

g 3
2

∂k1(nuk) (B.29)

∂t1(ρuiuj) = −T
g 5

2

g 3
2

[ui∂j1n+ uj∂i1n]− ∂k1(uiujuk)

≃ −T
g 5

2

g 3
2

[ui∂j1n+ uj∂i1n] (B.30)
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After putting (B.29) and (B.30) into (B.28), we can get (B.27). Finally,

put (B.25),(B.26) and (B.27) into (B.24), we can get the �nal form of the

momentum equation as

∂t(ρui) + ∂j(ρuiuj) = −∂ip+ ν∂j[ρ∂iuj + ρ∂jui] (B.31)

In symbolic notation the equation is

∂t(ρu) +∇ · (ρuu) = −∇p+ ν∇ · [ρ∇u+ ρ(∇u)T ] (B.32)

The Navier-Stokes equation is recovered from this equation in the incom-

pressible limit(∂juj = 0) or (∇ · u = 0)

∂tui + uj∂jui = −1

ρ
∂ip+ ν∇2ui (B.33)

ν = (τ − 1

2
)T
g 5

2

g 3
2

(B.34)

In symbolic notation the equation is

∂tu+ u · ∇u = −1

ρ
∇p+ ν∇2u (B.35)

Notice that ∇ · (∇)T = ∇(∇ · u)





Appendix C

Derivations of Double

Distribution Function LB method

In this chapter, we provides another possible way to solve the defects of single

relaxation time semiclassical LB method from the ideas of developing thermal

LB methods. Historically, the existing thermal LB methods can be classi�ed

into three categories. The �rst category is the passive-scalar approach [121]

and the basic approach of this method is assuming that the viscous heat dis-

sipation and the compression work done by the pressure can be neglected. As

a consequence, the temperature can be simulated by a scalar density distri-

bution function. The other two categories include the multi-speed distribu-

tion function approach [122][123][124] and the double distribution functions

(DDF) approach [125][126][127][79]. The multi-speed approach is achieved by

increasing the numbers of discrete velocities, then, the compressible Navier-

Stokes equations could be recovered by those increasing degrees of freedom.

Although the multi-speed approach can reach a thermal LB method, but it

su�ers from severe numerical instability and a narrow range of temperature

variation. Moreover, the Prandtl number is usually �xed at constant. On the

other hand, the DDF approach utilizes two distribution functions, one is for

describing the velocity �eld, the other is for describing the internal energy

or total energy. The DDF approach can achieve a better numerical stability

than the multi-speed approach. We derive a thermal LB method which is
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based on DDF method and should be suitable for developing DDF semiclas-

sical LB method, in which both the Maxwell equilibrium velocity distribution

function and a total energy equilibrium distribution function are expanded

on tensor Hermite polynomials according to [79][16]. By choosing a proper

reference velocity, the coupling of lattice velocities and the local temperature

is avoided and the uncoupling process between velocity �eld and temperature

�eld as done in [79] is not necessary, thus, some of limitations mentioned such

as valid only to small temperature variation and transport coe�cients are

independent of temperature can be overcome. We also apply the Chapman-

Enskog method to the present coupled thermal LB-BGK equations to obtain

the relations between the relaxation time and viscosity and thermal conduc-

tivity. Hydrodynamics based on moments up to third order expansions are

presented. Computational examples to illustrate the methods are given, and

the results are carefully studied with the published result [114]. This new

scheme provides a possible way for extending the current semiclassical LB

method to double distribution functions semiclassical LB method.

C.1 Two Relaxation Times Kinetic Model

In this section we brie�y describe the coupled kinetic model equations based on

double distribution functions for the later development of thermal LB method.

We adopt the two relaxation times kinetic model equations proposed by Guo

et al [79]. The double distribution functions in terms of two relaxation times
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can be expressed as follow:

∂tf + ξ ·∇xf + a ·∇ξf = − 1

τf
[f − f eq], (C.1)

∂th+ ξ ·∇xh+ a ·∇ξh = − 1

τh
[h− heq]

+
Z

τhf
[f − f eq] + fξ · a, (C.2)

where f (0) and h(0) are given by

f eq =
ρ

(2πRT )D/2
exp[−(ξ − u)2

2RT
], (C.3)

heq =
ρξ2

2(2πRT )D/2
exp[−(ξ − u)2

2RT
]. (C.4)

Here, f(ξ,x, t) and h(ξ,x, t) = ξ2f/2 are respectively the velocity distribution

function and total energy distribution function, ξ is the particle velocity, x

the physical space position, a the acceleration due to external force and t is

time. In (C.1) and (C.2), τf and τh are the relaxation times characterizing,

respectively, the momentum change and internal energy change during particle

collisions and τ−1
hf = τ−1

h + τ−1
f , Z = ξ · u − u2/2 where u(x, t) is the mean

velocity. In (C.3) and (C.4), ρ(x, t) is the density, T the local temperature,

R is the gas constant and D is the space dimension.

Once the distribution functions f and h are known, the macroscopic quan-

tities, e.g., the density ρ, mean velocity u, and energy density E are de�ned,

respectively, by

ρ(x, t) =

∫
fdξ, (C.5)

ρu(x, t) =

∫
ξfdξ, (C.6)

ρE(x, t) = ρ(ε+
u2

2
) =

∫
hdξ (C.7)

Through the Chapman-Enskog expansion of the two relaxation time kinetic

model equations, the thermal-hydrodynamic equations at the compressible
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Navier-Stokes level can be obtained:

∂tρ+∇ · (ρu) = 0, (C.8)

∂t(ρu) +∇ · (ρuu) = −∇p+∇ · τ + ρa, (C.9)

∂t(ρE) +∇ · [(p+ ρE)u] = ∇ · (κ∇T ) +∇ · (τ · u)

+ρu · a, (C.10)

where p = ρRT is the pressure and τ = µ[[∇u+ (∇u)T ]− (2/D)(∇ · u)I] is

the viscous stress tensor. The transport coe�cients viscosity µ and thermal

conductivity κ are given, respectively, by

µ = τfp, κ =
(D + 2)R

2
τhp = cpτhp (C.11)

where cp = (D + 2)R/2 is the speci�c heat ratio at constant pressure. Using

the momentum equation, we can also deduce the temperature equation from

the the total energy equation as

cv[∂t(ρT ) +∇ · (ρuT ) = ∇ · (κ∇T )− p∇ · u) + τ · ∇u), (C.12)

where cv = DR/2 is the speci�c heat at constant volume. The Prandtl number

of the kinetic system is Pr = µcp/κ = τf/τh and can be made arbitrary by

tuning the two relaxation times.

Introduce the characteristic (or reference) length L, time t0 and velocity

c0 =
√
RT0 scales, where T0 is a reference temperature and with t0 = L/c0,

we have the dimensionless quantities as follows:

x̂ =
x

L
, (ξ̂, û, ĉ) =

(ξ,u, c)

c0
, t̂ =

t

(L/c0)
, (τ̂f , τ̂h) =

(τf , τh)

L/c0
,

(f̂ , f̂ (0)) =
(f, f (0))

ρ0/cD0
, (ĥ, ĥ(0)) =

(h, h(0))

ρ0/c
D−2
0

. (C.13)

Substituting the above dimensionless variables into the (C.1) and (C.2), it is

straightforward to �nd that the resulting governing kinetic equations become
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dimensionless and remain unchanged in form and the equilibrium distribution

functions, f̂ (0) and ĥ(0) are given by

f̂ eq =
ρ̂

(2πθ̂)D/2
exp[− ĉ2

2θ̂
], (C.14)

ĥeq =
ρ̂ξ̂2

2(2πθ̂)D/2
exp[− ĉ2

2θ̂
], (C.15)

where θ ≡ RT and θ̂ ≡ RT/c20.

C.2 Expansion of the Equilibrium Distribution

Functions

In this section, following the approach in [16], we adopt the Grad's moment ex-

pansion approach and seek solutions to (C.1) and (C.2) by expanding f(x, ξ, t)

and h(x, ξ, t) in terms of Hermite polynomials,

f(x, ξ, t) = ω(ξ)
∞∑
n=0

1

n!
a(n)(x, t)H(n)(ξ) (C.16)

h(x, ξ, t) = ω(ξ)
∞∑
n=0

1

n!
b(n)(x, t)H(n)(ξ) (C.17)

where ω(ξ) = 1
(2π)D/2 e

−ξ2/2 is the weighting function, a(n), b(n) andH(n)(ξ) are

rank-n tensors and the product on the right-hand side denotes full contraction.

Here and throughout the manuscript, the shorthand notations of [18] for fully

symmetric tensors have been adopted. The equilibrium distribution functions

f (0) and h(0) are also similarly expanded. Here the expansion to �nite N -th

order can be expressed as follow:

f (0),N(x, ξ, t) = ω(ξ)
N∑

n=0

1

n!
a
(n)
0 (x, t)H(n)(ξ) (C.18)
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h(0),N(x, ξ, t) = ω(ξ)
N∑

n=0

1

n!
b
(n)
0 (x, t)H(n)(ξ) (C.19)

and,

a
(n)
0 (x, t) =

∫
f (0)(x, ξ, t)H(n)(ξ)dξ (C.20)

b
(n)
0 (x, t) =

∫
h(0)(x, ξ, t)H(n)(ξ)dξ (C.21)

C.3 Discretization of Velocity Space

It is essential to realize that as a partial sum of Hermite series with �nite

terms, the truncated distribution functions can be completely and uniquely

determined by its values at a set of discrete abscissae. This is true because

with f (or h) truncated to order N , the integrand on the right-hand side of

(C.20) can be written as:

fN(x, ξ, t) = ω(ξ)p(x, ξ, t), hN(x, ξ, t) = ω(ξ)q(x, ξ, t), (C.22)

where p(x, ξ, t) (or q(x, ξ, t)) is a polynomial in ξ of a degree not greater

than 2N . Using the Gauss-Hermite quadrature, a(n) (or b(n)) can be precisely

expressed as a weighted sum of the functional values of p(x, ξ, t) (or q(x, ξ, t)):

a(n) =

∫
ω(ξ)p(x, ξ, t) =

d∑
a=1

wap(x, ξa, t)

=
d∑

a=1

wa

ω(ξa)
fN(x, ξa, t)H(n)(ξa), (C.23)

where wa and ξa, a = 1, 2, ..., d, are, respectively, the weights and abscissae

of a Gauss-Hermite quadrature of a degree ≥ 2N . Similar expressions can be

given for b(n) and hN(x, ξa, t). Hence, the set of discrete distribution function

values fN(ξa) and h
N(ξa) now serve as a new set of fundamental variables for
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de�ning the �uid system in place of the conventional thermohydrodynamic

variables. For further details, see Shan et al. [16].

Notice that with the weighting function, we have:

f (0) =
ρ

(θ̂)D/2
ω(

ĉ√
θ̂
), (C.24)

theˆwill be taken o� hereinafter, and all the velocities should be considered

as nondimensional variables. After a change of variable η ≡ c/
√
θ, we have

a
(n)
0 = ρ

∫
ω(η)H(n)(

√
θη + u)dη (C.25)

and some of the �rst few tensor Hermite polynomials are given here, H(0)(x) =

1,H(1)
i (x) = xi,H(2)

ij (x) = xixj − δij, and H(3)
ijk(x) = xixjxk − xiδjk − xjδik −

xkδij, etc.

The Hermite expansion coe�cients a
(n)
0 can be calculated as

a
(0)
0 = ρ,

a
(1)
0 = ρu,

a
(2)
0 = ρ[uu+ (θ − 1)δ],

a
(3)
0 = ρ[uuu+ (θ − 1)δu]. (C.26)

Similarly, the expansion coe�cients b
(n)
0 can be obtained as:

b
(0)
0 = ρE,

b
(1)
0 = (p+ ρE)u,

b
(2)
0 = (2p+ ρE)uu+ (p+ ρE(θ − 1))δ.

After obtaining a
(n)
0 and b

(n)
0 , we can calculate f

(0),N
a and h

(0),N
a from

E(C.16) and (C.17). For N = 3 in velocity distribution function and N = 2

in total energy distribution function, we get the explicit Hermite expansion of
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these two distribution functions at the discrete velocities ξa as:

f (0),3
a = ωaρ{1 + ξa · u+

(ξa · u)2

2
− u2

2
+ (θ − 1)

(ξ2a −D)

2

+
ξa · u
6

[(ξa · u)2 − 3u2 + 3(ξa − 1)(ξ2a −D − 2)]} (C.27)

h(0),2a = ωaρ{E + (
p

ρ
+ E)ξa · u+ (

p

ρ
+
E

2
)[(ξa · u)2 − u2]

+
p

2ρ
(ξ2a −D) + E(θ − 1)(ξ2a −D)}

= ωap[ξa · u+ (ξa · u)2 − u2 +
1

2
(ξ2a −D)] + Ef (0),2 (C.28)

where D = δii and f
(0),2 is the expansion of f (0) to N = 2 order.

The governing equations for the coupled LB-BGK method are

∂tfa + ξa ·∇xfa = − 1

τf
[fa − f (0),3

a ] + Fa, (C.29)

∂tha + ξa ·∇xha = − 1

τh
[ha − h(0),2a ]

+
Za

τhf
[fa − f (0),3

a ] + qa, (C.30)

where Fa and qa are given respectively, by

Fa = ωaρ(ξ · a+ (ξa · a)(ξa · u)− a · u), (C.31)

qa = ωaρEξa · a+ faξa · a. (C.32)

come from the similar procedures expanding the forcing terms onto Hermite

polynomials.

At this stage, some notes are in order. First, we note that the above de-

velopment follows closely the works presented in [16]. The model presented

here is a coupled LB model, that is, the local temperature θ = RT appears

in both equilibrium velocity distribution function f
(0)
a and equilibrium total

energy distribution function h
(0)
a , as also mentioned in [16] and [47], by choos-

ing a proper reference velocity c0 =
√
θ0, the particle velocity ξ depends on
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a constant c0, but not local temperature θ and the resultant discrete velocity

model is consistent with the original kinetic model where the particle velocity,

ξ, x and t are independent variables. Second, in contrast to [79], where all

the local temperatures appearing in their truncated equilibrium distribution

functions are replaced by a constant reference temperature T0. Although the

zeroth- and �rst-order moments of their f (0),2 and the zeroth order moment of

h(0),2 are the same as those of the EDFs with local temperature, however, the

higher-order moments required in the derivation of the Navier-Stokes equa-

tions are di�erent when one replaces the local temperature T by T0. Third,

with our formulation, the conventional LB scheme still can be used, and we

do not need to uncouple (C.27) and (C.28) as described in [79].

C.4 Time Discretization

The detailed descriptions of the time discretization of thermal LB method

based DDF can be found in [79]. First, by integrating the (C.29) along the

characteristic line can leads to

fa(x+ caδt, t+ δt)− fa(x, t)

=

∫ δt

0

[Ωf (x+ cat
′
, t+ t

′
) + Fa(x+ cat

′
, t+ t

′
)]dt

′
(C.33)

where δt is the time step and Ωf = (f
(0),3
a − fa)/τf . Then, by applying

trapezoidal rule leads to the following equation.

fa(x+ caδt, t+ δt)− fa(x, t)

=
δt
2
[Ωf (x+ caδt, t+ δt) + Fa(x+ caδt, t+ δt)]

+
δt
2
[Ωf (x, t) + Fa(x, t)] (C.34)
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Introducing the following distribution function:

f̄a = fa −
δt
2
(Ωf + Fa) (C.35)

Then, one can get

fa − f (0),3
a =

f̄a − f
(0),3
a + δt

2
Fa

1 + δt
2τf

(C.36)

f̄a − fa = −δt
2
(Ωf + Fa). (C.37)

From above equations, one can get the governing equation of distribution

function with time discretization,

f̄a(x+ caδt, t+ δt)− f̄a(x, t) = −ωf [f̄a(x, t)− f (0),3(x, t)]

+ δt(1−
ωf

2
)Fa, (C.38)

where ωf = 1
τf
. The macroscopic density ρ and velocity u are determined by

ρ =
∑
a

f̄a, (C.39)

ρu =
∑
a

caf̄a +
δt
2
ρa. (C.40)

By the similar procedures, the governing equation of total energy distribution

function with time discretization is shown as following, together with the

determination of the total energy.

h̄a(x+ caδt, t+ δt)− h̄a(x, t)

= −ωh[h̄a(x, t)− h(0),2(x, t)] + δt(1−
ωh

2
)qa

+ (ωh − ωf )Za(f̄a(x, t)− f (0),2(x, t) +
δt
2
Fa) (C.41)

where ωh = 1
τh

can be calculated from Prandtl number as Pr = γ
τf−0.5

τh−0.5
once

τf has been determined as described in Appendix. And also notice that

h̄a = ha −
δt
2
(Ωh + Fa) (C.42)
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The determination of energy E can be found by

ρE =
∑
a

h̄a +
δt
2
ρu · a. (C.43)

C.5 Chapman-Enskog Analysis of Double Dis-

tribution Functions LB method

In this section, detail derivations of the Chapman-Enskog analysis of double

distribution functions LB method are given. Following summations are com-

puted by the MB equilibrium distribution function (C.27) and total energy

distribution function (C.28).

∑
a

f (0),3
a = ρ, (C.44)

∑
a

ξaf
(0),3
a = ρu, (C.45)

∑
a

ξaξaf
(0),3
a = pδ + ρuu, (C.46)

∑
a

ξaξaξaf
(0),3
a = p[δu]s + ρuuu (C.47)

∑
a

ξah
(0),2
a = (p+ ρE)u, (C.48)

∑
a

ξaξah
(0),2
a = p(1 + E)δ + (2p+ ρE)uu, (C.49)

where δ is the Kronecker delta with two indices. Herein after, f (0) is used

to represent f (0),3 and h(0) is used to represent h(0),2. Introduce the following
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expansions:

fa w f 0
a + εf 1

a + ε2f 2
a + . . .

ha w h0a + εh1a + ε2h2a + . . .

Fa = εF 1
a , qa = εq1a + ε2q2a + . . .

t1 = tε, t2 = tε2, r1 = rε

such that the time and space derivative are expressed as

∂t = ε∂t1 + ε2∂t2

∇ = ε∇1

The above expressions of the derivatives are substituted into (C.29) and

(C.30), and terms involving di�erent orders of ε are separated as:

ε0 : f0
a = f (eq)

a (C.50)

ε1 : ∂t1f
0
a + ξa∇1f

(0)
a = − 1

τf
f (1)
a + F (1)

a (C.51)

ε2 : ∂t2f
(0)
a + ∂t1f

(1)
a + ξa∇1f

(1)
a = − 1

τf
f 2
a (C.52)

and

ε0 : h0a = h(eq)a (C.53)

ε1 : ∂t1h
0
a + ξa∇1h

(0)
a = − 1

τh
h(1)a +

Za

τhf
f (1)
a + q1a (C.54)

ε2 : ∂t2h
(0)
a + ∂t1h

(1)
a + ξa∇1h

(1)
a = − 1

τh
h(2)a +

Za

τhf
f (2)
a + q2a (C.55)
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From the above equations, we have

f0
a = f (eq)

a , h0a = h(eq)a∑
a

Fa = 0,
∑
a

ξaFa = ρa,
∑
a

ξaξaFa = ρ[au]s∑
a

qa = ρu · a,
∑
a

ξaqa = (ρEI + P ) · a,

∑
a

f (l)
a = 0,

∑
a

f (l)
a ξa = 0, (l ≥ 1),

∑
a

h(l)a = 0,
∑
a

h(l)a ξa = 0, (l ≥ 1)

where P =
∑

a ξaξafa.

From (C.51) and (C.54), we obtain the following �rst order thermal hy-

drodynamic equations:

∂t1ρ+∇1 · (ρu) = 0 (C.56)

∂t1(ρu) +∇1 · (ρuu+ pI) = ρa1 (C.57)

∂t1(ρE) +∇1 · ((p+ ρE)u) = ρu · a1 (C.58)

From (C.52) and (C.55), we get the following second order thermal hydro-

dynamic equations:

∂t2ρ = 0 (C.59)

∂t2(ρu) +∇1 · P (1) = 0 (C.60)

∂t2(ρE) +∇1 · q(1) = 0 (C.61)

wherein, P (1) ≡
∑

a ξaξaf
(1)
a , and q(1) ≡

∑
a ξah

(1)
a . For calculating P (1), and

q(1) we use (C.51) to get

−1

τf
P (1) = ∂t1P

(0) +∇1 ·
∑
a

ξaξaξaf
(0)
a −

∑
a

ξaξaF
(1)
a

(C.62)
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With the aids of (C.44) and notice that from (C.56), (C.57) and (C.58) we

have

∂t1(ρuu) = −∇1(pu)−∇1(ρuuu) + ρau (C.63)

∂t1p = −∇1(pu)−
2

D
p∇1 · u (C.64)

such that,

P (1) = p(S1 −
2

D
(∇1 · u)I) (C.65)

And, use (C.54), we can get

− 1

τh
q(1) = − 1

τhf
P (1) · u+ ∂t1q

(0) (C.66)

+∇1 ·
∑
a

ξaξah
(0)
a +∇a ·

∑
a

ξaq
1
a

= ∂t1 [(p+ ρE)u] +∇1[p(1 + E)δ + (2p+ ρE)uu]

− 1

τhf
P (1)u− [(p+ ρE)a+ ρ(ua1)u] = [∂t1(pu)

+∇1(pδ + puu)] + {∂t1(ρEu) +∇1[pEδ + (p+ ρE)uu]}

+
τf
τhf

pS(1)u− [(p+ ρE)a+ ρ(u · a1)u]

= pa1 + ρ(u · a1)u+ Eρa+ pu∇1u+ p∇1E + E∇1p

+
τf
τhf

pS(1)u− [(p+ ρE)a+ ρ(u · a1)u]

= p(u∇u+∇E) + τf
τhf

pS(1)u = pcν∇θ + pS(1)

+
τf
τhf

pS(1)u = pcν∇θ +
τf
τh
pS(1)u

Then, we can get q(1). In deriving above equation we need the following

equations derived from (C.56), (C.57) and (C.58)

∂t1(ρEu) = −∇1[(p+ ρE)uu] + ρu(u · a1)

+ ρEa1 − E∇p+ pu ·∇u (C.67)

∂t1(pu) = −∇1(puu)− θ∇1p+ pa1 −
2

D
(∇1 · u)pu (C.68)
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Finally, based on equations from (C.56) to (C.61), together with (C.65))

and (C.66), we obtain the following thermal-hydrodynamic equations at the

Navier-Stokes level:

∂tρ+∇ · (ρu) = 0, (C.69)

∂t(ρu) +∇ · (ρuu) = −∇p+∇ · τ + ρa, (C.70)

∂t(ρE) +∇ · [(p+ ρE)u] = ∇ · (κ∇θ) +∇ · (τ · u) + ρu · a, (C.71)

where τ = µ[[∇u + (∇u)T ] − (2/D)(∇ · u)I] and thermal conductivity κ =

D
2
τhp = cντhp. Here, the viscosity is given by µ = τfp. Notice that the

discrete e�ect should be considered in LB model, that is, µ = (τf − 1/2)p

and κ = cν(τh − 1/2)p. Then, the Prandtl number will be Pr = cpµ/κ =

γ(τf − 1/2)/(τh − 1/2), where γ = cp/cν is the heat capacity ratio.
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