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Abstract

Traditional CDR circuits can be categorized as PLL-based CDR and oversampling

CDR based on its architecture. The sampling position of these CDR circuits is always

fixed in the middle of the received data. However, when data is transmitted in channel, it

is distorted by some non-ideal factors such as noise, ISI and timing jitter. Therefore, the

best sampling position is not at the middle of the received data by BER analysis. In order

to apply in different channel conditions and reduce the complexity of the front equalizer,

an eye-opening monitor (EOM) CDR circuit is proposed based on the oversampling

architecture. In different channel conditions, the EOM CDR circuit can select one clock

phase to recover data at the position where has low BER. Furthermore, the EOM is

turned off after having selected the most appropriate sampling clock to save the power

consumption of CDR circuit.

This EOM CDR circuit is implemented with 90nm CMOS technology, and the core

is occupied an area of 0.7∗0.8mm2. Moreover, this circuit consumes 254mW from 1.0V

supply when the EOM turns on, and only costs 61mW after having selected one appro-

priate sampling clock. Without any pre-equalizer or pre-emphasis circuit, this proposed

EOM CDR circuit can recover the 8Gb/s data, which is passing through 30cm FR-4

channel with BER < 10−12.



Contents

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Thesis Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 High Speed Serial-Link Receiver 3

2.1 Introduction of High Speed Links . . . . . . . . . . . . . . . . . . . . . . 3

2.2 Serial High-Speed Links . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.3 Channel Characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.3.1 Skin Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.3.2 Dielectric Loss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.3.3 FR-4 Board Simulation . . . . . . . . . . . . . . . . . . . . . . . . 9

3 Clock and Data Recovery 11

3.1 Traditional Clock and Data Recovery . . . . . . . . . . . . . . . . . . . . 12

3.1.1 Phase-Locked Loop Based CDR . . . . . . . . . . . . . . . . . . . 12

3.1.2 Blind Oversampling CDR . . . . . . . . . . . . . . . . . . . . . . 13

3.2 Bit Error Rate Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.2.1 Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.2.2 Inter-Symbol Interference (ISI) . . . . . . . . . . . . . . . . . . . 16

3.2.3 Timing Jitter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.2.4 Overall BER and Comparison . . . . . . . . . . . . . . . . . . . . 24

3.3 Proposed Eye-Opening Monitor CDR . . . . . . . . . . . . . . . . . . . . 27

3.3.1 Eye-Opening Monitor . . . . . . . . . . . . . . . . . . . . . . . . . 27



ii CONTENTS

3.3.2 Proposed EOM CDR Architecture . . . . . . . . . . . . . . . . . 28

3.3.3 Extended Application . . . . . . . . . . . . . . . . . . . . . . . . 31

3.4 Behavior Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4 Implementation of Eye-Opening Monitor CDR 37

4.1 Eye-Opening Monitor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.1.1 Operating Principle of the EOM . . . . . . . . . . . . . . . . . . . 37

4.1.2 Data Sampler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.1.3 Eye-Opening Monitor Logic . . . . . . . . . . . . . . . . . . . . . 42

4.1.4 Optimal Decision Circuit . . . . . . . . . . . . . . . . . . . . . . . 45

4.2 Multiphase Generator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.2.1 First-Harmonic Injection Locking Technique . . . . . . . . . . . . 50

4.2.2 Sub-Feedback Technique . . . . . . . . . . . . . . . . . . . . . . . 52

4.2.3 Buffer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.3 Decision Circuit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.4 Testing Circuit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.5 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.5.1 Multiphase Generator . . . . . . . . . . . . . . . . . . . . . . . . 57

4.5.2 Eye-Opening Monitor CDR . . . . . . . . . . . . . . . . . . . . . 58

4.6 Layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5 Experiment Results 63

5.1 Testing Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.2 Multiphase Generator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.3 Eye-Opening Monitor CDR . . . . . . . . . . . . . . . . . . . . . . . . . 66

6 Conclusion 75



List of Tables

4.1 Performance summary of ring oscillator . . . . . . . . . . . . . . . . . . . 57

4.2 Power consumption of this EOM CDR. . . . . . . . . . . . . . . . . . . . 59

5.1 Performance summary of this multiphase generator. . . . . . . . . . . . . 69

5.2 Performance summary of measurement. . . . . . . . . . . . . . . . . . . . 72

5.3 Comparison of this EOM CDR circuit with others. . . . . . . . . . . . . 73



iv LIST OF TABLES



List of Figures

2.1 (a)Parallel link and (b)serial link. . . . . . . . . . . . . . . . . . . . . . . 4

2.2 Front-end of a high-speed serial link. . . . . . . . . . . . . . . . . . . . . 5

2.3 Cross-sections of various transmission lines. . . . . . . . . . . . . . . . . . 5

2.4 Line model (a)without loss (b)with loss. . . . . . . . . . . . . . . . . . . 6

2.5 Skin effect of microstrip line. . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.6 Skin effect and dielectric loss of microstrip line. . . . . . . . . . . . . . . 8

2.7 Line model for a 1-in FR4 trace. . . . . . . . . . . . . . . . . . . . . . . . 9

2.8 Comparison of actual channel loss (dashed line) and line model (solid line). 9

3.1 Operating principle of CDR circuit. . . . . . . . . . . . . . . . . . . . . . 11

3.2 Architecture of PLL-based CDR. . . . . . . . . . . . . . . . . . . . . . . 12

3.3 Operation of PLL-based CDR. . . . . . . . . . . . . . . . . . . . . . . . . 13

3.4 Block diagram of traditional blind oversampling CDR. . . . . . . . . . . 14

3.5 Operating principle of traditional blind oversampling CDR. . . . . . . . . 14

3.6 The relation between BER and noise. . . . . . . . . . . . . . . . . . . . . 16

3.7 Influence of ISI on (a)periodic data and (b)random data. . . . . . . . . . 16

3.8 Amplitude distribution from noise and ISI. . . . . . . . . . . . . . . . . . 18

3.9 The BER with various sampling time. . . . . . . . . . . . . . . . . . . . . 19

3.10 The BER with various bandwidth at Ts = Tb. . . . . . . . . . . . . . . . 20

3.11 The BER with various bandwidth at Ts = 0.5Tb. . . . . . . . . . . . . . . 21

3.12 (a)The timing jitter and (b)sampling window of received data. . . . . . . 22

3.13 The BER caused by the data jitter. . . . . . . . . . . . . . . . . . . . . . 22

3.14 The simulation result of BER with various the data jitter. . . . . . . . . 23



vi LIST OF FIGURES

3.15 The PDF of data jitter in (a)typical CDR, and (b)oversampling CDR. . . 24

3.16 The relation between BER and Ts with various N0. . . . . . . . . . . . . 25

3.17 The relation between BER and Ts with various jitter. . . . . . . . . . . . 26

3.18 (a)Ideal received data, and (b)received data in reality. . . . . . . . . . . . 27

3.19 The block diagram of the EOM CDR. . . . . . . . . . . . . . . . . . . . . 29

3.20 The relation between window size and selected sampling phase. . . . . . 29

3.21 The relation between reference voltage and BER, and sampling position. 30

3.22 Responses of FR4 and equalizer using various CDR circuits. . . . . . . . 31

3.23 Block diagram of GVCO CDR. . . . . . . . . . . . . . . . . . . . . . . . 32

3.24 Schematic of gated voltage-controlled oscillator (GVCO). . . . . . . . . . 32

3.25 Operation of GVCO CDR. . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.26 The architecture of EOM CDR implemented by MATLAB. . . . . . . . . 33

3.27 The noise and ISI added on the received data. . . . . . . . . . . . . . . . 34

3.28 Block diagram to calculate the BER of the EOM CDR. . . . . . . . . . . 34

3.29 The simulation results of analysis. . . . . . . . . . . . . . . . . . . . . . . 36

3.30 The simulation results of behavior simulation. . . . . . . . . . . . . . . . 36

4.1 The block diagram of the EOM CDR. . . . . . . . . . . . . . . . . . . . . 38

4.2 Block diagram of the proposed eye-opening monitor. . . . . . . . . . . . . 38

4.3 Timing diagram of the EOM. . . . . . . . . . . . . . . . . . . . . . . . . 39

4.4 Ideal data and received data. . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.5 Operation of the data sampler. . . . . . . . . . . . . . . . . . . . . . . . 40

4.6 (a) Comparator for signal ONE, (b) Comparator for signal ZERO. . . . 41

4.7 Diagram of resistors’ placement to avoid mismatch. . . . . . . . . . . . . 41

4.8 Schematic circuit of sample and latch. . . . . . . . . . . . . . . . . . . . 42

4.9 Operation diagram of EOM logic. . . . . . . . . . . . . . . . . . . . . . . 43

4.10 Schematics of current-mode logic circuits used. . . . . . . . . . . . . . . . 44

4.11 Differential to single circuit . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.12 The relation between correct rate and the times of majority voting. . . . 47

4.13 The relation between p and the times of majority voting. . . . . . . . . . 47



LIST OF FIGURES vii

4.14 Block diagram of optimal decision circuit. . . . . . . . . . . . . . . . . . 48

4.15 Schematic circuit of D flip-flop in counter. . . . . . . . . . . . . . . . . . 48

4.16 (a)Differential ring oscillator, (b)Relation of output phases. . . . . . . . . 50

4.17 Block diagram of the differential ring oscillator . . . . . . . . . . . . . . . 50

4.18 (a)First-order model of the injection-locked oscillator,(b)Phasor represen-

tation of the currents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.19 (a)General block diagram of sub-feedback ring oscillator, (b)Single stage

equivalent circuit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.20 Buffer of the ring oscillator. . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.21 Block diagram of delay dummy and D flip-flop. . . . . . . . . . . . . . . 55

4.22 Schematics of the delay dummy and D flip-flop. . . . . . . . . . . . . . . 55

4.23 (a)External controller and (b)phase detector for testing. . . . . . . . . . . 56

4.24 Spectrum of oscillator in free-running and injection-locked situation. . . . 57

4.25 Eight phase clocks in time domain. . . . . . . . . . . . . . . . . . . . . . 58

4.26 Recovered clock and data. . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.27 Eye diagram of the EOM CDR. . . . . . . . . . . . . . . . . . . . . . . . 60

4.28 Eye diagram of the received data and recovered data. . . . . . . . . . . . 61

4.29 Layout of the EOM CDR. . . . . . . . . . . . . . . . . . . . . . . . . . . 62

5.1 Die micrograph. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.2 Testing setup. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.3 Block diagram of the EOM CDR. . . . . . . . . . . . . . . . . . . . . . . 65

5.4 Spectra of free running and injection locking clock at 8GHz and 9GHz. . 66

5.5 Phase noise of free running and injection locking clock at 8GHz and 9GHz. 67

5.6 Timing diagram of the recovered data. . . . . . . . . . . . . . . . . . . . 68

5.7 Eye diagram and BER of received data. . . . . . . . . . . . . . . . . . . . 68

5.8 Characteristics of various length channels. . . . . . . . . . . . . . . . . . 69

5.9 BER of the data recovered by various sampling clocks in different channels. 70

5.10 Eye diagram of received data and recovered data at 8Gb/s. . . . . . . . . 71

5.11 Eye diagram of received data and recovered data at 9Gb/s. . . . . . . . . 72



viii LIST OF FIGURES



Chapter 1

Introduction

1.1 Motivation

Clock and data recovery (CDR) is a critical component in the receiver end of wired

communication system. Because the clock is not transmitted directly, the timing in-

formation should be acquired from the received data to allow synchronous operations.

Moreover, the data received in the receiver is noisy, so the data should be sampled again

to eliminate the noise. Hence, CDR is demanded to recover data and clock, and the

received data can be read precisely.

Traditional CDR circuits can be categorized as PLL-based CDR and oversampling

CDR hinging on its architecture. There are some limitations in typical CDR circuits.

The presupposition of designing CDR circuits is that the optimal sampling position is at

the middle of input signal and all CDR circuits attempt to recover data at this position.

Nevertheless, this premise only occurs when data is transmitted in the front circuits

with bandwidth of 0.7 data rate according to the analysis of bit error rate(BER). Due

to the channel loss such as ISI and noise, an equalizer in the receiver is demanded to

compensate the received data. If utilize conventional CDR circuit, the equalizer should

extend the bandwidth to 0.7 data rate at least. This is because the sampling position

is fixed at the middle of received data in typical CDR circuits. This thesis proposes an

eye-opening monitor(EOM) CDR based on oversampling CDR architecture to eliminate

this drawback. The EOM CDR circuit can adjust sampling position according to vari-

ous input data and recover data at position with low BER. Hence, the requirement of
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equalizer is relaxed and not so strict as that in employing conventional CDR.

1.2 Thesis Overview

This thesis presents the design and implementation of an eye-opening monitor (EOM)

clock and data recovery (CDR). Because this proposed EOM CDR circuit is applied to

high speed serial-link, the basic concepts of this system is introduced in Chapter 2. In

Chapter 3, traditional clock and data recovery circuits are classified and illustrated first.

Then according to the bit error rate analysis of recovered data, interpret the obstacles of

typical CDR and propose an EOM CDR which can elevate the drawbacks and reduce the

requirements of the equalizer. The architecture and analysis of the proposed EOM CDR

are also illustrated in Chapter 3. Moreover, the detailed implementation and simulation

results are shown in Chapter 4. Chapter 5 demonstrates the testing environments and

the measured results. Finally, the conclusion is given in Chapter 6.



Chapter 2

High Speed Serial-Link Receiver

2.1 Introduction of High Speed Links

High speed links operating at multi-Gb/s are demanded not only in standard com-

puter systems like the memory, storage or component interfaces, but also in specialized

applications such as Internet routers or large multi-process systems. Since that devices

operate at high speed in standard IC processes is difficult, the high speed links and

chip-to-chip interfaces are considered as a design challenge.

Traditionally, high speed links use single link. However, when the semiconductor

technology progresses, the on-chip speed is increased enormously and much greater

than off-chip bandwidth. Hence, the single link whose speed is restricted to the on-

chip bandwidth is inadequate, and the employment of parallel links is required. High

speed link with parallel-link technology for input-output (I/O) interface is depicted in

Fig. 2.1(a) [1]. As the data rates increase much quickly, some issues in parallel links

become significant. One is that the processing in the front transceiver to multiplex

various channels is increased. Another is the channel mismatches cause signal skewing,

and the synchronization between clock and data becomes much difficult. Because of

these obstacles, the requirement at circuit level to implement parallel links changes into

tight. After all, the cost of parallel links increases greatly as the data rates reach Gb/s

range.

While the parallel transmission becomes expensive, serial high-speed links are de-

manded to replace parallel links. Fig. 2.1(b) [1] shows the block diagram of this tech-



4 Chapter 2: High Speed Serial-Link Receiver

I / O I / O

D a ta

C lo c k

D a ta

C lo c k

D a ta

C lo c k

T X R X

I / O I / OD a ta
+

C lo c k

D a ta

C lo c k

D a ta

C lo c k

T X R X

(a ) (b )

Figure 2.1: (a)Parallel link and (b)serial link.

nology. In the serial link transmission, the clock information is embedded in the data

and carried with data. Additionally, serial links applied in chip-to-chip and inter-board

communications can operate at high speed with lower I/O counts and greater flexibility

of the kind of used material. This trend is clearly illustrated in the development of the

personal component interconnect (PCI), gigabit ethernet and the gigabit backplane in-

terconnect. Therefore, this thesis focuses on the serial high-speed links, and this chapter

mainly references to [1].

2.2 Serial High-Speed Links

Fig. 2.2 illustrates the block diagram of a typical front-end in the serial link which is

also called serializer-deserializer system (SERDES). In the transmitter, the multiplexer

converts the parallel data into serial data, and then the driver processes these serial

data. In various application or standard, the design of driver is different, and there is

generally pre-emphasis to compensate the loss which is going to be generated as passing

the channel. Furthermore, the phase-locked loop (PLL) supplies high frequency clock

using a reference clock with lower operating frequency. This clock synchronizes the data

in the serialization and transmission processes.

As the data is transmitted in channel, it is distorted by the frequency-dependent loss

of channel. Hence, an equalizer is required to compensate the non-ideal phenomena, such

as ISI and noise caused by the channel in the receiver. When the output of equalizer is

accurate enough for the clock and data recovery (CDR) circuit, the CDR circuit recovers

the data and clock. Finally, the demultiplexer deserializes the recovered data back to

the original data in parallel style.
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Figure 2.2: Front-end of a high-speed serial link.

Because the data transmitted in the high-speed serial links covers a large range

of frequency, one of the design issues in this system is whether this electrical channel

has uniform frequency response. The non-uniform frequency response of the channel

seriously influences the integrity of signal transmitted in the high-speed serial links, and

can increase the bit error rate of the recovered data. This undesirable phenomenon

primarily comes from the channel’s physical characteristics such as skin effect, dielectric

loss and radiation loss which will be introduced in the next section.

2.3 Channel Characteristics

The electrical channel used in serial high-speed links is implemented by transmission

line for the reason of less distortion. Microstrip line and stripline are two of the most

popular planar transmission line categories, since they can be easily fabricated on printed

circuit board (PCB) and integrated with other active or passive devices. Fig. 2.3 shows

the cross-sections of these lines. In this thesis, the microstrip line is used as the electrical

channel in the experiment. Therefore, following discussions mainly concentrate on this

type of transmission line.

Conductor

GND Plane

W

Conductor

GND Plane

W

GND Plane

Dielectric

Microstrip Line Stripline

Figure 2.3: Cross-sections of various transmission lines.
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C
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R

Figure 2.4: Line model (a)without loss (b)with loss.

If the channel is an ideal transmission line, it can propagate signal without any

distortion. Fig. 2.4(a) illustrates the per-unit length model of this ideal transmission

line. The signal in this figure is transmitted from one LC unit to the next without any

loss. If the ideal transmission line is terminated properly, it can be written as

Zo =

√
L

C
. (2.1)

However, real transmission line has undesirable physical characteristics such as skin

effect, dielectric loss and radiation loss, and its per-unit length model should be modified

as Fig. 2.4(b). Only skin effect and dielectric loss are considered in this model, and

the radiation loss is neglected. This is because the radiation loss is comparatively

smaller than that from skin effect and dielectric loss. In this figure, the resistance R

represents the skin effect, and the conductance G models the dielectric loss. Hence, the

characteristic impedance of this transmission line is

Zo =

√
jωL+R

jωC +G
. (2.2)

If the frequency is high enough, the impedance can be rewritten as

Zo =

√
L

C
, (2.3)

which is identical with Eq.(2.1).

The physical characteristics (i.e.skin effect and dielectric loss) of the channel are par-

ticularly interpreted in the following subsections, because these factors play important

roles in the high speed data transmission.
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Figure 2.5: Skin effect of microstrip line.

2.3.1 Skin Effect

The skin effect is caused by the distribution of current and magnetic field in a

conductor altering with various frequency. When the signal is DC, the current density

is uniform across the conductor. However, if the frequency of signal becomes higher, the

current tends to concentrate on the conductor surface. The approximate distributions

of current at high frequency in the microstrip line is depicted in the Fig. 2.5 [2].

W and δs in Fig. 2.5 respectively represent the width and the skin depth of the

transmission line. The skin depth is the effective depth of signal current which conducts

on the conductor surface. This skin depth can be written as

δs =

√
ρ

πμf
, (2.4)

where μ is magnetic permeability of the conducting material and expressed in Henries

per unit length. Additionally, ρ represents the resistivity of the conducting material and

its unit is ohms per length. The surface resistivity Rs of the conductor is

Rs =
ρ

δs
=
√

πρμf, (2.5)

and the attenuation caused by the skin effect is written as

αskin =
Rs

ZoW
=

√
πρμ

ZoW

√
f. (2.6)

From this equation, αskin increases when the frequency becomes higher. Moreover, this

result can be explained in intuitive. Since the current of higher frequency flows through

a smaller cross-section than that with lower frequency, the resistance increases when the

frequency becomes higher and the loss does as well.
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Figure 2.6: Skin effect and dielectric loss of microstrip line.

2.3.2 Dielectric Loss

When atoms and molecules move or rotate for being subjected to the changing

electric field, the electric energy is dissipated as heat. Fig. 2.6 respectively shows the

skin effect and dielectric loss of the microstrip line.

The property of material that quantifies the dielectric loss is known as the dielectric

loss tangent or tan δ. The parameter, tan δ, varies with different dielectric material

and is typically constant with frequency, at least up to 10GHz. αd is the attenuation

constant due to dielectric loss, and is written as

αd =
π
√
εr tan δ

c
f, (2.7)

where c is the speed of light and εr represents the relative permittivity of the dielectric.

From Eq.(2.7), the dielectric loss also increases with the frequency. Furthermore, the

channel is preferable to use low loss dielectric material for minimizing loss. The most

common material used in today’s backplanes is FR-4 board whose loss tangent is less

than 0.02.

The total loss of the channel comprising both the effects caused by skin effect and

dielectric loss is

α =

(√
πρμ

ZoW

√
f +

π
√
εr tan δ

c
f

)
l, (2.8)

where l is the length of the channel. Because the dielectric loss linearly increases with

frequency, it dominates the overall channel loss at high frequency.
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2.3.3 FR-4 Board Simulation

The channel employed in this work is FR-4 microstrip line which is extensively used

in high speed serial-link. In order to comprehend the characteristics of FR-4 microstrip

line, utilize software to simulate FR-4 traces of various lengths.

While consider both the skin effect and dielectric loss, the conventional model in

Fig. 2.4(b) is not sufficient for broadband design. [2] proposes a broadband model de-

picted in Fig. 2.7 for a 1-in FR-4 trace. The characteristics of required channel length

can be obtained by cascading this model. Fig. 2.8 shows the comparison of the results

of this broadband model and the software simulation.
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Figure 2.7: Line model for a 1-in FR4 trace.
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Chapter 3

Clock and Data Recovery

When the receiver in serial link receives data stream that is noisy and asynchronous,

it should first process the data with equalizer to compensate the loss caused by channel,

and then use clock and data recovery (CDR) circuit to extract clock embedded in the re-

ceived data. After all, a decision circuit composed of d flip-flop retimes the received data

and generates recovered data which is synchronous with the recovered clock. Moreover,

the jitter and noise of data accumulating during transmission can also be eliminated af-

ter data being recovered. The operating principle of CDR circuit is depicted in Fig. 3.1.

The input signal is non-return to zero (NRZ) random bit stream.

Since CDR circuit is a critical component in the receiver end of wired communication

system, here focus on this component. First, introduce the traditional CDR circuits.

Secondly, illustrate the obstacles of traditional CDR circuits according to the analysis of

the bit error rate (BER). Finally, propose an eye-opening monitor (EOM) CDR which

can not only select one phase clock to sample data where the received data has low BER,

but also relax the bandwidth and group delay requirements of the receiver front-end in

D Q

Decision Circuit

Received NRZ Data
Recovered Data

Recovered ClockClock Recovery
Circuit

Figure 3.1: Operating principle of CDR circuit.
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the high-speed links.

3.1 Traditional Clock and Data Recovery

In this section, various traditional clock and data recovery circuits are introduced.

Moreover, these circuits are categorized by their architectures and characteristics roughly.

3.1.1 Phase-Locked Loop Based CDR

The block diagram of traditional CDR based on phase-locked loop is demonstrated in

Fig. 3.2. This circuit consists of phase detector, charge pump, low-pass filter, VCO and

decision circuit. PLL-based CDR circuits can be categorized by many types depending

on the rate of recovered clock, or various kinds of phase detector, or if the reference

clock exists or not. Here only discuss a full rate CDR circuit with a reference clock.

In the PLL-based CDR, the phase detector is used to detect the phase difference

between input data and the output of the VCO. This phase detector can be simply

implemented by an XOR and a d flip-flop, and its operation is illustrated in Fig. 3.3.

If there is phase difference, the average voltage of node Y will alter, and modify the

operating frequency of the VCO. Finally, the recovered clock that comes from the output

of VCO can exactly sample the received data at the center position.

In traditional CDR circuits, the optimal sampling position is always considered at

the middle of input data where the data is thought to have low bit error rate. Hence,

most designs of CDR circuits follow this premise. However, from the bit error rate

D Q

Decision Circuit

Received
Data

Recovered
Data

Recovered
Clock

Charge
Pump LPF VCOPhase

Detector

Figure 3.2: Architecture of PLL-based CDR.
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D Q

CLK

A

Y

Y

A

CLK

Data

t

Phase Detector

Figure 3.3: Operation of PLL-based CDR.

analysis discussed in Section 3.2, the optimal sampling position is not always at the

middle of input data, but varies according to the bandwidth of or noise from the front

circuits. Therefore, traditional CDR circuit is not suitable in every situation.

3.1.2 Blind Oversampling CDR

Unlike the PLL-based CDR which always recovers data at the half of one bit period

(Tb/2), this CDR circuit blindly samples the received signal with M clocks simultane-

ously and selects one clock which is approaching the position , Tb/2, the most to recover

data. Block diagram of a blind oversampling CDR circuit [3] is depicted in Fig. 3.4.

The principle of traditional blind oversampling CDR circuit is to detect bit boundary

and choose one of the sampling clocks that is farthest from the bit boundary. In other

words, select the sampling clock which approaches middle of the input data. Fig 3.5

shows the operation.

Because of the premise that sampling data at center of one bit interval can acquire

low bit error rate, the worst case is two sampling clocks straddle the center position of

one bit period, and result in the maximum sampling time offset (Tos,max) which is

Tos,max =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Tb

2M
if M is odd integer

Tb

M
if M is even integer

, (3.1)

where Tb represents each bit period. From this equation, the sampling time offset is

smaller when the number of clocks M is odd. Hence, M is normally odd integer in place
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Figure 3.4: Block diagram of traditional blind oversampling CDR.

Data

Sampled Data 0 0 1 1 1 1 1 0 1 1 10 0 0 0 0 0 0 0 0
Transitions 1 0 0 1 0 0 1 0 01 0 0 1 0 0 1 0 0

Sampling Clocks
2C 3C1C 2C 3C1C 2C 3C1C 2C 3C1C 2C 3C1C 2C 3C1C 2C1C

Clock Selection
1C 1C 1C 1C 1C 1C 1C

Recovered Data

Figure 3.5: Operating principle of traditional blind oversampling CDR.

of even one. When M is larger, the sampling position is closer to the center of data,

and the recovered data has less jitter. Nevertheless, it consumes more power than the

traditional CDR circuits stated in 3.1.1.

One advantage of this architecture is that it is a feed-forward system without feed-

back loop like that in the PLL-based CDR circuit. Therefore, this CDR circuit is much

appropriate in some wireline system such as EPON system which requires short settling

time. Although the architecture of blind oversampling CDR circuit has this advantage,

it can not recover data just at the middle of input data and has sampling time offset

which causes jitter. Hence, the jitter of recovered data in this architecture is more

serious than that in the PLL-based CDR circuit.
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3.2 Bit Error Rate Analysis

The criteria to determine the quality of received data is to detect its amplitude noise,

inter-symbol interference or jitter. These properties all impact the bit error rate (BER)

of recovered data. BER is a general performance to describe a CDR circuit.

The BER is defined as the ratio of the number of errors to the total number of

received data, and can be written as

BER = P (0) · P (1|0) + P (1) · P (0|1). (3.2)

P(0) and P(1) are the probabilities of transmitted bit being ZERO and ONE respectively.

Here assume the probabilities are equal (i.e.P(0)=P(1)=0.5). P(1|0) represents the

probability which the bit is sampled as ONE but it is actually ZERO in transmission.

On the other hand, P(0|1) is the probability that the bit is read as ZERO but it is

ONE being delivered. In the following sections, various elements causing BER will be

illustrated.

In this section, analyze the relations between the characteristics and the BER. This

BER analysis mainly references to the Chapter 2 in the thesis [4].

3.2.1 Noise

Noise is one of the primary causes that results in the BER. When data transmits

through channel to receiver, it can be influenced by the noise. The noise leads to

amplitude fluctuations at the sampling point and bring errors in detecting the signal.

Fig. 3.6 shows BER calculation from the area of noise distribution. Assume the noise

is Gaussian distribution with standard deviation of σn. From Fig. 3.6 and Eq. (3.2), if

the BER is just influenced by noise, it can be written as

BER =
1

2
·Q
(
VTH − 0

σn

)
+

1

2
·Q
(
1− VTH

σn

)
, (3.3)

where Q(·) represents the cumulative distribution function.
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Figure 3.6: The relation between BER and noise.
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Figure 3.7: Influence of ISI on (a)periodic data and (b)random data.

3.2.2 Inter-Symbol Interference (ISI)

In reality, the noise is not the only cause of amplitude fluctuation to increase the

BER. Before reaching the CDR circuit, the received data passes through other circuits

with limited bandwidth. If the received data is NRZ signal, it can be seen as being

consisted of various pulses. In other words, every bit of the data is a pulse. Because

of the bandwidth restriction, the tail of each bit can last longer than a bit period (Tb),

and hence impacts on the amplitude of its neighboring bits. This influence is called

”inter-symbol interference”(ISI) and is depicted in Fig. 3.7.

An ideal NRZ signal, x(t), composed of pulses can be written as

x(t) =
∞∑

k=−∞
ak · pi(t− kTb) (ak ∈ {0, 1} ) (3.4)

where pi(t) represents the function of unit pulse and is defined as

pi(t) =

⎧⎪⎨
⎪⎩

1 0 ≤ t ≤ Tb

0 otherwise

. (3.5)

Furthermore, the the kth bit of the NRZ signal decides the coefficient ak.
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From Eq. (3.4), the received data, r(t), influenced by ISI can be modified as

r(t) =
∞∑

k=−∞
ak · po(t− kTb) + n(t) (ak ∈ {0, 1} ). (3.6)

po(t) represents the received pulse shape, and n(t) is the noise produced in transmission.

If r(t) is sampled at t = Ts +mTb to recover data, the received data at this time is

r(Ts +mTb) = ampo(Ts) +
∞∑

k=−∞,k �=m

ak · po(Ts + (m− k)Tb)︸ ︷︷ ︸
ISI term

+n(Ts +mTb), (3.7)

where m is an integer, and Ts is the sampling time offset from 0 and 0 < Ts < Tb. Owing

to this equation, the ISI term impacts on the decision of recovered data.

Assume the system is first-order linear time invariant (LTI) with time constant τ ,

and the received pulse shape can be written as

po(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0 t ≤ 0

1− e−
t
τ 0 ≤ t ≤ Tb(

1

α
− 1

)
· e− t

τ Tb ≤ t

(3.8)

in which define α ≡ e−Tb/τ .

Replace po(t) of the ISI term in Eq.(3.7) with Eq.(3.8). In this system, suppose the

received data is only influenced by front data. The ISI term at m = 0 can be written as

ISI =
−1∑

k=−∞
ak · po(Ts − kTb) = α

Ts

Tb

−1∑
k=−∞

ak · (1− α) · α−k−1. (3.9)

The sum is just accumulated to k = −1. When the impact of the prior one bit (a−1) is

significant, the ISI term is concentrated around two value, ISI0 and ISI1. These values

are calculated from the expected value of ISI in Eq. (3.9) and illustrated below.

ISI0 = E{ISI|a−1 = 0} =
1

2
α

Ts

Tb
+ 1

. (3.10)

ISI1 = E{ISI|a−1 = 1} = α
Ts

Tb

(
1− α

2

)
. (3.11)
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Figure 3.8: Amplitude distribution from noise and ISI.

These ISI terms impact on the amplitude of received data at sampling time, and repre-

sented by two delta functions whose values are ISI0 and ISI1, respectively with prob-

ability p and (1 − p). p is the probability of a−1 = 0 and (1 − p) is the probability of

a−1 = 1. In order to simplify the calculation, let p = (1− p) = 0.5.

The total amplitude distribution including the effects from noise and ISI is shown

in Fig. 3.8. It is obtained by the convolution of noise and ISI distribution. The valuse

of ISI and po(Ts) in this figure are acquired above, and then calculate the parameter of

noise distribution.

The frequency response of a first-order LTI system is

H(f) =
1

1 + τs
=

1

1 + j(2πτf)
. (3.12)

Moreover, the relation between the power spectral densities of input and output in the

frequency domain can be expressed as

Sout(f) = |H(f)|2 Sin(f) =
1

1 + (2πτf)2
Sin(f). (3.13)

If the additive white noise of the input in receiver has double-sided power spectral

density
N0

2
, the total noise power can be calculated from Eq.(3.13) and written as

Ptotal = σ2 · Tb =

∫ ∞

−∞

N0

2
1 + (2πτf)2

df =
N0

4τ
(3.14)

where σ is the noise variance.



Section 3.2 Bit Error Rate Analysis 19

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−12

−10

−8

−6

−4

−2

0

Ts(UI)

lo
g 10

BE
R

f
−3dB

/data rate = 0.7

N
0
 = 5*10−3

N
0
 = 6*10−3

N
0
 = 7*10−3

N
0
 = 8*10−3

Figure 3.9: The BER with various sampling time.

Total BER shown in Fig. 3.8 is

BER =
1

4

[
Q

(
0.5− ISI0

σn

)
+Q

(
0.5− ISI1

σn

)

+Q

(
po(Ts) + ISI0 − 0.5

σn

)
+Q

(
po(Ts) + ISI1 − 0.5

σn

)]
.

(3.15)

From this equation, it can be comprehended that BER is related to sampling point (Ts),

bandwidth of the system (τ) and noise power spectral density (N0).

Use MATLAB to simulate the BER with various parameters. Fig. 3.9 shows the

relation of BER and sampling point in a first-order LTI system with equal N0 and

bandwidth. According to Fig. 3.9, this system obtains lower BER when the sampling

point (Ts) is closer to Tb. This conclusion also can be explained based on the formula

of received data. From Eq. (3.8), the amplitude of received data at sampling time can

be written as

p(Ts) = 1− α
Ts
Tb . (3.16)
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Figure 3.10: The BER with various bandwidth at Ts = Tb.

The amplitude reaches maximum at Ts = Tb and the BER in Eq. (3.15) is going to be

minimum if N0 and bandwidth are identical.

From Fig. 3.9, the optimal sampling point in the LTI system is at Ts = Tb. In order

to find the bandwidth with lower BER, simulate the BER with various bandwidth at

Ts = Tb, and the result is demonstrated in Fig. 3.10. From this figure, it depicts there

is a trade-off between the noise and the ISI influence. When the bandwidth becomes

boarder, the noise injects into the receiver and causes higher BER. However, if the

bandwidth is excessively small, the impact of ISI is significant and limits the BER. At

Ts = Tb, it exists an optimal bandwidth to acquire minimum BER and the value is 40%

of the data rate.

Although the optimal sampling point is at Ts = Tb based on above simulation results,

the typical sampling point is in the middle of the received data (i.e.Ts = 0.5Tb) in

traditional CDR circuits. The simulation result is in Fig. 3.11. Therefore, the bandwidth

is designed to about 70% of the data rate in the receiver with traditional CDR circuits.
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Figure 3.11: The BER with various bandwidth at Ts = 0.5Tb.

3.2.3 Timing Jitter

Timing jitter is also one of the factors influencing the BER, and is mainly caused by

two sources. One is data jitter and the other is the uncertainty of the sampling clock.

These two causes will be respectively illustrated later.

In previous sections, assume the data transitions defined as the time of the data

crossing the decision threshold (VTH) occur at mTb (m ∈ integer), and the amplitude

fluctuation dominates the BER. However, the actual time of data transition deviates

from the expected value thanks to the non-ideal effects mentioned before, e.g. noise

and ISI. This phenomenon is called data jitter and leads to timing jitter depicted in

Fig. 3.12(a). The data jitter reduces the eye diagram of received data on the horizontal

direction. Fig. 3.12(b) shows this appearance. When the data jitter alters larger, the

sampling window where the BER can achieve the target becomes smaller. Furthermore,
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Figure 3.12: (a)The timing jitter and (b)sampling window of received data.
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Figure 3.13: The BER caused by the data jitter.

if the sampling point is fixed, the BER increases due to the error detection caused by

the data jitter. Fig. 3.13 shows the BER from jitter which is the area under the tail of

PDFdata(t). PDFdata(t) is the probability distribution of total jitter, and σd represents

the variance of the data jitter. If there are no noise and ISI, and sampling clock is ideal,

the BER only influenced by data jitter is written as

BER(Ts) =
1

2

[∫ ∞

Ts

PDFdata(t) dt

]
+

1

2

[∫ −Tb+Ts

−∞
PDFdata(t) dt

]
. (3.17)

Additionally,

PDFdata(t) =
1√
2πσd

· e−
(t−Ts)2

2σ2
d . (3.18)

The errors induced by data jitter are independent of those from amplitude fluctuations

that come from noise and ISI. Use MATLAB to simulate the BER caused by data jitter

and demonstrate the result in Fig. 3.14. Based on this figure, if the received data is only

influenced by the data jitter, the optimal sampling point is in the middle of the data.

Therefore, the traditional CDR circuits can acquire recovered data precisely.
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Figure 3.14: The simulation result of BER with various the data jitter.

Another source to impact on the BER is clock jitter. The probability distribution

function of clock jitter, PDFclk(t), in various CDR is distinct. In the traditional CDR,

the PDFclk(t) is related to not only the jitter from clock generator, but also the data

jitter. Because the clock of these architectures is regenerated by some logic gates which

received data control, the data jitter impacts on the clock jitter as well. σc represents

the variance of the clock jitter, and the PDFclk(t) is written as

PDFclk(t) =
1√
2πσc

· e−
(t−Ts)2

2σ2
c . (3.19)

Because the clock is not regenerated in the blind oversampling CDR, the clock jitter

does not relate to data jitter. The sampling time is not at 0.5Tb similar to that in

the typical CDR, but has an offset from the middle of one bit period. Therefore, the

PDFclk(t) of oversampling CDR is consisted of the jitter generated from clock generator

and the sampling time offset. The probability distribution function of the sampling time
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Figure 3.15: The PDF of data jitter in (a)typical CDR, and (b)oversampling CDR.

offset is

PDFos(t) =

⎧⎪⎨
⎪⎩

M
−1

2M
< t <

1

2M
(M ∈ odd integer)

0 otherwise

(3.20)

where M is the number of clocks to sample data and has been mentioned in Section

3.1.2. Finally, combine the original clock jitter from the oscillator and this sampling

time offset, and the PDFclk(t) is written as

PDFclk(t) =

⎧⎪⎪⎨
⎪⎪⎩

M√
2πσc

· e−
(t−Ts)2

2σ2
c

−1

2M
< (t− Ts) <

1

2M

0 otherwise

. (3.21)

Fig. 3.15(a) and (b) separately demonstrate the probability distribution function of clock

jitter in traditional CDR and blind oversampling CDR.

3.2.4 Overall BER and Comparison

From previous sections, the noise, jitter and ISI all impact on the BER independently.

Combine all the causes to discuss the BER in this section. The BER related to noise

and ISI terms has been illustrated in Eq.(3.15). Now add the timing jitter into this

equation and temporarily assume that the sampling clock is ideal. According to [4], the
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BER without clock jitter at sampling time (Ts) is

BER(Ts) =
1

4

[
Q

(
0.5− ISI0(Ts)

σn

)
·
(
1 +Q

(
Ts − Tb

σd

))

+

(∫ Ts

−∞
PDFdata(t) ·Q

(
0.5− ISI1(Ts − t)

σn

)
dt

)
·
(
1 +Q

(
Ts − Tb

σd

))

+Q

(
Ts

σd

)
+Q

(
Tb − Ts

σd

)]
.

(3.22)

The simulation result of MATLAB is depicted in Fig. 3.16. Here supposes the band-

width of previous circuit is 70% of data rate and vary N0 to demonstrate the relation

between BER and the sampling point. It can be seen from this figure that the finally

optimal sampling point is not in the middle of the received data. If the data influenced

more seriously by noise and ISI, the optimal sampling point is closer to Tb in the LTI

system. Otherwise, if the data impacted more critically by timing jitter, the optimal

sampling point is closer to middle of the data (0.5Tb).
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Figure 3.16: The relation between BER and Ts with various N0.
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Additionally, when N0 is fixed and the bandwidth of previous circuit is 70% of data

rate, the jitter(σj) is altered to observe the relation between BER and sampling point.

This simulation result is shown in Fig. 3.17. It can be seen that the optimal sampling

point is not identical with various jitter.
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Figure 3.17: The relation between BER and Ts with various jitter.

Based on Fig. 3.16 and Fig. 3.17, the optimal sampling point is not at 0.5Tb, but

alters dependent on various situations. Therefore, traditional CDR circuits which always

sample at the middle of received data can not recover signal with lower BER. In order

to improve this drawback, an eye-opening monitor CDR is proposed in this thesis and

introduced in the later section.

If the sampling clock is not ideal and has jitter like that modeled in Eq.(3.21) and

Eq.(3.19), the actually total BER at sampling time (Ts) is derived as

BER =

∫ Tb

0

PDFclk(Ts) · BER(Ts) dTs. (3.23)
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Figure 3.18: (a)Ideal received data, and (b)received data in reality.

3.3 Proposed Eye-Opening Monitor CDR

No matter what kind of CDR it is, the sampling time is perferably at middle of one

bit period (Ts = 0.5Tb) to recover data. Nevertheless, when data is transmitted, it is

impacted by channel loss and the received data is not looked like that in Fig. 3.18(a) but

in Fig. 3.18(b). Hence, the optimal sampling point is not at 0.5Tb, but alters dependent

on distinct received data. This conclusion is obtained from BER analysis discussed

in preceding sections. From Fig. 3.16 and Fig. 3.17, the lowest BER is not at 0.5Tb.

Thus, propose an architecture based on the oversampling CDR including an eye-opening

monitor technique. It has not only the advantages of oversampling CDR, but also the

additional capability that can select a more appropriate sampling clock when channel

loss exists.

3.3.1 Eye-Opening Monitor

In communication system, the received signal quality is related to its eye diagram.

Therefore, eye-opening monitor (EOM) technique is normally used to extract informa-

tion from the received signal. For instance, a ”window monitor” and a ”window counter”

are implemented to inspect optical signal quality in [5]. The ”window monitor” uses

two reference levels overlapped with the eye diagram of input signal and finds the signal

falling between the two reference levels. Furthermore, the ”window counter” counts the

number of bits inside the window. When the number exceeds a threshold, it means that

the signal quality in working fibre degrades and then the system is switched to receive
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signal from a standby fibre. In [6], the eye-opening monitor can adaptively adjust the

decision threshold level of the receiver and the clocks recover the input data at half a

clock period in the receiver. Moreover, the eye-opening monitor is used in feedback of

adaptive transversal filter equalizers in [7]. The eye diagram monitor evaluates output

data of the filter and adjust its coefficients. This EOM circuit architecture maps not

only the vertical (amplitude) opening of the eye diagram but also the horizontal (tem-

poral) opening and is called two-dimensional(2-D) EOM. [8] has used the eye-opening

monitor technique to implement CDR circuit, but it needs off-chip PC-based algorithm

to find out the optimal sampling position. In addition, it consumes large power and

area.

3.3.2 Proposed EOM CDR Architecture

Propose a CDR circuit including a two-dimensional eye-opening monitor to detect

the input signal and select proper sampling clock to recover data with low BER. Firstly,

use two reference levels, VREF,H and VREF,L, to form a window overlapping on the eye

diagram of input signal, and find the part of signal which does not fall in this window.

The signal out of this window is more appropriate to be read than other parts, because

it has more open eye diagram and lower bit error rate. Moreover, determine the size of

window by adjusting the reference voltage.

Secondly, use multiphase clocks to sample those signals, and process the results with

logic gates. After the majority voting mechanism, the most adequate sampling clock is

selected in the end. The architecture of this EOM CDR is depicted in Fig. 3.19. No

matter how the received data is impacted by noise, ISI and jitter, this EOM CDR can

recover data at more proper position.

The reference voltage can decide the size of window. When the window gets larger,

the sampling clock is closer to the position where data has the lowest BER. The relation

between selected sampling clock and window size is demonstrated in Fig. 3.20.

Moreover, use MATLAB to simulate the BER analysis related to the sampling clocks

and various reference voltage (i.e. distinct window size). In Fig. 3.21, it can be seen
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Figure 3.19: The block diagram of the EOM CDR.

if the system asks the BER of recovered data should be lower than a specific value

(assume 10−12 here), the EOM CDR can achieve this request by modifying the reference

voltage. Here, assume the amplitude of input data is 0.2V peak-to-peak and the dc

value is 0.6V. From this simulation result, if the reference voltage is set at 0.66V, the

BER of recovered data is only gauranteed to achieve lower than 10−8. However, adjust

the reference voltage to 0.68V, the recovered data with BER lower than 10−12 can be

attained.
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Figure 3.20: The relation between window size and selected sampling phase.
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Figure 3.21: The relation between reference voltage and BER, and sampling position.

In high speed serial-link receiver, an equalizer is demanded to compensate the chan-

nel attenuation. The channel used here is FR4 trace. The compensating ability of

equalizer limits the transmission length. The equalizer ordinarily boosts the gain, and

the combined bandwidth of channel and equalizer should be at least 0.7 of data rate.

Only when the bandwidth is 0.7 of data rate, the optimal sampling position is at 0.5Tb

which is the premise of designing typical CDR circuit. However, if use the EOM CDR,

the sampling position is not fixed and varies with received data, and the bandwidth of

channel and equalizer need not to achieve 0.7 data rate.

The requirement of equalizer in using conventional CDR and EOM CDR is illustrated

with AC response in Fig 3.22. From this figure, the bandwidth of equalizer used with

EOM CDR is only demanded to compensate to 0.5 data rate instead of 0.7 data rate in

using traditional CDR. The restriction of equalizer in employing EOM CDR is rougher.
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Figure 3.22: Responses of FR4 and equalizer using various CDR circuits.

3.3.3 Extended Application

Since the EOM CDR is based on the blind oversampling architecture, it has the

advantage such as quick settling time. This is because blind oversampling CDR does

not require feedback loop to decide the position of sampling clock like that in traditional

CDR. Because of the fast settling time, EOM CDR can also be used in burst-mode

CDR which is employed in optical communication system such as EPON. In addition,

it eliminates the obstacles of traditional burst-mode CDR circuits.

The block diagram of traditional CDR using gated-VCO is depicted in Fig. 3.23 [9].

The circuit consists of two matched gated oscillators(GVCOA and GVCOB), a NOR

gate, a D latch and a phase-locked loop.

GVCOA and GVCOB are respectively started and stopped oscillating by Data and

Data. The schematic circuit of GVCO is shown in Fig. 3.24. The operating frequency of

these oscillators is controlled by the voltage, VCTRL, determined by the PLL. This PLL

locks at the rate of transmission data, and uses a duplicate GVCOC to acquire VCTRL.

If these three oscillators are matched, they all operate at the frequency that equals to

the data rate. Finally, combine the outputs of GVCOA and GVCOB with a NOR gate,

and obtain the recovered clock to sample data using D-Latch at the positioin which is

in middle of one data interval if the clock generated by GVCO has 50% duty cycle.

Fig. 3.25 demonstrates the timing diagram of this circuit.

Though, this circuit has advantages such as simple architecture and elimination of

phase error, it has some drawbacks. The operating frequency of GVCOA and GVCOB is
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merely controlled by VCTRL instead of a PLL, and it may exist deviations with data rate.

Therefore, the phase error will accumulate when consecutive identical digits (CIDs) are

received. Moreover, the mismatch between various oscillators can also cause external

phase error. These appearances may incur undesired jitter to increase the bit error

rate of the recovered data, and also diminish the tolerance to CIDs. In addition to the

drawbacks illustrated above, the switched action of the GVCO causes variation on the

recovered data and deteriorates the jitter as well.

Compared with traditional CDR, the recovered clock of EOM CDR is the output of

multiphase oscillator. However, the recovered clock of typical CDR is regenerated with

logic gates controlled by input data. As a result, the recovered data of conventional

CDR circuit may be influenced by the jitter of input signal, but that of EOM CDR does

not be impacted. In addition, no matter how the received data is impacted by noise,

ISI and jitter, this EOM CDR can recover data at more proper position.

3.4 Behavior Simulation

In this section, implement this EOM CDR with MATLAB and verify the function.

The diagram is demonstrated in Fig. 3.26. In order to conform to actual situation,

this behavior simulation adds extra noise and the influence of ISI on the received data

instead of ideal input signal. The input signal is shown in Fig. 3.27.

From the MATLAB simulation, the EOM CDR can select one phase clock to recover

data. In order to justify whether the selected clock conforms to the result of analysis

mentioned in previous sections, measure the BER of recovered data. Calculate the bit

Random 
Data

Random 
Noise

G ain LPF

DFF

EO M

Recovered
Data

A
B

Received Data

Recovered
Clock

Figure 3.26: The architecture of EOM CDR implemented by MATLAB.
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Figure 3.27: The noise and ISI added on the received data.
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Figure 3.28: Block diagram to calculate the BER of the EOM CDR.

error rate of this implemented EOM CDR using the block diagram in Fig. 3.28.

Firstly, use eight phase clocks to recover data individually and plot the BER curve

of various clocks. Then, compare the result of simulation in Fig. 3.30 with that of BER

analysis in Fig. 3.29. The trades of these curves are consistent. Finally, to evidence the

relation between reference voltage and the selected sampling clock. From the simulation

result of Fig. 3.26, this EOM CDR selects Phase6 when the high reference voltage is

0.65V, and Phase7 when the high reference voltage is set at 0.67V. These are identical

to the analysis result.

The objective in this behavior simulation is just to verify if the EOM CDR can
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operate correspondingly with the analysis in previous sections. In order to save the

spending time on the simulation, decrease the SNR and increase the BER of this system.

The detailed design and implementation of this EOM CDR are illustrated in the

next chapter.
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Chapter 4

Implementation of Eye-Opening
Monitor CDR

Fig. 4.1 shows the complete block diagrams of the proposed eye-opening monitor

(EOM) CDR. In Chapter 3, the advantages of the EOM CDR have been illustrated,

and then in this chapter, demonstrate the design and implementation of this EOM

CDR in detail. First, introduce the implementation of the eye-opening monitor which

is used to detect input signals and find the optimal sampling phase clock. Secondly,

illustrate the multiphase clock generator demanded to provide various sampling clocks

for EOM. At the last, a phase selector and output D flip-flop to recover data and clock

are included.

4.1 Eye-Opening Monitor

The block diagram of the proposed eye-opening monitor is demonstrated in Fig. 4.2.

EOM uses the data samplers to detect received data, and then processes these results

with EOM logic to decide the secondly most reliable sampling clock to recover data.

4.1.1 Operating Principle of the EOM

This EOM can be categorized into three modes, ON, OFF and RESET. In RESET

mode, it represents that the next pattern is coming and the sampling clock selected

based on previous pattern should be reset. No matter which mode the EOM is in, once
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the reset signal (ResetIN) is ONE, the EOM is immediately changed to RESET mode.

When the EOM is enable (i.e. EOM in ON mode), it is turned on to choose a proper

phase clock. After the EOM has selected and stored one sampling phase clock, it is

switched to OFF mode for decreasing power consumption. At this time, the output D

flip-flop in Fig. 4.1 starts reading data and exports the recovered data and clock.

Fig. 4.3 shows the timing diagram of this EOM. The node XEX represents the de-

tection result of received data by sampling clock. If VEX is ONE, it is said that the

sampling clock can recover data precisely. For the reason to avoid choosing sampling

clock closer to the data edge, the EOM selects the secondly reliable clock instead of the

first one in this CDR. When the identical sampling clock is chosen repeatedly over 16

times, it is decided the optimal sampling phase and then the EOM is shut down.

4.1.2 Data Sampler

When data is transmitted in optical network, it will be disturbed by noise or ISI.

Therefore, the amplitude of received data is not completely Vo or 0, and can be looked

like Fig. 4.4. In this EOM CDR, clock can only sample data at the position where

the eye diagram is opened large enough and the BER is low. Use VREF,H and VREF,L
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forming a window to find the part of signal out of the window. In other words, detect

input signal whose amplitude is larger than VREF,H or smaller than VREF,L. These two

reference voltages are decided according to the BER requirement that has been analysed

in Chapter 3.

In the data sampler, two comparators are needed to detect which part of input signal

during one bit interval achieves desirable amplitude. One decides whether the amplitude

of signal ONE is larger than VREF,H, and the other compares the amplitude of signal

ZERO with VREF,L. After comparators have detected which part of input signal has

desirable amplitude, use sample and hold circuit with eight phase clocks to sample the

outputs, XAX and XBX, of these comparators. Finally, combine the outputs of sample

and hold circuit, XCX and XDX, by an OR gate. If the output, XEX, of data sampler

is ONE, it represents the phase clock can read data at proper position. The timing

diagram of this data sampler is shown in Fig. 4.5.

Fig. 4.6 demonstrates the comparators used here. They are similar but only the

positions of two reference voltages and output are opposite. The comparator consists of

two parallel source-coupled pairs [7]. Transistors M3 and M4 are added to be switches
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Figure 4.7: Diagram of resistors’ placement to avoid mismatch.

that when EOM is turned off, the node RESET is connected to ground to shut off the

comparator for saving power. Transistors M5, M6, M7 and M8 have same size and their

transconductances equal gm. Furthermore, resistors R1 and R2 also have identical value,

R. Because of the probably serious mismatch between the resistors, the layout of R1

and R2 is placed as Fig. 4.7. The outputs of the comparators in Fig. 4.6 are

VOUT1 = gmR[(VIN − VREF,H)− (VIN − VREF,L)] (4.1)

VOUT2 = −gmR[(VIN − VREF,L)− (VIN − VREF,H)], (4.2)

which can be rewritten as

VOUT1 = gmR[(VIN − VIN)− (VREF,H − VREF,L)] (4.3)
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VOUT2 = gmR[(VIN − VIN)− (VREF,H − VREF,L)]. (4.4)

From Eq. (4.3), when the amplitude of differential input signal exceeds the deter-

mined voltage (VREF,H-VREF,L), the differential output is larger than zero and can be

considered as logic 1. On the other hand, the output is thought of logic 0.

After comparators, use sample and hold circuit to sample the output of comparator.

The schematic is shown in Fig. 4.8. If the output of this circuit is ONE, it represents

the phase clock is proper to recover data.

4.1.3 Eye-Opening Monitor Logic

From Section 4.1.2, there is at least one phase clock which can sample data at

appropriate position. If there is only one phase clock conformed to expectation, the

only one is selected. However, more than one desired clock may exist. At this situation,

the secondly reliable phase clock is chosen. Eye-opening monitor logic uses some logic

gates to find the most appropriate sampling clock.

The operation of this EOM logic is illustrated in Fig. 4.9. If XEX in Fig. 4.2 is

positive, it represents that the sampling phase clock of the path can recover data with

low BER. The Buffer in Fig. 4.2 just amplifies the output of OR, and the results of XEX

and XFX are same.
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In order to find in which path XFX is one, use XOR gate and AND gate. A XOR

gate first processes XFX and XF(X+2) to find the edge which XFX changes from ZERO to

ONE or ONE to ZERO, and outputs ONE at node XHX. Here use XF(X+2) instead of

XF(X+1), because the EOM logic is designed to select the secondly proper phase clock.

After the transforming edge has been detected, use an AND gate to find out the edge

changing from ZERO to ONE. Since there is delay between XHX and XF(X+2), add a

dummy XOR to generate matching delay. This delay makes XHX and XJX changing at

the same time to avoid undesirable glitch. After all, XKX only outputs ONE when XFX

transforms from ZERO to ONE, and it represents the sampling clock of the path (X+2)

is desirable.

These logic gates used in EOM logic should be operated at half of the clock frequency,

so static CMOS logic is not suitable here. Therefore, use current-mode logic topology

to meet this requirement. Fig. 4.10 demonstrate the schematics of current-mode logic

circuits (OR, AND and XOR) used here.

In each path, a differential output can be obtained through preceding stages, but a

single signal with full swing, 0 V or VDD, is needed to control the switches which decide

the counter operating or not in optimal decision circuit. Therefore, the differential signal

at node XKX has to be transformed to single one. The circuit is depicted in Fig. 4.11.

In Fig. 4.11, the transistors M1, M2, M3 and M4 transform differential signal to

single one. When (XKX − XKX) is positive, there is mirrored current charging point A

and output a single high signal. On the other hand, a current flows to ground via M2

and pulls point A to a single low signal.
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Only when CTRL(X+2),EOM is high, the result generated by proceeding circuits can

control the counter. If CTRL(X+2),EOM is low, it represents the EOM has selected proper

phase clock, and is in OFF or RESET mode that the EOM does not operate. An AND

gate consists of transistors M5, M6 and M7 to implement this function.

The inverters composed by M8, M9, M10, and M11 amplify the signal to full swing

for completely turning on or turning off the switches, MS1 and MS2. These switches

decide whether the next stage, counter, operates or not. When CTRLC is high, the

counter cannot receive PHASECLK and does not count. The counter starts to operate

during CTRLC being low.

4.1.4 Optimal Decision Circuit

In the preceding subsections, there must be at least one of eight phase clocks con-

sidered more proper to sample data. Hence, majority voting technique is used to select

the optimal sampling phase clock. In spite of making decision by just one bit, the final

chosen phase clock is determined after the same phase clock picked over several times.

The times needed of majority voting to select final sampling clock are determined

by probability analysis. If one identical phase clock is selected repeatedly over n times,

it is chosen as the optimal phase clock and the EOM is turned off. The probability of

selecting this phase clock every time is assumed as p. On the contrary, the probability

of selecting unsuitable phase clock is (1− p). The probability of choosing correct phase

clock is discussed as follows. In this discussion, we assume that the EOM can always

select one phase clock every bit. One situation here is that the optimal phase clock is

continuously selected, and the probability of this situation is written as

X0 = p · p · p · p · · · · · · p︸ ︷︷ ︸
total number of p = n

= pn. (4.5)

The undesirable phase clock can also be chosen m times. However, since the optimal

phase clock is still decided finally, the most number, m, of selecting every undesirable

phase clock should be smaller than n. Therefore, the probability of choosing correct
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phase clock in this situation is

Xm =

total number of p = n︷ ︸︸ ︷
p · p · · · · · · · · · (1− p) · (1− p)︸ ︷︷ ︸

total number of (1−p) = m

· · · p = pn · C(m+n−1)
m (1− p)m. (4.6)

All the cases mentioned above should be considered, and the total probability of selecting

optimal sampling clock is represented as

Xsum = X0 +X1 + · · · · · ·+Xm =
m∑
k=0

Xk ( m = 7(n− 1) + n ). (4.7)

The probability of selecting the optimal phase clock every time, p, relates to the

value of reference voltage. The input signal is assumed as sine wave, and the amplitude

of signal ONE is 0.7 and the amplitude of signal ONE is 0.5. If the reference voltage is

0.65V, the probability of selecting optimal phase clock, p, can be written as

p =
π
8

5π
6
− π

6

=
3

16
. (4.8)

In this situation, the relation between the times needed of majority voting, n, and

the correct rate is demonstrated in Fig. 4.12. From this figure, when the n reaches

sixteen, the correct rate is over 99%. Therefore, in this implementation, the times of

majority voting are determined as sixteen. When reference voltage becomes higher, the

probability of selecting optimal phase clock is also larger and p gets higher. Therefore,

the times needed of majority voting can be reduced. Fig. 4.13 demonstrates the relation

between p and n.

In this optimal decision circuit, a counter is demanded to count how many times the

same phase is selected, and output ONE at the right path. The architecture of counter

and decision part is depicted in Fig. 4.14, including an asynchronous 5-bit counter, two

D flip-flops and some logic gates.

The asynchronous 5-bit counter consists of D flip-flops shown in Fig. 4.15 with various

MOS size. In each D flip-flop, the node Q is connected to D, and the node Q is connected

to D. When EOM is turned off, OFF and RESET are high. At this situation, the D

flip-flop is shut off and its outputs, Q and Q, are pulled down to ground. One of the

reasons for using asynchronous counter is that only the clocks, CK and CK, of DFFC1
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Figure 4.12: The relation between correct rate and the times of majority voting.
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Figure 4.13: The relation between p and the times of majority voting.
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Figure 4.15: Schematic circuit of D flip-flop in counter.

come from ring oscillator. The other D flip-flops are driven by outputs of previous stage.

Therefore, the loading of ring oscillator is decreased. In addition, this counter does not

need extra gates like synchronous counter except D flip-flops.

The AND gate in Fig. 4.14 outputs signal ONE when the counter counts to sixteen.

Due to the asynchronous architecture, a delay exists between every output of D flip-flop.

In order to avoid undesirable glitch, DFFS1 and DFFS2 are required to synchronize D

and E ,and get synchronous signals, D′ and E′. These D flip-flops use B and B as clocks,

and the schematic is identical with that in Fig. 4.15. Similarly, OFF and RESET are

high at EOM turned off, and outputs of the D flip-flops are pulled to ground.

After EOM has decided which phase of clock is used to recovers data, the counter,

DFFS1 and DFFS2 are all turned off. Nevertheless, the result of EOM system should be
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stored and maintained. An OR gate placed as Fig. 4.14 achieves this requirement. In this

circuit, OUTX becomes ONE once INX changes from ZERO to ONE. OUTX returns to

ZERO until RESET goes high. As mentioned in Section 4.1.3, two ONE signals probably

exist simultaneously at the node XKX as shown in Fig. 4.9. It represents there are two

phase clocks selected finally. In order to avoid this situation, a XOR gate and an AND

gate are demanded in Fig. 4.14, and then this system correctly selects only one proper

phase clock to recover data. If there are two phase clocks selected simultaneously, the

first sampling phase clock is perferably chosen.

4.2 Multiphase Generator

This eye-opening monitor demands clocks with various phase to sample data. LC

oscillators and ring oscillators also can meet this requirement. Although high Q LC

oscillators might have lower phase noise, ring oscillators have the advantages of wider

tuning range and smaller area. Hence, a ring oscillator is used here to generate multi-

phase. In practical application, there should be a phase-locked loop to lock the clock

frequency. This work is the prototype to demonstrate the concept of the EOM CDR

circuit. Therefore, only a ring oscillator is employed to generate clocks instead of a

phase-locked loop. In order to decrease noise and lock the clock frequency, injection

locking technique is included extra.

The gate delay and the number of stages decide the operating frequency in the ring

oscillator. The fundamental circuit is depicted in Fig. 4.16(a). The phases’ relation of

different N stages is in Fig. 4.16(b), and the operating frequency can be represented by

delay TD as

ωosc = 2π · fosc = π

N · TD

. (4.9)

In addition, Fig. 4.17 shows the overall schematic circuits used in this CDR to

generate multiphase clocks.
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Figure 4.16: (a)Differential ring oscillator, (b)Relation of output phases.
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4.2.1 First-Harmonic Injection Locking Technique

The low quality factor of ring oscillators leads to high jitter and phase noise. In

order to improve these characteristics, injection locking technique is included. Injection-

locked ring oscillator can be distinguished into three categories : first-harmonic, super-

harmonic and sub-harmonic. It is based on the relation between incident frequency and

the oscillating frequency. A first-harmonic ring oscillator which has the same operating

frequency with the incident frequency is used here.

According to [10], the operating frequency and phase noise of injection-locked ring

oscillator are analysed. Fig. 4.18(a) shows the first-order model of the injection-locked

oscillator where ωi represents the injection-locked frequency of the N-stage ring oscil-

lator. The operating frequency of ring oscillator has been formulated in Eq.(4.9). The
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delay TD is defined as the time when the output reaches 50% of the voltage of signal

ONE, and assume the voltage of signal ONE is VDD. Therefore, the delay TD without
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Figure 4.18: (a)First-order model of the injection-locked oscillator,(b)Phasor represen-

tation of the currents

injection locking stage can be written as

TD =
C · VDD

2 |Io|av
, (4.10)

and with Eq.(4.9) the free-running frequency is

ω0 =
π

N · TD

=
2π · |Io|av
N · C · VDD

. (4.11)

The delay TD,inj after including injection locking stage is

TD,inj =
C · VDD

2 |Io + Iinj|av
. (4.12)

Using Eq.(4.9) and Eq.(4.12) yield the injection-locked frequency as

ωi =
π

N · TD,inj

=
2π · |Io + Iinj|av
N · C · VDD

. (4.13)

It can also derive a frequency range, in which the output frequency is locked to the

injected signal. This range is called locking range ωL and can be written as

ω0 − ωL ≤ ωi ≤ ω0 + ωL, (4.14)

and

|Δω| = |ωi − ω0| ≤ ω0

2Q
· S = ωL, (4.15)
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where Q is the quality factor of the oscillator and S is the injection strength.

Q =
ω0

2

δ

Δω
, (4.16)

and

S =
|Iinj|av
|Io|av

. (4.17)

In [10], Lext and Lfree respectively represent the phase noise of the injected signal

and the free-running oscillator. Combining the two sources mentioned above generating

noise, it gives the overall phase noise Ltotal as

Ltotal =
ω2
L · cos θ

(Δω)2 + ω2
L · cos2 θ · Lext +

(
Δω

ωL

)2

· Lfree. (4.18)

Eq.(4.18) shows that if injected frequency is close to the free-running frequency

(Δω ≈ 0), the phase noise of injected signal dominates the total noise. On the other

hand, if the injected frequency is near the edges of locking range (ω0 ± ωL), the phase

noise of free-running oscillator impacts more significant.

4.2.2 Sub-Feedback Technique

In order to increase the speed of eight-phase ring oscillator, additional inverters in the

sub-feedback loop are used to construct fast loop in long chain ring oscillator [11] [12].

Fig. 4.19(a) demonstrates the general block diagram of ring oscillator which has n stages

with sub-feedback loops. Here define i as the feedback index and it represents the

number of stages in each sub-feedback loop.

The fundamental theory of increasing operating frequency by sub-feedback loop can

be illustrated from the transfer function H(jω) of the single stage shown in Fig. 4.19(b).

gm represents the transconductance of the transistors in the main loop, and Gm is for the

sub-feedback loop. In addition, define θ as the phase difference between two adjacent

nodes, and φ as the phase difference between nodes Xn and Xn+i−1 (φ = (i− 1)θ). The

transfer function can be written as

H(jω) =
Vn

Vn−1

=
−gmR

(1 +GmR cosφ) + j(ωRC −GmR sinφ)
. (4.19)
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Figure 4.19: (a)General block diagram of sub-feedback ring oscillator, (b)Single stage

equivalent circuit.

According to Barkhausen criterion, an oscillator can oscillate when it has at least

unity gain and phase shift of 2π or 2nπ where n is integer. When this oscillator achieves

the minimum required gain, Eq. (4.19) can be written as

gmR =
√
(1 +GmR cosφ)2 + (ω0RC −GmR sinφ)2

=

∣∣∣∣(1 +GmR cosφ)

cosθ

∣∣∣∣ , (4.20)

and the operating frequency can be indicated as

ω0 = [GmR sinφ+ tan θ (1 +GmR cosφ)] /RC

= tan θ/RC + k0Gm/C (4.21)

where

k0 = sin [(i− 1)θ] + tan θ · cos [(i− 1)θ] . (4.22)

tan θ/RC represents the original operating frequency of a ring oscillator without

sub-feedback loops. Change the values of k0 and Gm to decide the operating frequency

finally. From the definition of k0, when i is odd, k0 is positive, and if i is even, k0 is

negative. Therefore, only as i is odd, the frequency can increase. In order to implement

eight-phase generator, four differential stages ring oscillator with i = 3 are used. The

circuit is depicted in Fig. 4.17 in detail.
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Figure 4.20: Buffer of the ring oscillator.

4.2.3 Buffer

Eight phase clocks supply to the EOM and output D flip-flop to recover data. For

the reason to save power, turn off the buffers when the clocks do not be used. Therefore,

there should be switches to control buffers. The buffer of every phase clock is demon-

strated in Fig. 4.20. The clock buffer supplied to EOM can be turned off by RESET = 1

after the EOM has selected a proper phase clock to sample data. Moreover, the clock

buffer for output D flip-flop turns off as READ = 1 when the EOM is operating.

4.3 Decision Circuit

When the sampling phase clock has been selected by the EOM, a decision circuit is

demanded here to recover data. It is composed of delay and a d flip-flop. The block

diagram of decision circuit is depicted in Fig. 4.21. In this diagram, the recovered

clock comes from Fig. 4.20, and has identical delay with those clocks, PHASECLK and

RESETCLK, importing into the EOM.
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Additionally, it can be seen in Fig. 4.2 that before the data is sampled by clock,

it goes through a comparator and has a time delay. Because the delay of the clocks

importing the D flip-flop and the data samplers of EOM are equal, a delay dummy is

needed before data reaching the output D flip-flop. This dummy generates an identical

delay with the comparator of the data sampler in EOM.

The schematics of delay dummy and D flip-flop are shown in Fig. 4.22. The delay

dummy is similar to the comparator of data sampler. The only difference is that the

compared voltage is Vcm in spite of VREF,H and VREF,L. When the EOM has selected the

optimal sampling phase clock, READ is disable, and this delay dummy is switched on.

At the same time, recovered clock from Fig. 4.20 is also generated because of READ = 0.

Finally, the D flip-flop can recover data with selected sampling clock.
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Figure 4.23: (a)External controller and (b)phase detector for testing.

4.4 Testing Circuit

For the purpose of checking the performance of recovering data with every phase

clock, include an external controller with a three-to-eight decoder to control the clocks.

This controller is only composed by logic gates and MOS switches. Therefore, the

detailed circuit is not shown here and just the block diagram depicted in Fig. 4.23(a).

It can decide which phase of clocks to sample data by external control signals, CTRLA,

CTRLB and CTRLC, or by the EOM, CTRLX,EOM. When CTRL = 1, the clock used to

recover data is determined by external signals. On the other hand, the clock is selected

by the control signals from the EOM at CTRL = 0.

Except the controller mentioned above, a circuit is designed to detect which phase of

clocks is selected. The circuit is illustrated in Fig. 4.23(b). When various phase of clocks

is selected, different CTRLX is changed to high and the output current, CTRLOUT,

alters, owing to the various size of the current mirror transistor. The width ratio of

transistors in Fig. 4.23(b) can be depicted in Eq. (4.23).

M9 : M8 : M7 : M6 : M5 : M4 : M3 : M2 : M1 = 8 : 8 : 7 : 6 : 5 : 4 : 3 : 2 : 1. (4.23)

4.5 Simulation Results

In this section, summarize the performance of each block in this eye-opening monitor

CDR. Furthermore, the performance listed here are all post-simulation results.
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4.5.1 Multiphase Generator

The performance of oscillator is listed in Table 4.1. The power consumption includes

the buffers of oscillator in Fig. 4.20. When the EOM is turned off, the buffers generating

RESETCLK and PHASECLK are shut down, and the buffers producing DFFCLK are

switched on. Therefore, the power consumption is lower at EOM in OFF mode.

 
SS 

Corner 
TT 

Corner 
FF 

Corner 

Tuning Range (GHz) 7.9 -11.5 8.8 -13.4 12 -16.4 

Power Consumption 
(mW) 

ON 74 90 113 

OFF 40 50 63 

Table 4.1: Performance summary of ring oscillator

Fig. 4.24 demonstrates the spectrum of ring oscillator. It respectively shows the

spectrum of free-running oscillator and injection-locked oscillator. Here the oscillator is

locked at 13GHz.

Injection Locked

Free Running

Figure 4.24: Spectrum of oscillator in free-running and injection-locked situation.

Additionally, the simulation result of eight phase clocks are in Fig. 4.25. From this
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figure, the amplitude of various phase and the time interval between two neighbor clocks

are not identical, but these do not impact the operation of this EOM CDR. The clock

amplitude is only required large enough to sample data. Furthermore, in this circuit,

the eye-opening monitor can select one of the eight phase clocks to recover data with

demanded BER. Therefore, the various time interval between two neighbor clocks does

not the matter.

Figure 4.25: Eight phase clocks in time domain.

4.5.2 Eye-Opening Monitor CDR

In this simulation, the input data is 200mV (peak-to-peak) and the dc level is 0.6V.

Additionally, various length models of FR-4 channel are added for simulating real sit-

uation. When the EOM has selected and stored one sampling phase clock to recover

data, the EOM should be turned off to save power, and CDR outputs recovered data

and clock. The power consumption of this EOM CDR is listed in Table 4.2.

The recovered clock and data are depicted in Fig. 4.26. From this figure, it can

be seen that after EOM is reset and starts operating, it needs about 16 cycles to select

appropriate sampling clock. When the sampling phase clock has been chosen and stored,

recovered data and clock are outputted. In addition, one index of the performance of

the CDR is the eye diagram of recovered data. When received data passes through 15cm

FR-4 channel, the eye diagram of the recovered data in this CDR is shown in Fig. 4.27.
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Power Consumption (mW) 

SS Corner TT Corner FF Corner 

ON OFF ON OFF ON OFF 

Eye-Opening Monitor 198 10 239 11 273 12 

Multiphase Generator 
& CDR 

70 48 88 60 114 75 

Buffer 33 40 50 

Total Power 
(w/o Buffer) 

268 58 327 71 387 87 

Table 4.2: Power consumption of this EOM CDR.

This figure also shows the eye diagrams of the CDR which is operating in various corner

at 10GHz. The jitter can achieve about 2 ps (peak-to-peak) in TT corner.

In TT corner, the eye diagrams of received data and recovered data in various length

channels are demonstrated in Fig. 4.28. This EOM CDR can recover input data up to

30cm FR-4 board.

4.6 Layout

The total area of this EOM CDR is 1∗1.16mm2. The layout and the paths of signals

are demonstrated in Fig. 4.29.
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Figure 4.27: Eye diagram of the EOM CDR.
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Figure 4.28: Eye diagram of the received data and recovered data.
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Chapter 5

Experiment Results

5.1 Testing Environment

In this thesis, the eye-opening monitor CDR circuit has been designed and fabricated

in 90nm CMOS technology. The settings of testing environment are described in this

section. Fig. 5.1 shows the die photo of this circuit. The CDR core occupies 0.7∗0.8mm2.

The signals including differential input data (DATAIn and DATAIn), differential injecting

clock (CLKInj and CLKInj), recovered data (DATAR) and recovered clock (CLKR) are

all probed on wafer to import and get signals. The DC supply, bias and control voltage

are located on the top of this chip and fed through printed circuit board (PCB) and

bonding wires.

Testing setup is illustrated in Fig. 5.2. Rohde & Schwarz FSUP signal source analyzer

is used to measure the spectrum and phase noise of recovered clock. Agilent J-BERT

N4903A is used to generate PRBS input data and injecting clock. Additionally, it

receives recovered data and clock to compute the bit error rate of this CDR circuit.

There are two oscilloscopes demanded here. Agilent 86100C measures the eye diagram

of recovered data, and Tektronix TDS6604 is used to detect the time domain signal of

received data.

In the next sections, the performance of multiphase generator is measured first, and

then test the function of the EOM CDR circuit.
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5.2 Multiphase Generator

In this measurement, the EOM is turned off, and only the multiphase generator,

phase selector and output D flip-flop are operating. Because it can be controlled by

CTRLA, CTRLB and CTRLC in Fig. 5.3 to decide which phase is used to recover data

and as recovered clock, the performance of the multiphase generator can be measured

from the recovered clock.

Although this multiphase generator can operate at about 12GHz, the EOM CDR

can only achieve 9Gb/s. Therefore, the measured result here is mainly at 8GHz and

9GHz. The measured spectra of free running and injected situation are demonstrated

in Fig. 5.4, and the phase noise is depicted in Fig. 5.5.

From the measurement of phase noise, it can be seen that phase noise is suppressed

under −110dBc/Hz at 1MHz offset by injection locking technique. In addition, rms jitter
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Free Running at 8.1GHz Injection Locking at 8GHz

Free Running at 8.4GHz Injection Locking at 9GHz

Figure 5.4: Spectra of free running and injection locking clock at 8GHz and 9GHz.

is also effectively decreased by injection locking technique from 2ns to 0.07ps at 8GHz,

and from 23ps to 1.5ps at 9GHz. Finally, Table 5.1 shows the performance summary of

this multiphase generator.

5.3 Eye-Opening Monitor CDR

This EOM CDR is designed to select appropriate sampling phase clock quickly and

output recovered data. Fig. 5.6 demonstrates the timing diagram of the recovered data.

The EOM is operated at 8Gb/s and turned on at t=0. From this figure, the EOM CDR

spends about 2ns (16 cycles) to choose sampling clock, and this is identical with the
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Free Running at 8GHz Injection Locking at 8GHz

�
Phase Noise < - 70 (dBc / Hz)
RMS Jitter  2 (ns) �

Phase Noise < -110 (dBc / Hz)
RMS Jitter  0.07 (ps)

Free Running at 8.3GHz Injection Locking at 9GHz

�
Phase Noise < - 70 (dBc / Hz)
RMS Jitter  23 (ps) �

Phase Noise < -110 (dBc / Hz)
RMS Jitter  1.5 (ps)

Figure 5.5: Phase noise of free running and injection locking clock at 8GHz and 9GHz.

simulation result.

As input data is 8Gb/s and ideal (without channel loss), the eye diagram and BER

of the recovered data is in Fig. 5.7. In order to accomplish the BER measurement of

received data, the close loops of the EOM is disabled and the sampling phase clock is

selected by external control lines. The jitter(rms) of recovered data is only 1.4ps when

the received data is 200mV (peak-to-peak) and PRBS = 231 − 1.

For simulating undesirable factors, let the input data passing through various length

channels on standard FR4 substrate. Because the channel has bandwidth limitation

and loss, the input data seems to be disturbed by noise and ISI. The characteristics of

these channels are measured and demonstrated in Fig. 5.8. In this figure, the gain at
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Figure 5.6: Timing diagram of the recovered data.
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Figure 5.7: Eye diagram and BER of received data.
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SS
Corner

TT
Corner

FF
Corner

This Work
Measurement

Tuning Range (GHz) 7.9 -11.5 8.8 -13.4 12 -16.4 7.2-12.3

Power 
Consumption

(mW)

ON 70 88 114 70

OFF 48 60 75 49

Phase Noise 
(dBc/Hz)

FREE -61 -67 - -71

INJ -111.3 -118.1 -115.6 < -110

Table 5.1: Performance summary of this multiphase generator.
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Figure 5.8: Characteristics of various length channels.

some frequency is particularly small. This is because the channel is not perfect 50Ohm

matching there.

In order to evidence that this EOM CDR can select sampling phase clock at the

position with low BER, the closed loops of this EOM CDR are first disabled and the

BER of recovered data with each sampling phase clock can be obtained by manually

selecting phase clock from external control lines. The bathtub BER measurements for

different channels are depicted in Fig. 5.9.

When the EOM is turned on and with no external control, it performs automatic

phase selection. Fig. 5.10 shows the measured eye diagrams of received data and recov-
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Figure 5.9: BER of the data recovered by various sampling clocks in different channels.

ered data for the 15cm, 20cm and 30cm differential FR-4 lines while the sampling phase

clock is selected automatically by EOM. The input data here is 200mV(peak-to-peak)

and PRBS = 231 − 1.

For 30cm FR4 channel, the recovered data with phase 3 to phase 5 has low BER,

and these phase clocks are all appropriate for phase selection. As the EOM is turned on

and with no external control, the EOM automatically selects phase 4 clock to recover

data. From the bathtub BER measurement in Fig. 5.9 and the result of automatic phase

selection by the EOM CDR in Fig. 5.10, the performance of this EOM CDR circuit is

evidenced.

Furthermore, the highest operating speed which this EOM CDR can achieve is

9Gb/s. The eye diagrams of received data and recovered data passing through 15cm

channel at 9Gb/s are shown in Fig. 5.11.

Without any pre-equalizer or pre-emphasis circuit, this EOM CDR can recover 8Gb/s

data up to 30cm FR4 channel with BER< 10−12. That is, the architecture can determine

the appropriate sampling position and recover the data properly. Therefore, it can relax

the bandwidth and group delay requirements of the receiver front-end circuits in the

high-speed serial links. The measured performance is summarized in Table 5.2, and

Table 5.3 lists the comparison of this EOM CDR with other references.
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31[ 15cm FR4, PRBS = 2 -1 ]
Jitter (p -p) = 26.9(ps), Jitter (rms) = 5.0(ps)

Selected Phase Clock :Phase 3
Jitter (p-p) =10.2(ps), Jitter (rms) = 1.5(ps)

X : 20.5 ps / div, Y = 40 mV / div

X: 20.5 ps / div, Y = 40 mV / div

31[ 20cm FR4, PRBS = 2 -1 ]
Jitter (p -p) = 26.8(ps), Jitter (rms) = 5.2(ps)

Selected Phase Clock :Phase 3
Jitter (p -p) =13.4(ps), Jitter (rms) = 2.1(ps)

31[ 30cm FR4, PRBS = 2 -1 ]
Jitter (p -p) = 46.9(ps), Jitter (rms) = 7.1(ps)

Selected Phase Clock :Phase 4
Jitter (p -p) = 9.4(ps), Jitter (rms) = 1.4(ps)

X : 20.5 ps / div, Y = 40 mV / div

X: 20.8 ps / div, Y =15.8 mV / div

X: 20.8 ps / div, Y =15.6 mV / div

X: 20.8 ps / div, Y =14.5 mV / div

Received Data (8Gb / s) Recovered Data

Figure 5.10: Eye diagram of received data and recovered data at 8Gb/s.
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31[ 15cm FR4, PRBS = 2 -1 ]
Jitter (p -p) = 28.4(ps), Jitter (rms) = 4.8(ps) Jitter (p -p) =11.3(ps), Jitter (rms) = 1.7(ps)

X : 20 ps / div, Y = 40 mV / div X: 22.2 ps / div, Y =15.0 mV / div

Received Data (9Gb / s) Recovered Data

Figure 5.11: Eye diagram of received data and recovered data at 9Gb/s.

Data Rate 8Gb/s 

Input Power 200 mVpp 
Locking Time < 400 bits 

Jitter (rms) < 2 ps 

BER 
(231-1 PRBS) 

15cm FR4 , 20cm FR4 , 30cm FR4 

< 10-12 

Power (mW) 

 EOM ON EOM OFF 

EOM 184 12 

Multiphase Generator 70 49 

Total Power (w/o buffer) 254 61 
Supply Voltage 1V 

Area 0.7 × 0.8 mm2 

Technology 90nm GP CMOS 

 

Table 5.2: Performance summary of measurement.
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Process
Data Rate

(Gb/s)
Power Supply

(V)

Power 
Consumption

(mW)

Jitter 
(ps)

FR-4 
Length
(inch)

Area
(mm2)

2007, JSSC
Razavi [13]

0.13 �m
CMOS

10 1.6 133 -- 24 0.94*0.65

2007, RFIC
[14]

0.18 �m
CMOS

10 1.5
290

(w/i buffers)
0.74 (rms) 9 2.0*2.0

2007, CICC
[15]

0.13 �m
CMOS

10 1.2 164 -- 12
30

0.39*0.39

*2008, JSSC
NEC [16]

0.18 �m
SiGe 

BiCMOS
40 3.3 1600 0.189(rms) -- 2.0*2.5

This Work
90nm
CMOS

8 1
(ON) 254
(OFF) 61 

9.7 (p-p)
1.4 (rms)

12 0.7*0.8

* Use eye-opening monitor , but calculate with PC.

27-1  PRBS, 215-1 PRBS, 231-1 PRBS
with equalizer, without equalizer

Table 5.3: Comparison of this EOM CDR circuit with others.
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Chapter 6

Conclusion

Clock and data recovery (CDR) is a critical component in the receiver end of wired

communication system. Because the clock is not transmitted directly, the timing in-

formation should be acquired from the received data to allow synchronous operations.

Moreover, the data received in the receiver is noisy, so the data should be sampled again

to eliminate the noise. Hence, CDR is demanded to recover data and clock, and the

received data can be read precisely.

In traditional CDR, the optimal sampling position is always assumed at the middle

of input signal and all CDR circuits attempt to recover data at this position. Never-

theless, when data is transmitted, it is impacted by some factors such as noise or ISI

phenomenon. An equalizer is demanded to compensate the received data in the receiver.

If utilize conventional CDR, the equalizer should extend the bandwidth to 0.7 data rate

at least. This is because the sampling position is fixed at the middle of received data in

typical CDR. This thesis proposes an eye-opening monitor CDR based on oversampling

CDR to eliminate this drawback. No matter how much gain the equalizer can compen-

sate, the EOM CDR can adjust sampling position according to various input data and

recover data at the position with low bit error rate. Hence, the requirement of equalizer

is reduced and not so strict as that in employing conventional CDR.

This proposed EOM CDR can adjust sampling position according to various input

data, and is realized in 90nm CMOS. The core circuits occupy 0.7∗0.8mm2 of die area.

The eight phase generator using ring oscillator and injection technology consumes 50mW

from a 1V supply. In addition, the measured integrated rms jitter of clock for the



76 Chapter 6: Conclusion

8GHz output is only 0.07ps. The EOM CDR circuit consumes 254mW when the EOM

technique is operating, and only dissipates 61mW while the optimal phase clock is

selected and the EOM logics are disabled. Furthermore, the CDR performance with

non-ideal input data pattern of 231 − 1 PRBS all can be recovered with BER < 10−12

at 8Gb/s in various lengths of FR-4 trace.
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