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Abstract

In IEEE 802.11, channel resources are very limited and scarce. Thus
channel assignment schemes which can effectively utilize available channels
is one of the important issues in multi-channel wireless mesh networks. There
are two approaches for channel assignment: centralized and distributed. We
focus on distributed channel assignment,_i.e.; €ach node chooses its channel
based on local information:;The advantagéé of distributed approach are better
flexibility and fault-tolerance.“However, the"probleny of distributed channel
assignment is channel oscillation whj.ch résults that the channel assignment
cannot converge for a long tlme and ngdes change.its channel repeatedly, and
therefore the network throughput isathrottléd. In this'thesis, we propose a
new distributed channel'aSsigriment scheme to_solve the channel oscillation
problem, and to maximize the network threughput. Performance evaluation
shows that our proposed algorithm improves the throughput and end-to-end

delay in comparison to previously proposed distributed channel assignment

schemes.

keywords: Distributed channel assignment, channel oscillation, multi-
channel multi-interface, partially overlapping channels, wireless mesh net-

work.

v



Contents

vXALZEEFELE
Acknowledgments
&S

Abstract

1 Introduction

2 Related Work

3 System Model
3.1 Network Architecture . . . .. I.',':ﬁ_; ....................

3.2 Partially Overlapping Channels ™= 1 | . ..o . . .. . ... .. ..

4 Proposed Algorithm ‘
4.1 Overview . . .. . rooks W I IRRRTURNEN | gl
4.2 Priority Determination Phase =il . e 4 . . .. L
4.3 Fixed Channel Assignment Phase . &4 .00 . .. ... .. ...
4.3.1 Interference Caleulation. . . ..o .0 . .. .. ... ... ....
4.3.2 Channel Assignment . . . . . . . .. ...

5 Performance Evaluation
5.1 Simulation Environment . . . . . ... ... ... ... ... ......
5.1.1 Set Acceptable Threshold . . . ... ... ... ... .. ....
5.1.2 Performance Metrics . . . . . . . . . . . ... ... . ... ..
5.2 SimulationResults . . . . . ... ... ... . ..

6 Conclusion

Bibliography

ii

iii

iv

10
12
12

15
15
16
17
21

25

26



List of Figures

3.1

4.1

5.1
52
5.3
54
5.5

Wireless mesh networks architecture . . . . . . . . . . ... ... ....
The example of priority determination . . . . . . . . ... ... .....

Acceptable threshold under varying numbers of nodes (data rate: 512kbps)
Acceptable threshold under var mbers of nodes (data rate: 1Mbps
p xfg it ( ps)

Acceptable threshold ‘Ilgdmjv_z}rgmg 11_ .--_g"g‘;f.nodes (data rate: 3Mbps)

Throughput under, yhry)Fg da - :
End-to-end delagg:under . VI

r

vi



List of Tables

4.1 Channel Overlapping Degree

5.1 Simulation Parameters . . .

vii



Chapter 1

Introduction

Wireless mesh networks [1] have become a popular technology for many applications,
such as broadband home networking, enterprise-networking, building automation, and so
on. There is one common problem inswireless mesh networks: the throughput is limited
due to the interference of neighboring-links that'transmit simultaneously. Therefore, effi-
ciently utilizing the available spectrum re. E\;ﬁégs isineeded, channel assignment becomes
an important issue in wireless mesh ﬁetworl;'%s_.

Channel assignment approaches ¢an be classified into two categories: centralized and
distributed. Centralized channel assignment [2][18] requires a controller which is used
to collect the information of the network and assign the channels for each node. The
disadvantage of this approach is that the controller may be overloaded and the failure
of the controller makes the network unworkable. In this thesis, we adopt the distributed
channel assignment.

The challenge of distributed channel assignment is the channel oscillation problem,
which results that channel assignment repeatedly changes and unstable for a long time.
Since the nodes do not know the operations of each other, when nodes discover that a
channel is with minimum interference, they may change to that channel simultaneously.

The changing to the same channel will increase the interference level of that channel,

and thus decrease the throughput gain. Therefore, these nodes will change channel with



minimum interference again. In this situation, channel allocation does not converge, the
transmission of nodes may be interrupted, and that will constrain the throughput gain.

In this thesis, we propose a distributed channel assignment algorithm which can deter-
mine the priority of nodes and ensure that the only one node can change its channel in its
interference range to avoid the channel oscillation problem. Simulation results indicate
that in terms of throughput and end-to-end delay, our algorithm performs much better
than previously proposed algorithms [11] [12] [13].

The rest of this thesis is organized as follows. Chapter 2 describes the related work. In
chapter 3, we describe our system model. Then we present our distributed channel assign-
ment algorithm in Chapter 4. Chapter S:summarizes our simulation results to demonstrate

the performance of the proposed algerithm. Finally, wé.conclude our work in chapter 6.



Chapter 2

Related Work

In contrast to centralized channel assignment, distributed channel assignment does not
require the central controller; each nodesperforms channel assignment only considering
local information. In this way, distributed channel assignment avoids the bottleneck of
controller and flexibly overeomes the failure of nodes.

In this chapter, we summarize the diégitiiiﬁged channel assignment schemes for wire-
less mesh networks. Raniwala ef al. :[1:7] piri)posed a distributed channel assignment and
tree-based routing scheme, which cdn.siders the n‘etv&zlvork traffic load to assign channels.
This scheme can improve the aggregate netwerk throughput and balance load among gate-
way. Dhananjay et al. [7] proposed a distributed protocol that chooses gateway paths and
assigns channel. The protocol ensures that each gateway path consists of high link deliv-
ery ratio links operating on different channels. Liu et al. [12][13] proposed distributed
channel assignment algorithms using partially overlapping channels, and their simula-
tion results showed that the throughput is better than the centralized channel assignment.
However, aforementioned distributed channel assignment schemes did not consider the
channel oscillation problem.

Ko. et al. [3] and Subramanian et al. [19] proposed distributed channel assignment

algorithms, which considered the channel oscillation problem. Their algorithms constrain

each node can changes channel only once. Although the channel assignment is stable,



the network interference is still large since each node may change to the same channel
simultaneously, and still suffers larger interference. Our proposed distributed channel
assignment algorithm focus on solving the channel oscillation problem. Our objective is

to stabilize channel assignment and maximize the network throughput.




Chapter 3

System Model

3.1 Network Architecture

Our distributed channel assignment algorithm“is’' based on wireless mesh network. A
wireless mesh network consists of three types of nodes: mesh routers, gateways and mesh

clients. Mesh routers are stationary which provide connectivity between gateways and

-
-

mesh clients. Some of the mesh routers aré"_c;laliéd gateways, which are used to connect to
the wired network. Since most,of the frafﬁc ri-s directed to/from wired network, gateways
have the heaviest load in the network. Mesh elients ¢an be stationary or mobile and they
connect to the wired network through the-mesh routers. The architecture of a wireless
mesh network is depicted in Figure 3.1.

We adopt hybrid channel assignment scheme [11]. Each node is equipped with two in-
terfaces in the wireless mesh network. One is the fixed interface, which is used to receive
packets. The other one is the switchable interface, which is used to send packet. When
a node has a packet to transmit, it switches its switchable interface to the fixed channel
of the receiver. This scheme is more flexible and fault-tolerant. Unlike static channel
assignment [ 18] which assigns a channel to each interface permanently. Therefore, when
two nodes operating on different channels, they cannot communicate with each other.

Besides, the failure of a node may cause network partition.



Mesh client

Figure 3.1: Wireless mesh networks architecture

3.2 Partially Oyerlappifig Chafinels -

The IEEE 802.11b/g standards operate";ﬁi'_-'gl‘SM ?.4GHZ band which have 11 available
I 3 .
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channels. Each channel is 22MHz wide aP,d th? fcentral frequencies are separated by

- T

SMHz. If the channel separation is!lf\rgef than ZZZI%MHZ, tWo channels do not interfere
with each other, which are called :n;on-derlappin‘_g cﬁémnels. Otherwise, they are called
partially overlapping channels. Thus, the maximum number of available non-overlapping
channels is three, namely channel 1, 6 and 11.

Traditionally, each node in the interference range uses different non-overlapping chan-
nels to avoid interference. If they operate on the same channel, they use RTS/CTS mecha-
nism to solve interference. Although the interference is avoided, there are other available
channels are wasted.

Mishra et al. [14][15] proposed exploiting partially overlapping channels on the
acceptable interference level, which is beneficial to improve the network performance,
since the number of simultaneous transmissions can be increased. The simulation re-

sults showed that the network throughput can be increased further than only using non-



overlapping channels. Hoque et al. [10] and Duarte et al. [9] proposed centralized chan-
nel assignment algorithms using partially overlapping channels, their simulation results
showed the number of links and network throughput are improved. Liu ef al. [12][13]
proposed distributed channel assignment algorithms using partially overlapping channels,
the results shown the throughput is better than the centralized channel assignment algo-
rithms which use non-overlapping channels or partially overlapping channels.

Therefore, intelligently assign partially overlapping channels can improve network
performance. Our distributed channel assignment algorithm is concerned with partially

overlapping channels in wireless mesh networks.



Chapter 4

Proposed Algorithm

In this chapter, we present our distributed channel assignment algorithm. We first describe
our design and then present the procedure of channel assignment in detail. The algorithm
utilizes only local information to pesform channelyassignment. The information is col-

lected from the nodes in the-interferencetange that is setito:two hops.

4.1 Overview LA

According to the characteristics of tr:afﬁc loads. in"wireless mesh networks, gateway has
the heaviest traffic load in the networks. “Thetefore, gateway may becomes the bottleneck
if its channel suffers larger interference. Under this assumption, gateway has the highest
priority to choose a channel with minimum interference in our algorithm, followed by
the one-hop nodes away from the gateway, and then the two-hop nodes away from the
gateway. Thus, the nodes farthest from the gateway have the lowest priority in channel
assignment.

The channel oscillation problem in distributed channel assignment is described in
chapter 1. In order to stabilize the channel allocation, we propose a mechanism that
can achieve it. That is when a node changes its fixed channel, no other nodes can change
simultaneously in its interference range.

Therefore, our algorithm is comprised of two phases, priority determination phase and



fixed channel assignment phase. In priority determination phase, the channel assignment
priority of each node is determined. In fixed channel assignment phase, the fixed interface

of each node is assigned a channel without channel oscillation.

4.2 Priority Determination Phase

At the beginning, each node randomly chooses its fixed channel, then it broadcasts a
HELLO packet to other nodes in its interference range to inform its ID and fixed channel
information. Based on the received HELLO packet, each node can collects the local
information to choose a channel with minimum interference.

In our algorithm, we through modify. the HELLO packet to determine the priority
of each node. The modified HELEO packet includesithe original ID and fixed channel.
Besides, we add two new: fields: hop coun&grnd flag. The horprcount is the number of hops
to the gateway. Initially, the gatewayfs hog_;:(r)_-lint is set to 0, and other mesh routers’ hop
count is set to oo. The flag'is used to indicz;fe whether the packet come from a gateway
or mesh routers. The gatewayl’sr ﬂagh is*sef to Iyand-other mesh routers’ flag is set to 0.
When a node receives modified HELLO packet, it can recognize the sender’s ID and fixed
channel, then use the flag and hop count to determine the number of hops to the gateway.

In the first step, the gateway broadcasts modified HELLO packet with the hop count
is 0 and the flag is 1 to all nodes in its interference range (two hops). When the one-hop
nodes away from the gateway receive the HELLO packet, they detect the received flag is
1 that indicates the packet coming from a gateway. Therefore, one-hop nodes set their hop
count with the value of hop count in the received HELLO packet plus 1 (Figure 4.1(a)).
Then, the one-hop nodes forward the gateway’s HELLO packet, and set the hop count is
1. When two-hop nodes receive the HELLO packet, they detect the flag is 1 that means

the packet coming from the gateway, so they set their hop count to 2 (Figure 4.1(b)).



In the next step, the one-hop nodes away from the gateway broadcast modified HELLO
packet with the hop count is 1 and the flag is 0. When a gateway receiving the flag is 0,
which indicates the packet coming from a mesh router, therefore gateway’s hop count un-
changed. When a mesh router node receiving the flag is 0, which means that both of them
are mesh routers, and then compare the received hop count with its own hop count. If the
value of received hop count is smaller than its own hop count, and the value of its own
hop count is co, which indicates the packet coming from a two-hop nodes away from the
receiving node. The receiving node set their hop count with the value of hop count in the
received HELLO packet plus 1. Otherwise, the hop count unchanged. (Figure 4.1(c)).

Thereafter, the two-hop nodes away. ‘from.the gateway broadcast modified HELLO
packet. When the other nodes receive the packet, they-will determine how to reset their
hop count (Figure 4.1(d)). In'this way, all_ nodes broadcast HELLO packet in sequence,

=
e E

the hop count of each node 1s decided. Th;a“ére, the priority of each node is determined,
[ |

since gateway node has the smallest value of hop count, it is“allocated the highest priority,

and the nodes have the largestl value of hep count,-they. are allocated the lowest priority.

An example for determine the hop count-is shown in Figure 4.1. The algorithm is shown

in Algorithm 1.

4.3 Fixed Channel Assignment Phase

In this phase, each node’s fixed interface is assigned a channel via two steps. The first step
is to calculate the interference level of each node with different channels. The second step
is assigning the chosen channel with minimum interference to each node without channel

oscillation.

10



Wired Wired
network network

ID =A, fixed channel =
° hop count =0, flag = 1

HELLCl/

hop count =0 — 1

hop count =1

hop count =0 — 1
Forward A’s HELLO,
set hop count to 1

hopcount =00 hopcount=c0  hop count = hop count =00 — 2 hop count =00 — 2 hop count =00 — 2
(a) Gateway broadcasts HELLO packet (b) One-hop nodes forward the gateway’s HELLO
packet

ID=B,
fixed channel = 2,
hop count =1,
flag=0 <
-flxed channel 5, fixed channel 6,
A hgp count =2, hop count = 2,
hopcount=2  hopcount =2, hop.c flag=0
:l.‘._ L
(c) One-hop nodes away“-‘from the gatev wo-hop nodeS"away from the gateway
broadcast HELLO packef"' .
;hh‘_l
Figure 4.1

Algorithm 1: Priority Deterrrgna’tlon . B ::r\

Input: Fy : The flag in the received )HELLO-papkét

Hp, : The hop count in the received HELLO packet.

Hp : The hop count is owned by the nodes that receive HELLO packet.
Output: hop count

1 if Fgr = I then
2 hop count = Hgr + 1
3 elseif Hrp < Hp && Hp == oo then

4 hop count = Hg + 1

5 else

6 hop count unchanged
7 end

8 end

9 end

10 return hop count

11



4.3.1 Interference Calculation

After the priority determination phase, all nodes can start channel assignment according
to the priority. We utilizing Burton [S] proposed channel overlapping degree to calculate
the interference level of each node with different channels. The channel overlapping
degree is shown in Table 4.1. The level of interference is calculated by the equation 4.1
as defined below. Inter ferenceli]|c] is the total interference that node i suffers from the
nodes in its interference range when channel c is assigned to node i. O[i.][j] is the channel
overlapping degree between the channels used by node i and node j. B[j] is the active
time of node j. Each node calculates its;interference level by equation 4.1, and it chooses

the channel with minimum interference:as its fixed channel:

Interferencelillc] = Z Oli N1 *.Bl4] 4.1)
A R
=
Channel Separation | 0 1 1] 2 ?. 3 4 5 6 7~10

Overlapping Degree | 1| 0.7272 | 02714 0.0375 '0.0054 { 0.0008 | 0.0002 | 0

Table 4.1;'Ghannel Overlapping Degree

4.3.2 Channel Assignment

In this step, we assign the chosen channel to the fixed interface of each node. In order
to solve the channel oscillation problem, we define a constraint: there are only one node
can changes its channel in its interference range. Besides, when a node changes its fixed
channel may affect other nodes in its interference range suffer larger interference. Thus,
in our algorithm, when a node wants to change its fixed channel with a minimum interfer-
ence, it needs to ask other nodes in its interference range whether the change will make
them suffer larger interference.

We propose three messages: REQUEST, ACCEPT and REJECT. Each node exchanges

these messages with other nodes in its interference range to inform its change request or

12



to reply whether the request is agreed. The definitions of these messages are as follows:

e REQUEST: when a node wants to change its fixed channel, it sends the message
to request the other nodes in its interference range to remain in the current channel

until it completes the change.

o ACCEPT: when a node receives a REQUEST message, if the change will make it
suffers smaller interference than before, it replies with the message to inform this

change request is agreed.

e REJECT: when a node receives a REQUEST message, if the change will make it
suffers larger interference than before, it-rfeplies with the message to inform this

change request is refused.

When a node receives a REQUEST, 1t§3t§g1des to reply with' ACCEPT or REJECT. If
the node suffers smaller interference’ than b@fore it replies with ACCEPT. Otherwise, it
replies with REJECT. When the reque;tlng node récelves the reply, it will decide whether
to change its channel. In our algerithn, we set an acceptable threshold, and the request-
ing node calculates its accept ratio by equation 4.2. If the accept ratio larger than the
acceptable threshold, which indicates for most of nodes in the interference range, their
interference level is better than before. Therefore, requesting node can change its chan-
nel; otherwise, requesting node stays on the original channel. Finally, the requesting node
broadcasts HELLO packet to other nodes in its interference range to inform its current

channel. The algorithm is shown in Algorithm 2.

the number of ACCEPT
(the number of ACCEPT + the number of REJECT)

(4.2)

accept ratio =

13



Algorithm 2: Fixed Channel Assignment

—

10

11

12

Input: Inter ference,q[j] : the interference of node j suffers before the node
request to change channel.
Inter ferencene,[j] : the interference of node j suffers if the requesting
node change its channel.
Ayp, « the acceptable threshold.
A; : the accept ratio.

Output: Assign each node’s fixed channel

if Inter ferencene,lj] <=/Interferenceqylj) then

-

return ACCEPT e
else i
return REJECT
end
end
if A; > A, then
requesting node changes its fixed channel
else
requesting node aborts to change fixed channel
end

end

14



Chapter 5

Performance Evaluation

In this chapter, we describe our simulation environment, and demonstrate the value of
acceptable threshold. Finally, we investigate the-performance of our proposed distributed
channel assignment, and compared it'with the ‘distributed channel assignment scheme
which uses non-overlapping:channels*{11], CAEPO [12] and CAEPO-S [13] which use

partially overlapping channels. =

5.1 Simulation Environmeni

We use ns-2 to evaluate the performance of‘the proposed algorithm, and we modify ns-
2 to support multi-channel and multi-interface environment [6]. In our simulation, the
network is a grid topology and the network area is 1000m x 1000m. Each node is equipped
with two interfaces, and it uses WirelessChannel with IEEE 802.11 MAC protocol and
WirelessPhy layer. The transmission range of each node is 100m, and the interference
range of each node is 200m. The number of available channels is set to 11. Besides, the
simulation uses the TwoRayGround propagation model and an omni-directional antenna.
Our simulation time is set to 500 seconds. The simulation parameters are summarized in
Table 5.1.

We randomly choose the source and destination node pairs in the network. The traffic

is generated by constant bit rate (CBR), and the packet size for all traffic is set to 1000

15



bytes. We vary the data rates (512kbps, 1Mbps and 3Mbps) and the numbers of nodes

(7x7, 10x10, and 14x14) to evaluate the performance at different scenarios.

Parameters Value

Channel Type WirelessChannel
Propagation Model TwoRayGround
Network Interface Type | WirelessPhy

MAC Type IEEE 802.11
Antenna model OmniAntenna
Network Area 1000m x 1000m
Network Topology Grid Topology
Number of Nodes Ix7;:10x10, 14x14
Number of Interfaces 2

Number of Chamnels 11

Data rate 512kbps, 1Mbps, 3Mbps
Traffic Type L CBR

Packet Size , ;__:“*HOOO byte
Transmission Range “ 100 m
Interference Range 1 200 m

Simulation time-". 500 seconds

Table 5.1: Simulation'Parameters

5.1.1 Set Acceptable Threshold

In our algorithm, we need to set the value of acceptable threshold. If the threshold is
set too large, many nodes cannot change their fixed channel, and thus they still suffer
larger interference. If the threshold is set too small, many nodes can change their fixed
channel, which will increase the interference level of other nodes in its interference range.
Therefore, how to set the value of acceptable threshold is important. In this simulation,
we consider with the varying numbers of nodes: 7x7, 10x10, 14x14 and varying data
rates: 512kbps, 1Mbps, 3Mbps to evaluate the value of acceptable threshold.

In Figure 5.1 and Figure 5.2, we use the unsaturated data rates, 512kbps and 1Mbps.

16



The numbers of nodes are 7x7, 10x10 and 14x14. We can observe that when the value
of acceptable threshold is set to 0.7, the throughput is the best of all, especially when
the node density is high (Figure 5.1(c) and Figure 5.2(c)). In contrast, when the value
of acceptable threshold is set to 0.8 or 0.9, the throughput is worse. Since the value of
acceptable threshold is set too large, many nodes cannot change their fixed channel, and
they still suffer larger interference.

In Figure 5.3, we use the saturated data rate is 3Mbps. The numbers of nodes are 7x7,
10x10 and 14x14. We can observe that when the value of acceptable threshold is set to 0.6
or 0.7, the throughput is better than others, especially as the number of source-destination
pairs is smaller, the values of throughput are close to each other. However, as the number
of source-destination pairs increases, the throughput.is.the best of all when the value of

acceptable threshold is set t0'0.7. Therefore, the value of acéeptable threshold is set to 0.7
in our simulation. e

5.1.2 Performance Metrics | ;

We evaluate our distributed channel assighment algorithm through two metrics: through-
put and end-to-end delay. Our proposed algorithm is compared with the distributed chan-
nel assignment scheme which uses non-overlapping channels [11], CAEPO [12], and

CAEPO-S [13] which use partially overlapping channels.

e Throughput: the average number of packets is received successfully during a time

unit.

e End-to-end delay: the time difference that a packet transmitted from the source to

the destination.

17



7 e=@==threshold=0.5
6 - «fi=threshold=0.6
/._.\.\-_ =fe=threshold=0.7
g 5 =é=threshold=0.8
2
E 4 «ié=threshold=0.9
H
)
® 3
[
F 2
1
0 N N N N N )
8 16 24 32 40 48
Number of source-destination node pairs
(a) The number of nodes: 7x7
12 e=@==threshold=0.5
«f=threshold=0.6
10

=Hé=threshold=0.8
// pa— = é ==ié=threshold=0.9

Throughput(Mbps)
o

2 >é
I
0 N N N N N N
10 30 50 70 90 110
Number of source-destination node pairs
15 @=@==threshold=0.5

=fi=threshold=0.6
=fr=threshold=0.7
=Hé=threshold=0.8
=e=threshold=0.9

Throughput(Mbps)
S

X

10 50 90 130 170 210

Number of source-destination node pairs

(¢) The number of nodes: 14x14

Figure 5.1: Acceptable threshold under varying numbers of nodes (data rate: 512kbps)

18



16 e=@==threshold=0.5

14 .\ =fli=threshold=0.6
/ ==l==threshold=0.7

12

==pé=threshold=0.8

N «ié=threshold=0.9

10

Throughput(Mbps)
o

6
4
2
0 N N N N N )
8 16 24 32 40 48
Number of source-destination node pairs
(a) The number of nodes: 7x7
25 e=@==threshold=0.5
/‘_M\_ «f=threshold=0.6
20 ‘\ efr=threshold=0.7
7 =Hée=threshold=0.8
2
s 15 —— =Je=threshold=0.9
§- rv
-
2
3 10
z Y
5
0 N N N N N )
10 30 50 70 90 110
Number of source-destination node pairs
35 @=@==threshold=0.5
30 «i=threshold=0.6
«fr=threshold=0.7
B 25 =Hé=threshold=0.8
2
E_ 20 =ié=threshold=0.9
H
-
® 15
4
= 10
5
0
10 50 90 130 170 210
Number of source-destination node pairs

(¢) The number of nodes: 14x14

Figure 5.2: Acceptable threshold under varying numbers of nodes (data rate: 1Mbps)

19



14 e=@==threshold=0.5
12 «i=threshold=0.6
«fr=threshold=0.7
7 10 ﬁ_*thresholdw.s
2
2 =é=threshold=0.9
£ 8 reshol .
F ~
3
¥ 6
[
F oy
2
0 . N . N . )
8 16 24 32 40 48
Number of source-destination node pairs
(a) The number of nodes: 7x7
20
==@==threshold=0.5
efil=threshold=0.6
15 efr=threshold=0.7
(%)
;E% e threshold=0.8
5 «é=threshold=0.9
a 10
=
[V}
=]
e
=
5
0 N N N N N )
10 30 50 70 90 110
Number of source-destination node pairs
25 e=@==threshold=0.5
«i=threshold=0.6
20 «fr=threshold=0.7
B =3é=threshold=0.8
-]
s 15 =He=threshold=0.9
2 .
£
2 10
°
£ m
5 > ‘l\
0 . N . N . )
10 50 90 130 170 210

Number of source-destination node pairs

(c) The number of nodes: 14x14

Figure 5.3: Acceptable threshold under varying numbers of nodes (data rate: 3Mbps)
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5.2 Simulation Results

In the simulation, we consider with the number of nodes is 10x10, and varying data rates:
512kbps, 1Mbps and 3Mbps to measure the throughput and end-to-end delay.

Figure 5.4 shows that under different date rates, as the number of source-destination
node pairs increases, the throughput of partially overlapping channels is better than that
of non-overlapping channels, since the number of simultaneous transmissions increases.
Besides, our algorithm is also better than CAEPO and CAEPO-S which use partially over-
lapping channels. Since we solve the channel oscillation problem, channel assignment can
be stabilized shortly, and the transmission of nodes:is not interrupted, throughput can be
improved. In Figure 5.4(a), the data faté is-512kbps:.. Our algorithm improves the ra-
tio of throughput about 12% than CAEPO-S. In Figute 5.4(b), the data rate is 1Mbps.
Our algorithm improves the ratio of throughput about 18% than CAEPO-S. In Figure

T
5.4(c), the data rate is 3Mbps. Our algoritht;ri‘ ifﬁproves the ratio of throughput about 26%
than CAEPO-S. Moreover, we Qomp_afe the élroughput of' 3Mbps with the throughput of
1Mbps, we can observe that the throughput of 3Mbp:sv does not increase, which indicates
that 3Mbps is a saturated data rate. Thus, the data rate exceeding the saturated rate does
not help to improve the throughput.

Figure 5.5 illustrates the end-to-end delay with varying data rates. We can observe the
end-to-end delay of partially overlapping channels is lower than that of non-overlapping
channels. Since we utilize all available channels can effectively reduce the network con-
tention, the network latency can be decreased. Besides, our algorithm is also better than
CAEPO and CAEPO-S. Since we solve the channel oscillation problem, the transmission
of nodes is not interrupted, and the nodes do not need to wait for the time of channel
change, end-to-end delay can be decreased. In Figure 5.5(a), the data rate is 512kbps.

Our algorithm improves the ratio of end-to-end delay about 20% than CAEPO-S. In Fig-
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ure 5.5(b), the data rate is 1Mbps. Our algorithm improves the ratio of end-to-end delay
about 22% than CAEPO-S. In Figure 5.5(c), the data rate is 3Mbps. Our algorithm im-

proves the ratio of end-to-end delay about 21% than CAEPO-S.
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Chapter 6

Conclusion

Channel oscillation is one of the major problems in distributed channel assignment. In
this thesis, we proposed a distributed. channel-assignment algorithm utilizing partially
overlapping channels for wireless mesh networkss Our algorithm can stabilize channel
allocation. The algorithm ‘eonsists of ‘two phasés: priority:‘determine phase and fixed
channel assignment phase. In the priority j&;g?‘gefmine phase, we modify the HELLO packet
to determine the priority. In-the fixed :channg(i assignment phase, we proposed REQUEST,
ACCEPT and REJECT messdges to! s.olve the chénqgl oscillation problem. Simulation
results showed that our algorithm can improve the throughput by about 19%, and reduce

the end-to-end delay by about 21% compared to the previously proposed scheme.
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