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Abstract
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Nowadays, direct-conversion radio frequency (RF) receivers become more appeal-

ing. However, orthogonal frequency division multiplexing (OFDM) systems with

direct-conversion RF receivers are very sensitive to non-idealities at the front-end

of receiver, such as I/Q imbalance and carrier frequency offset (CFO). These non-

idealities at the receiver result in inter-carrier interference (ICI). Accurate estimates

of the non-idealities and channel response are required in OFDM systems. In this

thesis, the effects of I/Q imbalance and CFO on OFDM systems are studied, and

the estimation of these parameters is considered. To solve the problems, we propose

a time domain method for joint estimation of I/Q imbalance and CFO as well as

channel response. The proposed method requires only two OFDM training blocks

as a preamble to accomplish joint estimation. Moreover, we do not put any restric-

tions on the preamble signal and thus the proposed method can be adopted in any

communication systems with a preamble. It is shown by simulation results that our

proposed method performs well for any channels as long as their order is not longer

than cyclic prefix (CP).
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2 Ch 1. Introduction

Orthogonal frequency division multiplexing (OFDM) is a widely recognized and

standardized modulation technique for broadband wireless communication systems

such as IEEE 802.11 a/g, wireless local-area networks (Wi-Fi), high-speed digital sub-

scriber lines (DSL), digital audio broadcasting (DAB) [1], and digital video broadcast-

ing (DVB-T) [2]. Recently, direct-conversion radio frequency (RF) receivers become

more attractive because of their significant advantages in cost, package size, and power

consumption [3], [4]. However, OFDM systems are very sensitive to non-idealities at

the front-end of receiver, such as I/Q imbalance and carrier frequency offset (CFO),

etc. The non-idealities caused by I/Q imbalance, CFO, at the receiver result in inter-

carrier interference (ICI), and the performance of OFDM systems degrades severely.

Therefore, a precise scheme of estimation and compensation is essential for OFDM

systems.

A large number of schemes compensating I/Q imbalance and CFO have been pro-

posed in numerous literatures. In [12], a joint CFO and I/Q mismatches estimator,

which needs at least two identical symbols is derived . It estimates CFO parameter

by one-dimensional search at the first step. I/Q imbalances are estimated by solving

an close form equation at the second step. In [13], a close form of both CFO and I/Q

estimator is proposed by using least square method. [13] needs at least three identical

symbols [15]. In [14], a close form is proposed when both CFO and frequency inde-

pendent I/Q imbalance are present. [14] also needs at least three identical symbols.

In this thesis, we concentrate on joint estimation of I/Q imbalance, CFO and chan-

nel impulse response, and propose a time domain method to be applied for OFDM.

In each transmission, a known preamble is first sent for joint estimation, then these

estimated information can be used for the following data transmission. For systems

such as IEEE 802.11a and IEEE 802.11g, the repeated preamble used for channel

estimation in standard OFDM systems can be used for our joint estimation method,

and our method only requires one OFDM training block as a preamble to accomplish

joint estimation of all unknown parameters.

The rest of this thesis will be organized as follows. In chapter 2, we build a general
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model of I/Q imbalance and CFO. Comprehend the impact on the received baseband

signal and the BER performance. In chapter 3, We review some estimation methods

for CFO and I/Q mismatches. In chapter 4, We proposed an joint estimation method

for CFO and I/Q mismatches and improve the approaches introduced in chapter3.

Simulation examples are given in each section. Finally, in chapter 5, we summarize

the main conclusions obtained in this thesis.

Notation : Boldfaced letters are used to denote vectors and matrices. The sym-

bols AT , AH and A∗ denote the transpose, Hermitian and conjugate of A respectively.

The symbols A−1 and A† denote the inverse and the pseudo-inverse of of A respec-

tively. diag[a] is a diagonal matrix whose diagonal entries are the elements of the

vector a. W is the normalized N × N DFT matrix. The unit impulse function is

denote by δ(n) which is equal to one when n = 0 and zero otherwise. ⊗ and ⊗c
denote the linear convolution and circular convolution respectively.
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Chapter 2

I/Q Imbalance and Carrier

Frequency Offset in OFDM

Systems
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6 Ch 2. I/Q Imbalance and Carrier Frequency Offset in OFDM Systems

OFDM (orthogonal frequency division multiplexing) is an effective method to pro-

vide bandwidth efficiency and th mitigate ISI (inter-symbol interference) in handling

time dispersion of multi-path fading channels. However, it is susceptible to the im-

pairments caused by the imperfectness in the RF signal down-conversion process.

This leads either to stringent front-end specifications and, thus, an expensive device,

or large performance degradations. I/Q imbalance and CFO are known to be the key

nonidealities for OFDM receivers.

Although a number of compensation schemes were proposed in the analog domain

to calibrate the I/Q branches and the frequency of the local oscillator, they still

suffer from different offsets, errors in the measurement feedback loop, and a long

calibration process [3]. The required specifications for systems such as IEEE 802.11a

can not be simply met by analog domain techniques [3], [4]. An alternative approach

is to estimate and compensate such distortions in the digital domain by digital signal

processing. There is always a trade-off in the analog domain between power, speed,

and area [8], but this consideration does not exist in the digital domain. As can be

shown in this thesis, the I/Q imbalance and CFO can be estimated and compensated

along with the channel estimation and equalization procedure in the digital domain.

In Sec. 2.1, an OFDM system model is briefly introduced. In Sec. 2.2, we explain

the phenomenon of the I/Q imbalance and CFO. In Sec 2.3, we build a general model

for the I/Q imbalance and CFO. We discuss the compensation approach in Sec 2.4.

The simulation results and comparison are shown in Sec 2.5. Finally some concluding

remarks are drawn in Sec. 2.6.

2.1 Introduction to OFDM Systems

A block diagram of OFDM system is shown in Fig.2.1. At the transmitter, an N × 1

data symbol vector s consists of modulated data, where N is the number of subchan-

nels. after taking the N -point normalized IDFT of the vector s is defined as

x = WH s (2.1)
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Figure 2.1: Block diagram of OFDM system

where the matrix W is defined as

[W]m,n =
1√
N
e−j

2π
N
mn, for m, n = 0, 1, . . . , N − 1 (2.2)

and

WWH = WHW = IN (2.3)

The next operation of the transmitter is adding cyclic prefix (CP). A CP of length

L that is larger than or equal to the order of the channel is added to x in order to

eliminate the inter-symbol interference (ISI) caused by multipath propagation. The

operation of adding CP to the vector x = [x(0) x(1) . . . x(N − 1)]T is

x′ =

[
0L×(N−L) IL

IN

]
︸ ︷︷ ︸

T1

x (2.4)

= [x(N − L) x(N − L+ 1) . . .︸ ︷︷ ︸
CP

x(0) x(1) . . . x(N − 1)]T (2.5)

The length of the vector x′ is (N +L). The vector x′ is converted into a sequence by

a parallel-to-serial conversion. Then it is transmitted over the channel.
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It is assumed that the order of the channel is not larger than the CP length L,

that is, c(l) = 0 for l > L and l < 0. Here we assume that the channel is quasi-static.

That means that channel is time invariant during a data symbol block transmission.

The effect of channel is linear convolution between c(l) and transmitted signals. The

result of linear convolution between c(l) and transmitted signals can be represented

by two (N + L)× (N + L) matrices as follows

r′ = C1x
′ + C0x

′
prev + q′

= C1T1x + C0T1xprev + q′ (2.6)

where

C1 =



c(0) 0 · · · · · · · · · 0
... c(0)

. . .
...

c(L)
...

. . . . . .
...

0 c(L)
. . . . . .

...
...

. . . . . . . . . 0

0 · · · 0 c(L) · · · c(0)


(2.7)

and

C0 =



0 · · · 0 C(L) · · · c(1)
... 0

. . .
...

...
. . . c(L)

... 0

...
...

0 · · · · · · · · · · · · 0


(2.8)

and x′prev denotes the previous transmitted data block. The noise vector q′ is the

blocked version of the channel noise q′(n). We assume that the channel noise q′(n) is

zero-mean circularly-symmetric complex additive white Gaussian noise (AWGN).

At the receiver, the received signal is first converted into a vector. After discarding
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the L CP samples, we obtain

r = [0N×L IN ]︸ ︷︷ ︸
T2

r′ (2.9)

= [r′(L) r′(L+ 1) . . . r′(N + L− 1)]T

From T1 in (2.4), T2 in (2.9), (2.7), and (2.8), we can find that

C = T2C1T1 =



c(0) 0 · · · 0 c(L) · · · c(1)

c(1) c(0)
. . . . . . . . .

...
...

. . . . . . . . . . . . c(L)

c(L)
. . . . . . . . . 0

0
. . . . . . . . . . . .

...
...

. . . . . . . . . . . . 0

0 · · · 0 c(L) · · · c(1) c(0)


(2.10)

and

T2C0 = 0N (2.11)

Notice that C is an N × N circulant matrix and C′ is an N × N zero matrix.

Because of CP, linear convolution between the channel and transmitted signals be-

comes circular convolution. In addition, the interference due to the previous data

block (inter-block interference, IBI) is completely eliminated.

Subsequently, the vector r is passed through an N -point normalized discrete

Fourier transform (DFT). Then we have

z = Wr = WT2r
′

= WT2(C1T1x + C0T1xprev + q′)

= WCx + Wq

= WCWHs + Wq (2.12)

where q = T2q
′. It can be shown that

WCWH = DΛ (2.13)



10 Ch 2. I/Q Imbalance and Carrier Frequency Offset in OFDM Systems

where

DΛ = diag [C(0), C(1), · · · , C(N − 1)] (2.14)

and

C(k) =
L∑
l=0

c(l)e−j
2π
N
kl (2.15)

From (2.12) and (2.38), we obtain

z = DΛ s + Wq (2.16)

Since DΛ is a diagonal matrix, the finite impulse response (FIR) channel is con-

verted into N frequency-nonselective parallel subchannels, each subchannel does not

suffer from ISI caused by other subchannels.

We can select frequency domain equalizer (FEQ) as one-tap zero forcing (ZF)

FEQ, then

D−1
Λ = diag

[
1

C(0)
,

1

C(1)
, · · · , 1

C(N − 1)

]
(2.17)

Finally, the recovered data symbol vector is

ŝ = s + D−1
Λ Wq (2.18)

Notice that, the OFDM system with ZF FEQ is a perfect reconstruction (PR) system

in the absence of channel noise.

2.2 The Phenomenon of I/Q Imbalance and CFO

Down-conversion is a fundamental stage in direct-conversion RF receivers. The radio

frequency signal is transferred to the zero frequency (baseband) by multiplying a

local oscillating signal. The down-conversion from the radio frequency to baseband

is implemented as shown in Fig. 2.2. Both in-phase (I) waveforms and quadrature-

phase (Q) waveforms are required to perform the complex down-conversion. As seen

in Fig. 2.2 , the direct-conversion receiver is divided into I branch and Q branch which

respectively represent the real and imaginary parts of the equivalent baseband signal.
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LPF

LPF

LO
RF 

Front-End

I

Q

cos(2 )cf t

sin(2 )cf t

Figure 2.2: Idea direct-conversion receiver

Each branch is followed by amplification, channel select filtering and digitization.

The waveforms of I branch and Q branch at the receiver need to be orthogonal, i.e.

exactly with 90o difference and with the same amplitude and frequency. The overall

I/Q imbalance after down-conversion results from the phase or amplitude mismatches

between I branch and Q branch which significantly affects the performance of the

system.

For silicon implementation, generating orthogonal waveforms at radio frequen-

cies as high as 5.2 GHz (the band of operation for IEEE 802.11a) is a difficult task.

Integrated circuit technologies such as low-cost complementary metal-oxide semicon-

ductor (CMOS) technology have considerable mismatch between components due to

fabrication process variations including doping concentration, oxide thickness, mo-

bility, and geometrical sizes over the chip [11]. There are unavoidable errors due to

process mismatches and temperature variations in analog circuits. In practice, there

are several techniques developed in the analog domain to reduce such mismatches.

Component mismatches are diminished by layout techniques or by increasing the

physical size of the devices to benefit from the averaging over the area [11]. In ad-

dition, different circuit topologies have been used in analog circuit designs that are
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more robust to component mismatches.

However, these techniques will increase the device sizes and raise the power con-

sumption in the analog domain. Unfortunately, even if the power consumption is

increased, the effects of mismatches can not be completely eliminated due to other

reasons. Any process variations in resistors or capacitors, layout parasitic, dynamic

fabrication, and temperature variations can limit the achievable match between the I

branch and Q branch at high carrier frequencies [3]. Therefore, perfect I/Q matching

is impossible in the analog domain, especially when low-cost fabrication technologies

are used. A more efficient way is to compensate these mismatches in the digital

domain.

2.2.1 I/Q Imbalance

One of the major RF impairments is the I/Q imbalance, which refers to the mismatch

between In-phase and Quadrature-phase branches from the idea case. At a direct-

conversion receiver (DCR), there are two kinds of I/Q imbalance: (i) frequency-

independent imbalance which is due to the amplitude and the phase mismatches of the

local oscillator; (ii) frequency-dependent imbalance, which is caused by mismatched

frequency responses of branch component. Both types of I/Q imbalance introduce

destructive image interference and limit the system performance significantly.

2.2.2 Carrier Frequency offset

OFDM systems have its drawbacks compared to the other single carrier schemes.

Its extreme sensitivity is time varying multiplicative effects such as fading, Doppler

shifts and oscillator jitter. Doppler shifts and oscillator jitter result in a mismatch

between the carrier frequency of the received signal and the local oscillator (LO).

Carrier frequency offset (CFO) is due the the mismatch.
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cos(2 ( ) )c of f t 

sin(2 ( ) )c oj f f t    
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Figure 2.3: Arithmetic model for DCR with I/Q imbalance and CFO

2.3 I/Q Imbalance and CFO on the Received Base-

band Signal Model

At the receiver, the frequency down-conversion is first used to convert an RF signal

into a baseband signal. Fig.2.3 shows the arithmetic model for the frequency down-

conversion. The passband signal at the antenna of the receiver is denoted by rp(t)

and it is given by

rp(t) = 2Re{rb(t)ej 2πfct}+ q(t)

= rb(t)e
j 2πfct + r∗b (t)e

−j 2πfct + q(t) (2.19)

where fc is the carrier frequency, rb(t) is the baseband equivalent signal and q(t) is

the additive noise.

At the front-end stage of the down-conversion, the passband signal rp(t) is multi-

plied by a local oscillator signal Osc(t) which is composed of two orthogonal sinusoidal

waves. We consider the mismatched local oscillator with the carrier frequency offset

fo and I/Q mismatches

Osc(t) = cos (2πfct− 2πfot)− j εsin (2πfct− 2πfot+ φ) (2.20)
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where ε models the amplitude imbalance between the I and Q branch, φ models the

phase orthogonality mismatch.

After multiplied by the local oscillator, the consequent signal is passed through two

mismatch low-pass filters (with frequency responses of GI(f) and GQ(f), respectively)

to obtain the baseband equivalent signal

r′(t) = LPF{rp(t)Osc(t)}

=
[
ej 2πfotrb(t)

]
⊗ g+(t) +

[
e−j 2πfotr∗b (t)

]
⊗ g−(t) (2.21)

where

g+(t) = F−1{G+(f)} = F−1{GI(f) + εe−j φGQ(f)

2
} (2.22)

g−(t) = F−1{G−(f)} = F−1{GI(f)− εej φGQ(f)

2
} (2.23)

The distorted baseband signal r′(t) is sampled to get the discrete-time baseband

signal r′(n) = r′(t)|t=nTs , where Ts is the sampling period and rb(t)|t=nTs is the desired

discrete-time baseband signal. Note the normalized CFO parameter as θ = fo/∆f ,

where ∆f = 1/(NTs). Therefore the discrete-time received signal as

r′(n) =
[
ej

2πnθ
N rb(n)

]
⊗ g+(n) +

[
e−j

2πnθ
N r∗b (n)

]
⊗ g−(n) (2.24)

In the idea case, ie. θ = 0, ε = 1, φ = 0, gI(n) = gQ(n) = δ(n), the received signal

becomes r′(n) = rb(n).

A block diagram of the OFDM system with I/Q imbalance and CFO is shown in

Fig.2.4. The channel does not vary with in an OFDM data symbol block transmission,

and the discrete-time equivalent channel impulse response is denoted by c(n). We

assume that the order of c(n), gI(n) and gQ(n) are Nc, NI and NQ respectively.

Using the I channel frequency response as reference, the frequency dependent I/Q

imbalance can be modeled by a different term

Gd(f) =
GQ(f)

GI(f)
(2.25)
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where the order of gd(n) is defined as Nd. According to (2.25), (2.24) can rewrite as

r′(n) = {ej
2πnθ
N

[
x(n)⊗ c(n)⊗

(
e−j

2πnθ
N gI(n)

)]
} ⊗

(
δ(n) + εe−j φgd(n)

2

)
+ {e−j

2πnθ
N

[
x∗(n)⊗ c∗(n)⊗

(
ej

2πnθ
N gI(n)

)]
} ⊗

(
δ(n)− εej φgd(n)

2

)
+ q′(n) (2.26)

where

q′(n) = q(n)⊗ g+(n) + q∗(n)⊗ g−(n) (2.27)

To simplify (2.26), we define h(n) , c(n) ⊗ (e−j
2πnθ
N gI(n)). The order of h(n) is Nh.

Therefore, (2.26) becomes

r′(n) = {ej
2πnθ
N [x(n)⊗ h(n)]} ⊗

(
δ(n) + εe−j φgd(n)

2

)
+ {e−j

2πnθ
N [x∗(n)⊗ h∗(n)]} ⊗

(
δ(n)− εej φgd(n)

2

)
+ q′(n) (2.28)

2.4 Compensation of I/Q Imbalance and CFO

We have shown the mathematical model of OFDM systems distorted by I/Q com-

pensation and CFO in Section 2.3. Now we illustrate the compensation structure

proposed by [12] at the OFDM receiver shown in Fig 2.5. Given the estimates of

w(n), α , β and θ̂, the method of compensating I/Q imbalance and CFO is discussed

in this section. As explained in Section 2.1, the I/Q imbalance contains a frequency

dependent part and a frequency independent part that will be compensated indi-

vidually. Since the frequency dependent imbalance attributes to the different LPF

responses of analog I/Q branches, it can be coped with digital filters to balance such

difference. The compensation for frequency dependent I/Q imbalance can be imple-

mented by inserting an Nd-order FIR filter w(n) into the I branch to counteract the

mismatched frequency response. After the frequency dependent imbalance has been
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Figure 2.5: compensation structure for I/Q imbalance and CFO proposed in [12]

removed, the remaining frequency independent I/Q imbalance and the carrier offset

effect caused by the imbalanced LO can be characterized by a matrix as follows:[
r̆I(n)

r̆Q(n)

]
= Φ

[
r̂I(n)

r̂Q(n)

]
(2.29)

where Φ a 2× 2 matrix defined as

Φ ,

[
1 0

− sinφ cosφ

][
cos 2π

N
nθ sin 2π

N
nθ

− sin 2π
N
nθ cos 2π

N
nθ

]
(2.30)

Hence we compensate CFO and the phase mismatch to recover the ideal baseband

signal [
r̂I(n)

r̂Q(n)

]
= Φ−1

[
r̆I(n)

r̆Q(n)

]
(2.31)

Note Φ−1 can be expressed as

Φ−1 =

[
cos 2π

N
nθ − sin 2π

N
nθ

sin 2π
N
nθ cos 2π

N
nθ

][
cosφ − sinφ

sinφ cosφ

][
1

cosφ
tanφ

0 1

]
(2.32)

From the above expression, the gain factor α and β in Fig. 2.5 correspond to 1
cosφ

and

tanφ, respectively. To further simplify the compensation structure, α can be merged
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into w(n), therefore w(n) is chosen as

w(n) =
ε

cosφ
gd(n) (2.33)

Through the compensation structure, the signal can express as

r̂(n) =x(n)⊗ c(n)⊗
(
e−j

2πnθ
N gI(n)

)
⊗
(
e−j

2πnθ
N εe−j φgd(n)

)
+ q̂(n) (2.34)

=x(n)⊗ h′(n) + q̂(n) (2.35)

where the equivalent channel defined as

h′(n) , c(n)⊗
(
e−j

2πnθ
N gI(n)

)
⊗
(
e−j

2πnθ
N εe−j φgd(n)

)
(2.36)

and

q̂(n) = q(n)⊗ h′(n) (2.37)

At the receiver, the order of h′(n) is also equal to Nh if NI = NQ. We assume the CP

length L is larger than the equivalent channel order and the noise q̃(n) is assumed as

AWGN. As discussed in Sec 2.1, we can rebuild the data signal as

ŝ = D−1
Λ z (2.38)

where

D−1
Λ = diag

[
1

H ′(0)
,

1

H ′(1)
, · · · , 1

H ′(N − 1)

]
(2.39)

and

H ′(k) =

Nh∑
n=0

h′(n)e−j
2π
N
nk (2.40)

2.5 Simulation Result and Comparison

In the following examples, we carry out Monte Carlo experiments to show bit error

rate (BER) performance of OFDM systems in the presence of I/Q imbalance and

CFO. The channel is supposed to be quasi-static with order Nc = 4 and the length
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of CP L satisfies L > Nh − 1, so that there are no IBI after CP removal. Channel

taps are independent and identically distribution (i.i.d.) complex Gaussian random

variables and the variance of the channel taps is normalized by
∑Nc

n=0 E{|c(n)|2} = 1.

Assume that the noise is AWGN with noise power N0, and the modulated symbols

are QPSK with symbol power Es. The SNR is defined as Es/N0. The size of the DFT

matrix is N = 64.

Example 2.1 In this example, there is no CFO and we only consider the effect

of I/Q imbalance in OFDM systems. We consider the I/Q imbalance scenario in [16],

where the amplitude and phase mismatches are ε = 5dB and φ = 5o. The LPF of I-

branch and Q-branch are gI = [1 0.1]T and gQ = [1 −0.1]T respectively. As the result,

the ideal gd(n) is IIR filter. We assume that w(n) has 5 taps (Nd = 5) for containing

98% of energy. The optimum values of the filter is wopt = [wopt(0)wopt(1) ... wopt(Nd−
1)]T = ε

cosφ
[1 − 0.2 0.02 − 0.002 0.0002]T The CP length is 5 to avoid IBI. Notice

perfect compensation means that w(n) and c(n) are known at the receiver, and I/Q

imbalance is compensated perfectly. Furthermore, no compensation means that the

receiver do not have the compensation structure in Fig.2.4.

Fig. 2.6 show the comparison of an perfect I/Q imbalance compensation receiver

and a receiver without I/Q imbalance compensation. The degradation cause by I/Q

imbalance is significant, and the BER curve floors at 3× 10−4 due to I/Q imbalance.

The performance of I/Q distorted receiver does not depend on SNR in the high SNR

region. Therefore, the performance of OFDM systems is dominated by I/Q imbalance

at high SNR, and this phenomenon reveals that the important role of I/Q imbalance

compensation.
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Figure 2.6: Example 2.1. Effect of I/Q imbalance on BER performance of OFDM
systems

Example 2.2 In this example,suppose that there is no I/Q imbalance and we only

consider the effect of CFO in OFDM systems. Suppose that SNR is 30dB. Notice

that the case: perfect compensation means that θ and c(n) are known at the receiver,

therefore, CFO is compensated perfectly. No compensation means that the receiver

do not have the compensation structure in Fig.2.4.

The BER performance of OFDM systems versus the normalized CFO parameter

is shown in Fig.2.7. We can find that the BER curve increases severely when the

normalized is about 0 to 0.2. In other words, the small CFO will destroy the orthogo-

nality seriously in OFDM systems due to ICI caused by CFO. It is found that without

proper CFO compensation, OFDM systems suffer a serious performance loss. With

the compensation scheme, the BER performance can be significantly improved.
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Figure 2.7: Example 2.2. Effect of CFO on BER performance of OFDM systems

Example 2.3 Joint I/Q imbalance and CFO effect is considered in this example.

The actual I/Q imbalance are the same as example 2.1. The CFO parameter θ =

0.2. Notice that the case: perfect compensation means that w(n), c(n) and θ are

known at the receiver, and I/Q imbalance is compensated perfectly. Furthermore,

no compensation means that the receiver do not have the compensation structure in

Fig.2.4.

We can see that the comparison of an ideal OFDM receiver and a receiver without

I/Q imbalance and CFO compensation in Fig.2.8. OFDM systems can not work if we

do not estimate and compensate I/Q imbalance and CFO. Therefore, it is important

to estimate and compensate the I/Q imbalance and CFO.
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Figure 2.8: Example 2.3. Joint effect of CFO and I/Q imbalance on BER performance
of OFDM systems

2.6 Concluding Remark

In this chapter, we derived the signal model with I/Q imbalance and CFO mismatch.

We also investigated the effect of the I/Q imbalance and CFO in OFDM systems.

We showed how to recover the transmitted symbols when the mismatch parameters

are known at the receiver. In the simulation, we see that the BER performance of

OFDM systems is very bad without proper compensation. With the compensation

method, the BER performance can be significantly improved.
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Figure 3.1: Generalized periodic pilot

In the previous chapter, we described the model of I/Q imbalance and CFO, and

formulated the influence on the received signals. Then we studied the impacts of

I/Q imbalance and CFO on OFDM systems. We introduced a compensation scheme

based on the estimated parameters to recover the correct signals. If we can perfectly

estimate these unknown parameters (θ, w(n), and φ) from certain methods, we can

remove these non-idealities.

In this chapter, we will concentrate on how to estimate all the parameters of non-

idealities in the time domain, including θ, gd(n), ε, and Φ discussed in chapter 2. In

Sec. 3.1, we review the GPP method method in [13]. In Sec. 3.2, we review the

CFO estimation in the presence of the I/Q imbalance by using three blocks[14]. We

have some simulation results in Sec.3.3. Finally some concluding remarks are drawn

in Sec. 3.4.

3.1 Pilot Aided Compensation for CFO and I/Q

Imbalance by GPP method

In order to accurately estimation the unknown parameters, we introduce Generalized

Periodic Pilot (GPP) method [13] shown in Fig. 3.1. The GPP consists of M identical

symbols where each symbol consists of K samples. However, between two adjacent

pilot symbols, there is only one common phase difference Ω.
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Figure 3.2: compensation structure for I/Q imbalance and CFO

Recall Fig.3.2, the signal after the I/Q imbalance compensation is defined as r̃(n).

Suppose that K ≥ Nh − 1, so that the first symbol can be treated as the CP for the

whole pilot sequence. To simplify the problem, we discard the first (K + Nd − 1)

samples of r̃(n) ,where K samples for the CP and Nd is the order of w(n). Define

n0 = K +Nd − 1 and P = MK − n0 After discording n0 samples of r̃(n), we collect

the remaining P samples of r̃(n), n0 ≤ n ≤ MK − 1. Arrange those P samples in

two (P −K)× 1 sub-vectors. That is

r̃1 = [r̃(n0) · · · r̃(n0 + P −K − 1)]T (3.1)

r̃2 = [r̃(n0 +K) · · · r̃(n0 + P − 1)]T (3.2)

Notice that when the I/Q imbalance is perfectly compensated we have

r̃(n+K) = ej(η+Ω) r̃(n) (3.3)

where η = 2πKθ
N

.

Next we will express r̃1 and r̃2 in the terms of r′I(n), r′Q(n), w(n) and β. Define

the vector r1,Q ,
[
r′Q(n0)) · · · r′Q(n0 + P −K − 1)

]T
, and the (P −K)×Nd matrix

R1,I with the (i, j)th entry given by r′I(n0 + i− j), where r′I(n) and r′Q(n) are the real
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part and the imaginary of r′(n). Then we can write the vector r̃1 as

r̃1 = (R1,Iw + βr1,Q) + jr1,Q (3.4)

where w = [w(0) w(1) w(Nd − 1)]. Similarly, by replacing n by (n+K), we can also

write

r̃2 = (R2,Iw + βr2,Q) + jr2,Q (3.5)

Apparently, with no noise and perfect I/Q compensation, the r̃1 and r̃2 match the

relation given by (3.3), we can write r̃2 = ej(η+Ω) r̃1. Hence, finding the optimal θ, β

and w that minimize (
θ̂, β̂, ŵ

)
= arg min

θ,β,w
‖r̃2 − ej(η+Ω) r̃1‖2 (3.6)

Substituting (3.4) and (3.5) into (3.6), we find that the cost function is minimized

when{
r1,Q cos(η + Ω) + R1,Iw sin(η + Ω) + βr1,Q sin(η + Ω) = r2,Q

−r1,Q sin(η + Ω) + R1,Iw cos(η + Ω) + βr1,Q cos(η + Ω) = R2,Iw + βr2,Q

(3.7)

Actually, we can write the above equations in matrix form.

[r1,Q R1,I ]

[
cos(η + Ω) + β sin(η + Ω)

w sin(η + Ω)

]
= r2,Q (3.8)

Furthermore, we can also write

[r2,Q −R2,I ]

[
cos(η + Ω)− β sin(η + Ω)

w sin(η + Ω)

]
= r1,Q (3.9)

Combining (3.8) and (3.9),we have

Λ


cos(η + Ω) + β sin(η + Ω)

cos(η + Ω)− β sin(η + Ω)

w sin(η + Ω)


︸ ︷︷ ︸

q

=

[
r2,Q

r1,Q

]
(3.10)



3.2. CFO Estimation by Three-Block method 27

where

Λ =

[
r1,Q 0 R1,I

0 r2,Q −R2,I

]
(3.11)

and 0 is a (P̂ × 1) zero vector. Define a vector q = [q(0) q(1) · · · q(Nd + 1)]T . When

P ≥ K + Nd + 2, Λ is a tall matrix. Therefore, a lest-squares estimate of q is given

by

q = Λ†

[
r2,Q

r1,Q

]
(3.12)

where Λ† is the pseudo-inverse of Λ. Finally, we obtain a closed-form solution for

CFO estimation:

θ̂ =
N

2πK
{arccos(

q(0) + q(1)

2
)− Ω} (3.13)

The coefficients for I/Q imbalance compensation are given by

β̂ =
q(0)− q(1)

2 sin(2πθ̂K/N + Ω)
(3.14)

ŵ =
1

sin(2πθ̂K/N + Ω)
[q(2) q(3) · · · q(Nd + 1)]T (3.15)

Consequently, the coefficients can be obtained by simply constructing Λ, r2,I and r1,I

from the received pilot symbols, and solving an LLS problem. It is worth noting that

only the signals at the I branch are compensated for, while those at the Q branch are

just time-shifted and thus can be used as references.

However, the GPP method has three problems. First, while sin(η + Ω) = 0,

the GPP method cannot estimate the compensation filter w(n). Second, because of

using cosine function, the performance of the CFO estimation becomes worse when

(η+Ω) ≈ 0 or±π. Third, Letting Ω = π/2, the CFO estimation range is θ ∈ (−N
4K
, N

4K
),

where N is the OFDM block size and K is the length of one pilot symbol.

3.2 CFO Estimation by Three-Block method

In the previous section, θ, β and w are estimated at the same time. In this sec-

tion, we review the CFO estimation in the presence of the I/Q imbalance by using
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three repeated OFDM blocks[14]. [14] only discusses the frequency independent I/Q

imbalance (i.e.,gI(n) = gQ(n)). But the CFO estimation method in [14] can be ap-

plied of frequency dependent I/Q imbalance. Therefore, we only introduce the CFO

estimation method.

The training sequences are shown in Fig. 3.3, which consist three identical OFDM

blocks. According to (2.28), we rewrite the received signal as

r′(n) = <{ej
2πnθ
N [x(n)⊗ h(n)]}+ j={ej

2πnθ
N [x(n)⊗ h(n)⊗ g′d(n)]} (3.16)

where g′d(n) = εej(φ−
2πnθ
N

)gd(n) Assuming CP length L is large enough, therefore, after

remove the CP we have

rI(n+KN) = <{ej2Kπθej
2πnθ
N [x(n)⊗c h(n)]} (3.17)

rQ(n+KN) = ={ej2Kπθej
2πnθ
N [x(n)⊗c h(n)⊗c g′d(n)]} (3.18)

where K = 0, 1, 2. Now we define rI(n) = an cos(bn), where an and bn are the

magnitude and phase of ej
2πnθ
N [x(n)⊗c h(n)] respectively. According to (3.17) we

have

rI(n+ 2N) + rI(n) =an cos(bn + 4πθ) + an cos(bn)

=2an(cos(bn + 2πθ)cos(2πθ))

=2 cos(2πθ)rI(n+N) (3.19)

Then cos(2πθ) can be estimated by

ĉos2πθ =
rI(n+ 2N) + rI(n)

2rI(n+N)
(3.20)
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There exists the same property of the rQ(n), that is

ĉos2πθ =
rQ(n+ 2N) + rQ(n)

2rQ(n+N)
(3.21)

Therefore, the real and imaginary components of the received signal can be used to

estimate the CFO. In order to have smaller error variance, both components will be

used. Using the LS, the CFO estimate is given by

ĉos 2πθ = u†v (3.22)

where u† denotes the pseudo-inverse of u and

u = 2



rI(N)

rI(N + 1)
...

rI(2N − 1)

rQ(N)

rQ(N + 1)
...

rQ(2N − 1)


(3.23)

and

v =



rI(0) + rI(2N)

rI(1) + rI(2N + 1)
...

rI(N − 1) + rI(3N − 1)

rQ(0) + rQ(2N)

rQ(1) + rQ(2N + 1)
...

rQ(N − 1) + rQ(3N − 1)


(3.24)

Then

θ̂ =
1

2π
arccos(u†v) (3.25)
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Note that the LLS operation in this instance can be implemented by two dot product

operations which have very low computational complexity.

However, there are two problems with this estimator though it is robust to I/Q

mismatch. One is the polarity ambiguity problem due to the range of arccos function

is [0, 0.5], the range for θ in the estimator needs to be limited to [0, 0.5]. The other

is, when θ ≈ 0 or θ ≈ 0.5, the estimation error of θ increases rapidly even that the

estimation error of cos 2πθ is varying slightly. This is because the gradient of the

function y = arccos(x) is large when x ≈ 1 or − 1 as shown in Fig.3.4.

3.3 Simulation Results

In this section, we carry out Monte Carlo experiments to show the performance of

the estimation methods which introduced in this chapter. The channel is supposed
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to be quasi-static with order Nc = 4 and the length of CP L satisfies L > Nh −
1, so that there are no IBI after CP removal. Channel taps are independent and

identically distribution (i.i.d.) complex Gaussian random variables and the variance

of the channel taps is normalized by
∑Nc

n=0 E{|c(n)|2} = 1. Assume that the noise

is AWGN with noise power N0, and the modulated symbols are QPSK with symbol

power Es. The SNR is defined as Es/N0. The size of the DFT matrix is N = 64.

We consider the I/Q imbalance scenario in [16], where the amplitude and phase

mismatches are ε = 5dB and φ = 5o. The LPF of I-branch and Q-branch are

gI = [1 0.1]T and gQ = [1 − 0.1]T respectively. As the result, the ideal gd(n) is IIR

filter. We assume that w(n) has 5 taps (Nd = 5) for containing 98% of energy. The

estimation MSE is defined as

MSE(θ) =
1

K

K∑
i=1

|θ̂(i) − θ|2 (3.26)

MSE(β) =
1

K

K∑
i=1

|β̂(i) − β|2 (3.27)

MSE(w) =
1

K

K∑
i=1

||ŵ(i) −w||2 (3.28)

where θ̂, β̂ and ŵ represent the estimated θ, β and w respectively. θ̂(i), β̂(i) and ŵ(i)

stand for the estimated value in ith trial. K = 2000 denotes the total number of

Monte Carlo trials.

Example 3.1 In this example, we show the performance of the GPP method [12]

in Sec3.1. Consider the wireless LAN system of IEEE802.11a with carrier frequency

5.2GHz, N = 64 subcarriers, and bandwidth 20MHz. The GPP is generated by

adding phase rotate to the short preamble of this system, which corresponds to M =

10 and K = 16. The phase difference Ω is set to π/2 as in [13]. The SNR is defined by

the ratio of the power of GPP and the variance of channel noise. The GPP method

employs P = K(M − 2) = 128.



32 Ch 3. Estimation and Compensation of CFO and I/Q imbalance

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
10

−7

10
−6

10
−5

10
−4

θ

M
S

E

 

 
MSE(θ) Sec 3.1 GPP method

Figure 3.5: Example 3.1. MSE for the estimation of θ versus different CFO parameter

Figure 3.5 shows the performance for MSE of estimated CFO versus different value

of θ. The constant SNR is 30dB. We can see that performance of MSE(θ) is worse as

the magnitude of θ increased. The reason is that CFO estimator use arccos function,

which cause the performance fails when θ closed to zero. In this example, there are

phase shift Ω, that implies it rotates the bad performance point from zero to Ω.

Figure 3.6 shows the performance for MSE of estimated I/Q imbalance versus

different value of θ. The constant SNR is also 30dB. We can see that performance

of MSE(β) is worse as the magnitude of θ increased. Because we have to divide

sin(2πθ + Ω) in I/Q estimator. The performance will be significantly effected by the

noise, when the value of sin(2πθ + Ω) is very small.
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Figure 3.6: Example 3.1. MSE for the estimation of compensation parameter versus
different CFO parameter

Example 3.2 In this example, we show the performance of the CFO estimation

method in Section 3.2. We have two identical OFDM blocks of preamble in the

system. The OFDM block size N = 64. Suppose that there are joint influence of I/Q

imbalance and CFO.

Figure 3.7 shows the performance for MSE of estimated CFO versus different value

of θ. The constant SNR is 30dB. We can see that performance of MSE(θ) is worse

as θ approaches 0 and 0.5. The reason is that CFO estimator use arcos function. The

disadvantages of using arcos function have been described in section 3.2.
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Figure 3.7: Example 3.2. MSE for the estimation of θ versus different CFO parameter

3.4 Concluding Remark

In this chapter, we review the estimation methods of CFO and I/Q imbalance and

discuss the disadvantages at the end of each section. We can estimate θ, w and β at

the same time as GPP method in Sec 3.1. Or we can estimate θ at the first step and

then estimate w and β by the other methods [12].

In hardware implementation, there is also an issue of latency when CFO is first

computed and used to estimate the compensating filter. This is because I/Q im-

balance estimation step needs to wait for the CFO value before forming its own LLS

matrix. This can be prevented by pre-computing the I/Q imbalance LLS matrix while

treating the CFO as variables. After the CFO value is computed, it can be plugged

in to the pre-computed matrix hence eliminating the latency.
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In the previous chapter, some estimation algorithms have been given. However,

the GPP method has three problems. First, while the sin(η + Ω) = 0, the GPP

method cannot estimate the compensation filter w(n). Second, because of using cosine

function, the performance of the CFO estimation becomes worse when (η + Ω) ≈ 0

or ±π. Third, the estimation range is limited in a range of (−N
4K
, N

4K
) because of the

arccos function. The Three-Block method have two problems. First, the performance

of CFO estimation becomes worse when θ ≈ 0 or 0.5. And the estimated θ of Three-

Block method limit to a range of (0, 0.5), too.

In this Chapter, we propose a joint estimation method of I/Q imbalance and CFO

in Sec 4.1. The proposed method can solve all the problems described above. In

Section 4.2, we improve the GPP method, so that the performance of MSE of CFO is

still good when θ close to Ω. We extent the estimation reange of θ to θ ∈ (−N
2K
, N

2K
). In

Section 4.3, we improve the Three-block method. We replace the arccos function to

the arctan function in the CFO estimator. So that the performance of MSE of CFO

is still good when θ close to zero or 0.5. Similarly, the estimation range of θ extents

to θ ∈ (−0.5, 0.5). The simulation results and comparison are shown in Section 4.4.

Finally some concluding remarks are drawn in Sec. 4.5.

4.1 Proposed Joint Estimation Method of CFO

and I/Q Imbalance

In this section, we consider the presence of the CFO and I/Q Imbalance. The training

sequence of the proposed method shown in Fig. 4.1. The proposed method needs two

identical OFDM blocks for the preamble. In the proposed method, we estimate θ at

the first step and the I/Q imbalance parameters at the second step.
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CP 0p 1p
1Np  0p 1p

1Np 

L 1dN 

Figure 4.1: Training sequence of proposed method

4.1.1 CFO Estimation

Assume that CP length is large enough so that there is no IBI after removing the

CP. The signal after the CP removed is given by r(n). Define two (N −Nd + 1)× 1

vectors

r1,I = [rI(Nd − 1) · · · rI(N − 1)]T (4.1)

r1,Q = [rQ(Nd − 1) · · · rQ(N − 1)]T (4.2)

and an (N −Nd + 1)×Nd matrix

R1,I =


rI(Nd − 1) rI(Nd − 2) · · · rI(0)

rI(Nd) rI(Nd − 1) · · · rI(1)
...

...
. . .

...

rI(N − 1) rI(N − 2) · · · rI(N −Nd)

 (4.3)

where rI(n) and rQ(n) are the real part and imaginary part of r(n) respectively. Simi-

larly, the first block can be treated as the CP of the second block. Therefore, we define

r2,I = [rI(N +Nd − 1) · · · rI(2N − 1)]T , r2,Q = [rQ(N +Nd − 1) · · · rQ(2N − 1)]T

and an (N−Nd+1)×Nd matrix R2,I with (i, j)th entry given by rI(N+Nd−1+i−j),
which focus on the second block. From Fig. 2.5, signal after the I/Q imbalance com-

pensation is written as

r̃i = (Ri,Iw + βri,Q) + jri,Q (4.4)
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where i = 1, 2 is the block index. Apparently, with the perfect imbalance compensa-

tion, we have r̃2 = ej(2πθ) r̃1. Substituting (4.4) into r̃2 = ej(2πθ) r̃1, we can write{
r1,Q cos(2πθ) + R1,Iw sin(2πθ) + βr1,Q sin(2πθ) = r2,Q

−r1,Q sin(2πθ) + R1,Iw cos(2πθ) + βr1,Q cos(2πθ) = R2,Iw + βr2,Q

(4.5)

Recalling from Sec. 2.4, we see that with perfect compensation, we have to choose

β = tan(φ) and w(n) = ε
cosφ

gd(n). Substituting the first equation into the second one

of (4.5) to eliminate r2,Q, we have

r1,Q =
[

R1,I R2,I

]
︸ ︷︷ ︸

Λ

[
(− sinφ+ cosφ cos 2πθ

sin 2πθ
)εgd

− cosφ
sin 2πθ

εgd

]
︸ ︷︷ ︸

q1

(4.6)

Similarly, substitute the second equation into the first equation of (4.5) to eliminate

r1,Q. We have

r2,Q =
[

R1,I R2,I

]
︸ ︷︷ ︸

Λ

[
(sin(2πθ − φ) + cos(2πθ−φ) cos 2πθ

sin 2πθ
)εgd

− cos(2πθ−φ)
sin 2πθ

εgd

]
︸ ︷︷ ︸

q2

(4.7)

When N ≥ 3Nd−1, Λ is a tall matrix. Therefore, we can us the least-square algorithm

to obtain q1 and q2 as

q1 = Λ†r1,Q (4.8)

q2 = Λ†r2,Q (4.9)

where Λ† is the pseudo-inverse of Λ. From the definition of q1 and q2 in (4.6) and

(4.7), we have q1(n) − q2(n + Nd) = 2 cosφ cos 2πθ
sin 2πθ

εgd(n) where 0 ≤ n < Nd. From the

second half of q1 in (4.6), we can write the equation as follows:

−2q1(n+Nd) cos 2πθ = (q1(n)− q2(n+Nd))

We can estimate cos 2πθ by the well-known LLS algorithm.

ĉos 2πθ = u†v (4.10)
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where u = −2[q1(Nd) · · · q1(2Nd − 1)]T and v = [(q1(0) − q2(Nd)) · · · (q1(Nd − 1) −
q2(2Nd−1))]T However, due to cosine function, the estimation range of CFO is limited

to 0 < θ < 0.5.

Solving the polarity ambiguity of θ: To extend the range of θ of the estimator,

obtaining sign{sin2πθ} is necessary. Let n0 be a delay parameter so that gd(n0) has

the maximum magnitude and it is positive. From the definition of q1 and q2 in (4.6)

and (4.7),

n0 = arg max
0≤n<nd

{|q1(n)|+ |q1(n+Nd)|+ |q2(n)|+ |q2(n+Nd)|} (4.11)

Because φ is an small angle and ε ≈ 1, the assumption ε cosφ > 0 is reasonable.

Moreover, from the definition of q1 and q2 in (4.6) and (4.7), the second equal sign

in the below equation is held.

sign{sin 2πθ} = sign{ε cosφ sin 2πθ}

= sign{q2(n0) + q2(n0 +Nd)ĉos 2πθ−

ĉos 2πθ(
q1(n0) + q2(n0 +Nd)

2
)} (4.12)

According (4.10) and (4.12), the estimation range is extended to 0.5 > θ > −0.5.

However, there is still one problem in this algorithm. Because of the property of

cosine function, the performance is getting worse when 2πθ ≈ 0 or π. In what

follows, we will show how to solve this problem.

Refinement of the CFO estimate: From (2.28), the received signal after CP

removed can be written as

r(n) = <{ej
2πnθ
N [x(n)⊗c h(n)]}+ j={ej

2πnθ
N [x(n)⊗c h(n)⊗c g′d(n)]} (4.13)

where g′d(n) = εej(φ−
2πnθ
N

)gd(n). We can estimate the equivalent channel h(n) from

the real part of r(n). The real part of the above equation is given by

ṙ1,I =
[
<{E(θ)Xc} − ={E(θ)Xc}

] [ <{h}
={h}

]
(4.14)
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where ṙ1,I , [rI(0) rI(1) · · · rI(N−1)]; E(θ) = diag[1 ej
2πθ
N · · · ej

2π(N−1)θ
N ]; h = [h(0) h(1)

· · ·h(Nh − 1)]T ; and Xc is an N × Nh circulant matrix with the first column is

[x(0) x(1) · · · x(N−1)]T . From (4.14), we see that given θ, we can obtain the channel

response from ṙ1,I . Thus, given an estimate of CFO in (4.10) and (4.12), we can

estimate h in a least-squares sense:[
<{ĥ}
={ĥ}

]
= Y†ṙ1,I (4.15)

where Y =
[
<{E(θ̂1)Xc} − ={E(θ̂1)Xc}

]
and θ̂1 is the estimated θ from (4.10

-4.12). Similarly, define ṙ2,I , [r(N) r(N + 1) · · · r(2N − 1)]. Thus, we write the real

part of ṙ2 as

ṙ2,I = cos 2πθṙ1,I − sin 2πθ={E(θ)Xch} (4.16)

From (4.16),it is seen that sin 2πθ can be estimated from ṙ1,I , ṙ2,I , and ={E(θ)Xch}.
Substituting (4.15) into (4.16), we can estimate sin 2πθ using LLS algorithm. That is[

ĉos2πθ

ŝin2πθ

]
= K†ṙ2,I (4.17)

whereK = [ṙ1,I −={E(θ̂1)Xcĥ}].

We only take ŝin 2πθ. We abandon ĉos 2πθ of 4.17 since it is found to be less

accurate than ĉos 2πθ of (4.10). In summary, combining (4.10-4.12) and (4.17), θ is

estimated by

θ̂ =
arctan

2π

ŝin 2πθ

ĉos 2πθ
(4.18)

4.1.2 I/Q Imbalance Estimation

In GPP method, while sin(η + Ω) = 0, we cannot estimate the compensation filter

w(n). In this subsection, we propose an algorithm to estimate I/Q mismatch and

the performance will not get worse for any particular θ. To do this, we define an
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(2N −Nd + 1)×Nd matrix

Z =


z(Nd − 1) z(Nd − 2) · · · z(0)

z(Nd) z(Nd − 1) · · · z(1)
...

...
. . .

...

z(2N − 1) z(2N − 2) · · · z(2N −Nd)

 , (4.19)

where z(n) = ej
2πnθ
N [x(n)⊗c h(n)]. Note that z(n) depends on θ and h. We have θ̂

from (4.20) in previous subsection. We can estimate h from real component of r(n)

using LLS algorithm. That is [
<{ĥ}
={ĥ}

]
= Y†

[
ṙ1,I

ṙ2,I

]
(4.20)

where

Y =

[
<{E(θ̂)Xc} −={E(θ̂)Xc}
<{ej2πθ̂E(θ̂)Xc} −={ej2πθ̂E(θ̂)Xc}

]
(4.21)

According to (4.13), we have

rQ =={εe−jφZgd} (4.22)

=<{Z}={εe−jφgd}+ ={Z}<{εe−jφgd} (4.23)

where rQ = [rQ(Nd − 1) rQ(Nd) · · · rQ(2N − 1)]T . (4.23) can be rewritten as

rQ =
[
={Z} <{Z}

]
︸ ︷︷ ︸

A(θ,h)

[
<{εe−jφgd}
={εe−jφgd}

]
(4.24)

Apparently, the estimated εe−jφgd is given by[
<{ ̂εe−jφgd}
={ ̂εe−jφgd}

]
= A†(θ̂, ĥ)rQ (4.25)

where θ̂ comes from (4.20); ĥ comes from (4.20). It’s easy to derive β and w from

(4.25). We have

β̂ = −(<{ ̂εe−jφgd})†(={ ̂εe−jφgd}) (4.26)

ŵ =
<{ ̂εe−jφgd(n)}+ j={ ̂εe−jφgd(n)}

e−jφ̂ cos φ̂
(4.27)
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Figure 4.2: The data flow diagram for proposed joint estimation of CFO and I/Q
imbalance in Sec.4.1

where φ̂ = arctan(β). The data flow diagram is shown as Fig. 4.2

4.2 Improved of GPP Method

Because of using accos function, the performance of the CFO estimator is worse when

(η+Ω) ≈ 0 or ±π. An better way is to find sin(η+Ω), therefore, we can use the arctan

to replace accos in the closed form of CFO estimation. Actually, it is reasonable to

use the training sequence in Fig.4.1, which is more generous. In the GPP method,

the minimum of the cost function in (3.6) is achieved when (4.5) holds, we rewrite
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(3.10) as

Λ


cos 2πθ + β sin 2πθ

cos 2πθ − β sin 2πθ

w sin 2πθ


︸ ︷︷ ︸

q

=

[
r2,Q

r1,Q

]
(4.28)

where

Λ =

[
r1,Q 0 R1,I

0 r2,Q −R2,I

]
(4.29)

and 0 is a (N −Nd + 1)× 1 all-zero vector. When N ≥ 2Nd − 1, Λ is a tall matrix.

Therefore, it is able to calculate

q = Λ†

[
r2,Q

r1,Q

]
(4.30)

by well-known LLS algorithm. As shown in (3.13), we have a closed-form solution for

CFO estimation:

θ̂ =
arccos

2π
(
q(0) + q(1)

2
) (4.31)

As described in previous section, if Ω = π/2, the CFO estimation range is θ ∈
(−N

4K
, N

4K
) in GPP method. The training sequence in this section can be considered as

a case of Ω = 0 and K = N . Hence, the CFO estimation range is θ ∈ (0, 0.5). It is

necessary to know sign{sin 2πθ} for extending the estimation range to θ ∈ (−0.5, 0.5).

It is reasonable to assume that the peak of w(n) is positive. Thus, we can find out

sign{sin 2πθ} = sign{q(n0)} (4.32)

where

n0 = arg max
2≤n<Nd+1

{|q(n)|} (4.33)

In short, we can estimate fractional θ from (4.31) and (4.32). The compensation filter

w(n) and β can be observed from q(n). That is

ŵ =
1

sin 2πθ̂
[q(3) q(4) · · · q(Nd + 1)]T (4.34)

β̂ =
q(0)− q(1)

2 sin 2πθ̂
(4.35)
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Using (4.31) to (4.35), the signal after the I/Q imbalance compensation can be rewrite

as

r̃i = (Ri,Iŵ + β̂ri,Q) + jri,Q (4.36)

A refinement of the CFO is described as below. We will estimate θ using the property

r̃2 = ej(2πθ) r̃1. An autocorrelation-based CFO estimator can then be applied to the

compensated samples, generating CFO estimates

θ̂ =
∠(r̃†1r̃2)

2π
(4.37)

4.3 Improved of Three-Block method

There are two problems with the CFO estimation method in Sec. 3.2. One is the

phase ambiguity problem as the range of θ in the estimator is limited to [0.5, 0]. The

other is that, when θ ≈ 0 or 0.5, the estimation error of θ increases rapidly.

Solving the ambiguity of θ: To extend the estimation range of θ, we have to

know the sign{sin 2πθ}. It is easy to verify that

r̃I(n+ 2N)− r̃I(n) = −2r̃Q(n+N) sin 2πθ (4.38)

r̃Q(n+ 2N)− r̃Q(n) = 2r̃I(n+N) sin 2πθ (4.39)

where r̃i are the samples via compensation structure.

Substituting (4.4) into (4.39),(4.39) can be written as

r3,Q − r1,Q = 2 sin 2πθ(R2,Iw − βr2,Q) (4.40)

Using LLS algorithm, we can estimate sin 2πθw from (4.40) Define Y , [R2,I r2,Q].

We have [
̂sin 2πθw

̂sin 2πθβ

]
= Y†(r3,Q − r1,Q) (4.41)

We assume w(n0) has the maximum magnitude and it is positive, where n0 =

arg max0≤n<nd−1{| ̂sin 2πθw(n)|}. Thus,

sign{sin 2πθ} = sign{ ̂sin 2πθw(n0)} (4.42)
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Overall, we extend the range of θ̂ in (3.22) to −0.5 < θ < 0.5.

Refinement of the CFO estimate: To solve the second problem, a comple-

mentary sine estimator is generally needed. From Sec. 4.1.2, the I/Q mismatch can

be compensated by given θ. Consequently, the sine estimator can be obtained from

(4.38) and (4.39). r̃i (i=1, 2, 3) is obtain by substituting (4.34) and (4.35) into (4.4).

Given r̃i we can obtain a sine CFO estimate as

ŝin 2πθ = ũ†ṽ (4.43)

where

ũ = 2



r̃I(N)

r̃I(N + 1)
...

r̃I(2N − 1)

−r̃Q(N)

−r̃Q(N + 1)
...

−r̃Q(2N − 1)


(4.44)

and

ṽ =



r̃Q(2N)− r̃Q(0)

r̃Q(2N + 1)− r̃Q(1)
...

r̃Q(3N − 1)− r̃Q(N − 1)

r̃I(2N)− r̃I(0)

r̃I(2N + 1)− r̃I(1)
...

r̃I(3N − 1)− r̃I(N − 1)


(4.45)

Combining (3.22) and (4.43), the CFO θ is given by

θ̂ =
arctan

2π
(
ŝin 2πθ

ĉos 2πθ
) (4.46)

The data flow diagram is shown as Fig. 4.3
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4.4 Simulation Results and Comparison

In this section, we carry out Monte Carlo experiments to show the performance com-

parison of the estimation methods which introduced in chapter 3 and chapter 4. The

channel is quasi-static with order Nc = 4 and the length of CP L satisfiesL > Nh−1,

so that there are no IBI after the CP removal. Channel taps are independent and

identically distribution (i.i.d.) complex Gaussian random variables and the variance

of the channel taps is normalized by
∑Nc

n=0 E{|c(n)|2} = 1. Assume that the noise

is AWGN with noise power N0, and the modulated symbols are QPSK with symbol

power Es. The SNR is defined as Es/N0. The size of the DFT matrix is N = 64.

We consider the I/Q imbalance scenario in [16], where the amplitude and phase mis-

matches are ε = 5dB and φ = 5o. The LPF of I-branch and Q-branch are gI = [1 0.1]T

and gQ = [1 − 0.1]T respectively. As the result, the ideal gd(n) is IIR filter. We

assume that w(n) has 5 taps (Nd = 5) for containing 98% of energy, i.e. the ideal

w = [w(0)w(1) ... w(Nd−1)]T = ε
cosφ

[1 −0.2 0.02 −0.002 0.0002]T . The estimation

MSE is defined as

MSE(θ) =
1

K

K∑
i=1

|θ̂(i) − θ|2 (4.47)

MSE(β) =
1

K

K∑
i=1

|β̂(i) − β|2 (4.48)

MSE(w) =
1

K

K∑
i=1

||ŵ(i) −w||2 (4.49)

where θ̂, β̂ and ŵ represent the estimated θ, β and w respectively. θ̂i, β̂i and ŵi

stand for the estimated value in ith trial. A total of K=2000 trials are used in the

experiment.
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Figure 4.4: Example 4.1. MSE for the estimation of CFO versus SNR (θ = 0.3072)

Example 4.1 In this example, we show the performance comparison of the GPP

method in Sec. 3.1 and Improved GPP method in Sec 4.2. Consider the wireless

LAN system of IEEE802.11a with carrier frequency 5.2GHz, N = 64 subcarriers,

and bandwidth 20MHz. The GPP is generated by adding phase rotate to the short

preamble of this system, which corresponds to M = 10 and K = 16. The phase

difference Ω is set to π/2 as in [13]. The SNR is defined by the ratio of the signal power

to the variance of channel noise. The GPP method employs P = K(M − 2) = 128.

As shown in Figure 4.4, we compare the MSE of estimated θ versus SNR. The

CFO is set to ∆f = 96kHz, i.e. θ = 0.3072. Both algorithm decrease the MSE(θ)

as SNR gets large. The MSE(θ) of our Improved GPP method is better than [13].

Figure 4.5 shows the performance for MSE of estimated CFO versus different value

of θ. The constant SNR is 30dB. We can see that Improved GPP method is much

better than GPP, especially for large CFO value. The reason is that GPP using a

arcos estimator, but Improved GPP using a arctan estimator. Notice that for this
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Figure 4.5: Example 4.1. MSE for the estimation of θ versus different CFO parameter

preamble, the CFO estimation range of GPP method is θ ∈ (−1, 1). However the

range of Improved GPP method is θ ∈ (−2, 2).

Example 4.2 In this example, we show the performance comparison of the GPP

method, Improved GPP method and proposed method. There are two identical

OFDM blocks of preamble in the system. Therefore, the GPP method employs Ω = 0.

Notice the CP of training sequence is longer enough to avoid IBI.

We compare the MSE of estimated θ versus SNR. As shown in Figure 4.6 and

Figure 4.7, we consider that θ = 0.02 and θ = 0.2, respectively. All the algorithms

decrease the MSE(θ) as SNR gets large in Figure 4.6 and Figure 4.7. Furthermore,

Improved GPP method is always better than GPP method and proposed method.

When θ is small, it is obvious that MSE(θ) of proposed GPP method is better than

GPP method as shown in Figure 4.6. However, when θ = 0.2, our proposed method

is worse than GPP method.
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Figure 4.6: Example 4.2. MSE for the estimation of CFO versus SNR (θ = 0.02)
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Figure 4.7: Example 4.2. MSE for the estimation of CFO versus SNR (θ = 0.2)
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Figure 4.8: Example 4.2. MSE for the estimation of θ versus different CFO parameter

Figure 4.8 shows the performance for MSE of estimated CFO versus different value

of θ. The constant SNR is 30dB. We can see that Improved GPP method is much

better than GPP in any θ. The performance of our proposed method is less about 2dB

than GPP in most case, but when θ is around zero, the performance of our method

is much better than GPP. Notice that for this preamble, the CFO estimation range

of GPP method is θ ∈ (0, 0.5). Furthermore the range of both proposed method and

Improved GPP method is θ ∈ (−0.5, 0.5).

Example 4.3 In this example, we show the performance comparison of proposed

method in Sec 4.1 and the GPP method in Sec 3.1. There are two identical OFDM

blocks of preamble in the system. Therefore, the GPP method employs and Ω = 0.

Notice the CP of training sequence is longer enough to avoid IBI.
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Figure 4.9: Example 4.3. MSE for the estimation of CFO versus SNR (θ = 0.02)
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Figure 4.10: Example 4.3. MSE for the estimation of CFO versus SNR (θ = 0.2)
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Figure 4.11: Example 4.3. MSE for the estimation of θ versus different CFO param-
eter

AS shown in Fig. 4.10, We consider θ = 0.02. MSE(w), MSE(β) and MSE(θ)

of proposed method is better than GPP. The performance of MSE(θ) of proposed

method is close to GPP in high SNR.

AS shown in Fig. 4.10, We consider θ = 0.2. MSE(w) of proposed method is

better than GPP, but MSE(β) of proposed method is worse than GPP in low SNR.

The performance of I/Q imbalance is very close in high SNR. MSE(θ) of proposed

method is worse than GPP, especially the low SNR.

AS shown in Fig. 4.11, We consider SNR = 30dB. MSE(w) and MSE(β)

of proposed method is better than GPP. MSE(β) of proposed method is close to

MSE(β) of GPP when 0.2 < θ < 0.3. MSE(θ) of proposed method is worse about

2dB than MSE(θ) of GPP for most θ. However the performance of MSE(θ) for

proposed method is much better than GPP when θ is small.



54 Ch 4. Joint Estimation of I/Q Imbalance and CFO for OFDM system

0 5 10 15 20 25 30 35 40
10

−8

10
−7

10
−6

10
−5

10
−4

10
−3

10
−2

SNR(dB)

M
S

E

 

 
MSE(θ) Sec 4.3 Improved Three−Block method
MSE(θ) Sec 3.2 Three−Block method

Figure 4.12: Example 4.4. MSE for the estimation of CFO versus SNR (θ = 0.2)

Example 4.4 In this example, we show the performance comparison of Three-

Blocks CFO estimation method in Sec. 3.3 and Improved Three-Blocks CFO estima-

tion method in Sec 4.3. There are three identical OFDM blocks of preamble in the

system. Notice the CP of training sequence is longer enough to avoid IBI.

As shown in Figure 4.12, we compare the MSE of estimated θ versus SNR. The

CFO is set to θ = 0.2. Both algorithm decrease the MSE(θ) as SNR gets large. It is

obvious that MSE(θ) of Improved Three-Blocks method is better than Three-Blocks

method.

Figure 4.13 shows the performance for MSE of estimated CFO versus different

value of θ. The constant SNR is 30dB. We can see that Improved Three-Blocks

method is much better than Three-Blocks method in any θ. Remark that for this

preamble, the CFO estimation range of Three-Blocks method is θ ∈ (0, 0.5). Further-

more the range of the Improved Three-Blocks method is θ ∈ (−0.5, 0.5).
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Figure 4.13: Example 4.4. MSE for the estimation of θ versus different CFO param-
eter

Example 4.5 In this example, we show the performance comparison of the GPP

method, Improved GPP method, Three-Block method and Improved Three-Block

method. Consider the wireless LAN system of IEEE802.11a with carrier frequency

5.2GHz, N = 64 subcarriers, and bandwidth 20MHz. All the algorithm have the same

short preamble of this system, which corresponds to M = 10 and K = 16. There are

no phase shift between two symbols (i.e.,Ω = 0). The SNR is defined by the ratio of

the signal power to the variance of channel noise. The GPP method and Improved

GPP employ P = K(M − 2) = 128.

As shown in Figure 4.14, we compare the MSE of estimated θ versus SNR. The

CFO is set to ∆f = 96kHz, i.e. θ = 0.3072. All the algorithms decrease the

MSE(θ) as SNR gets large. We can see that All the improved methods is better

than the original methods. Furthermore, Improved Three-Blocks method is better

than Improved GPP method.
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Figure 4.14: Example 4.5. MSE for the estimation of CFO versus SNR (θ = 0.3072)
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Figure 4.15: Example 4.5. MSE for the estimation of θ versus different CFO param-
eter
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Figure 4.15 shows the performance for MSE of estimated CFO versus different

value of θ. The constant SNR is 30dB. We can see that All the improved methods

is better than the original methods,especially when θ ≈ 0. Furthermore, Improved

Three-Blocks method is better than Improved GPP method. Remark that for this

preamble, the CFO estimation range of Three-Blocks method and GPP method are

θ ∈ (0, 2). Furthermore the range of the Improved Three-Blocks method, Improved

GPP method are θ ∈ (−2, 2).

4.5 Concluding Remark

In this chapter, We proposed three approach to estimate CFO parameter: a new

method, an improved GPP method and an improved Three-Block method. The pro-

posed methods perform well across the entire SNR region. In Sec.4.1.2, we proposed

an efficient I/Q estimator. Furthermore, all of the proposed methods perform well

when θ ∈ (−0.5, 0.5).
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In OFDM systems, the presence of I/Q imbalance and CFO cause the performance

to degrade considerably. In thesis , joint estimation of I/Q imbalance, CFO and

channel response was presented. The method we proposed is performed in the time

domain and requires a preamble, which is arbitrary and does not have to satisfy

any pattern. We have no constraint on the channel response. We proposed three

approach to estimate CFO parameter: a new method, an improved GPP method and

an improved Three-Block method. All of the proposed methods perform well across

the entire SNR region.

Furthermore, we proposed an different method to estimate the I/Q imbalance

parameters. The advantage of proposed method is that the performance does not

fail well for any CFO value. Because the real part of the received signals are used

to estimate the channel response. Thus we use both the estimated channel and the

imaginary part of the received signals to estimate I/Q imbalance. Therefore, the

estimator of I/Q is less dependent to CFO.
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