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Abstract

In this research, the capability of advance spatial displacement measurement for

structural health monitoring (SHM) is studied. The method for obtaining this kind of

data is different from regular measuring system. It utilizes the optical processing

technigue to calculate the specific particles’ locations (called targets) within an image.

While taking image and compute the locations over time, the dynamic motion can be

estimated. This research employed the three dimensional displacement from optical

sensors to identify system and perform damage assessment.

The applied signal analysis methodol ogies can separate into two categories, global

system identification and local element motion detection. For global system, two

subspace methods including 1.covariance-driven stochastic subspace identification

(SSI-COV) and 2.recursive subspace identification (RSI) are examined. They can obtain

the system natural frequency and damping ratio based on different condition. The other

method is 3.principal component analysis (PCA), which the system normal modes can

be briefly calculated while the measured locations are distributed along the system. For

local motion, we can discretize the targets into a set of local elements. These elements

motion is detect by 4.singular spectral analysis (SSA), 5.continuous wavelet transform

(CWT), and 6.finite element method (FEM). The extracted information is used to

vii



describe the structural local properties and detect the damage occurrence. To examine

the applications of these methodologies on real three dimensional displacement data, a

shake table test of one-story two-bay RC frame performed in the NCREE is selected.

This experiment installed a totally integrated optical measuring system (DMM, by NDI

Inc.) on its central column to obtain the displacement. The analysis results show that

thiskind of datais capable for system identification, and the detection of damage is also

feasible. Detail analyzes the discrete elements. The damage location may be obtained.

Keywords: Structural Health monitoring, spatial displacement, signal processing,

singular spectral analysis, finite element method
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Chapter 1. Introduction

1.1 Motivation

Structure health monitoring (SHM) has become more and more important in the
civil engineering structure. Since the structures are deteriorated under service condition,
it is recommended observing the structure health over time. The structure dynamic
response measurement is very useful information. These measured signals contain the
system response properties. Base on signal processing technigques, one can extract the
signal feature for structure health monitoring and damage assessment.

The vibration-based SHM framework not only relies on the signal processing
techniques but also the sensor arrangement. The recent structure measuring system
utilizes normal contact sensors, for example accelerometers, placed on specific locations
to represent the structure DOFs. These locations are mostly selected the floor slabs
according to structural analysis concept. But if we want a more detail information
within the floors, these sensors are not suitable because of installation difficulty. A
measuring technique on this kind of location is needed. We discover that a novel
technigue utilized the optical processing method can measure particles motions within

an image over time with a reliability accuracy. This optical measuring technique can



implement on the locations that the normal contact sensors are difficult to install.

Therefore, we can extract both global and local information from the structure by

combining the optical and normal contact sensors.

These optical sensors are distributed within a region of local structure. The

research on the application of presents signal processing techniques is needed. It is

believed that the measured information can be used to identify the system and perform

local damage assessment for structure health monitoring.

1.2 Literature Review

There have aready lots of researches of signa processing methodologies on

damage detection and system identification. Science the optica measuring system

measures a large amount of sensor locations over time, methodol ogies with multivariate

techniques are more suggested in this research.

For system identification, the subspace identification method is proved that its

capability to observe the structure characteristics [15, 26]. With recursive updating the

measurement data, an on-line system monitoring is obtained. Moreover, the method

relies on the singular value decomposition (SVD). Since the system information is

contained in the singular vectors of SVD, damage assessment can achieve by observing



the vector space expanded by singular vectors. There are researches utilize the space

projection theorem to detect damage according to the change point of dataset [17, 23].

The principal component analysis (PCA) is another signal feature extraction

technigue. It is one of the well-known methods for multivariate analysis. Originally, the

PCA are used to perform data compression [18]. Feeny [7] conducted the applicability

of structural dynamic response with PCA to rea experiment test. It is proved that PCA

has the ability to express the structural normal modes under some condition [3]. While

the sensors are arrange into an array form, the PCA can be applied on the data to detect

the damage location [5]. The advantage is that the PCA is straight forward and has

capability for nonlinear applications.

The singular spectral analysis (SSA) can extract not only features of one signal but

also mutual features of signals with multivariate. It has been proved that it can

decompose the data into trend, harmonic wave, and noise term [24]. The SSA has a

widely application. In the civil engineering scope, there are studies on the analysis of

seismic response data [11, 21] to grab site vibration information. The concept of SSA is

relative to PCA. It is like analysis the signal with the embedding theorem [20] using

PCA. And the decomposed results are the signal principal feature that can represent the

original signal.



The analysis methods mentioned above are capable for multivariate data analysis.
But they are still some processes need to study for the real application on damage

assessment with the array of optical sensors. The explanation isin remaining chapters.

1.3 Research Objective

The objective of this research is to conduct a survey on the applications of the
spatial displacement data and provides to a series of shake table test of the RC frame to
check the capability. The displacement data measure the structure three dimensiona
motions over time with large amount of the sensing locations. It is expected that one can
perform the system identification and detect the damage using this detail spatia
displacement information.

The organization of thisresearch is briefly described as follows:

Chapter 1:  Describe the research motivation and literature review of some present
system identification and damage assessment techniques.

Chapter 2:  Introduce the signal processing methodologies used in this research. The
introduced methodologies can perform system identification and feature

extraction on the spatial displacement data.



Chapter 3:

Chapter 4:

Perform the methods on the seismic response of a one-story two-bay RC

frame. The analysis is separated into two categories. global system

identification and local motion detection. The selected parameters and

results of each method are discussed. Finally, the analysis results will be

compared to each other.

Summaries for the use of the proposed techniques are listed in this

chapter, and the potential research topics are indicated at the end.






Chapter 2. Signal Analysis Methodology

2.1 Introduction

In this chapter, the algorithm of signal analysis methodologies used in this research
will be introduced. These methodologies are separated into two categories according to
their application, which are global system characteristics identification and local
element motion analysis. After introduction, all of the analysis methodologies will be
applied on the spatial displacement signals acquired from the experiment mentioned in

the next chapter to identify the system parameters and detect the damage occurrence.

2.2 Global System Characteristics Identification

Nowadays, there are severa signal processing techniques can perform global
system characteristics identification. These methods can be categorized into parametric
and non-parametric methods, or model based and non-model based. To choose reliable
methods for this study, there are three different methods are selected. Two of them are
subspace methods (SSI-COV and RSI) based on the discrete time state space model and
can identify system natural properties including frequency, damping, and mode shape.

The other is principal component analysis (PCA) which is a time series decomposition



technigue that can briefly obtain the system normal modes. Detail introductions of these

methodol ogies are mentioned in the following sections.

2.2.1 Covariance-Driven Stochastic Subspace |dentification (SSI-COV)

The SSI-COV algorithm is an expansion of the stochastic subspace identification

(SSI) technique which identifies stochastic state space model using output only data.

Instead of the original SSI algorithm [22, 26], the SSI-COV calculates the system via

assemble of block covariance matrices. Since these SSI algorithms based on concepts

from linear algebra, state space model, and statistics, they have been proven to perform

on the structure identification [15, 28]. Only one restrict of the SSI based algorithmsis

the output measurement should be ambient response of structure because of the

assumption of noise input. The derivation of SSI-COV isasfollows:

Stochastic Discrete Time Sate Space Model

For a system motion equation MXx+Cx+Kx=F=Lu, where M, C, and
Ke R™ are system mass, damping and stiffness matrix; xe R™ and ue R™ are
displacement and input force vector; N and M represent number of DOFs and

number of inputs. The state space equation iswritten as

X(t)=AX(t)+B.u(t), (2.1)
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where X(t)=[x"(t) % (t)]Te R*™ is the state vector at continuous time t and
A (t), B.(t) are continuous time state matrix and input matrix. If there are only |
DOFs has been measured, and the measurement response can be acceleration, velocity
or displacement. The output observation vector y(t)e R can be written as
y(t)=CxX(t)+Cx(t)+C,x(t), where C,, C,, and C,eR"" are output location
matrices. To transform y(t) into state space representation, it becomes
y(t)=C.X(t)+D.u(t), (2.3)
C.=[C,-CM'K C,—~CM'C|eR™, and D,=CM'LeR"". (24)
Thisequation is called observation equation. The C, isoutput matrix and D, isdirect
transmission matrix. Since all data are measured in discrete time, EQ.(2.1) and EQ.(2.3)
need to be transformed into discrete time state space model, that is
X1 =AX, +Bju, +w,, 25)
y.=CX,+Du, +v,,
with the A, =e™", B, =(A,-1)A;B,, and X, =X(kAt). The terms w, and v,
at the end of equations are the error from noise and measurement. If the input force
satisfies the stochastic expression, the discrete time state space mode can be further

transformed into

s s s
X = A X+ Wy,

(2.6)
VE=CX] v



This equation is called stochastic state space model. The SSI-COV identifies the system
matrices (A, and C,) of Eq.(2.6) only using the output measurement 'y, .

Hankel Covariance Matrix of S§-COV

Assume the output measurement y(t) is [y, y, ‘- Y¥u], thefirst step of the

SSI-COV isto gather the measurement vectors into a data Hankel matrix that is

Y. Y, Y,
Yo Ys o Yia
& s )’IS yis+1 e yis+j—1 (2 7)
Yf yis+1 yis+2 e yis+j
Yo Y yis+j+1
_y;i eEad b 3

where Y, € R™  denotes the past measurements and Y, eR"™ is the future

measurements. After this, the block Toeplitz matrix is obtained by

Ri Ri—l R1
Ri+ Ri -+ R 1
T= 31 A 32 :NYng. (2.8)
Rzi—l R2i—2 T Ri

Each R, definesan output covariance between two timeinstant with lag i .

Extended Observability Matrix and Sngular Value Decomposition

According to the derivation based on stochastic properties [15], the block Toeplitz
matrix T can be decomposed into the multiplication of the extended observability

10



matrix O,e R™" and the reversed extended stochastic controllability matrix

I, e R*™ asfollows

C

T=0T, = C:A [A7G - AG G], (2.9)

CAifl

where the i here denotes the order of the Toeplitz matrix T. The singular value

decomposition (SVD) is utilized to perform this factorization. Representation of SVD is

S, 0|V
T=USV' =[U, UZ]L)l S}{VlT}zUlslvf, (2.10)
2 2

where Ue R™ and veR™ are the orthogonormal matrices, and S is the
diagonal singular values. To perform data compression from USV"™ to U,S,V,, the
C,q defined the percentage of preservation is determined. Assume the diagonal terms
of Saelsg s - §] .Size N of S, istheminimum even number satisfied

N

D 5§ 2C,, xtrace(8S). (2.11)

i=1
After the data compression, we can compare the form between Eq.(2.9) and Eq.(2.10).
The extended observability matrix O, can be defined as

0, =US!" (2.12)

Sate Matrix and System Properties

The system matrices A, and C, can be easily extracted from O,. We can

compare to Eq.(2.9) for the elements of matrix O,, the system matrices are
1



C.=0, (1:|’:)’
) (2.13)
Ay=0,(L:1(i-1),:) O, (1+1:1i,),

where ()" denotes pseudo inverse. As soon as the discrete state matrix A, is
derived, we can transform it into the continuous form A following the relation in
Eq.(2.5) and apply eigen-decomposition of it that

AT=A=VY"A Y,
(2.14)

C'=C.Y.
The superscript m denotes the matrices in modal coordinate. Each eigenvalue 4, in

A is a complex number and has its conjugate value A . After eigenvalues are

determined, the system natural frequency f, and damping ratio & can be solved as

—Re(4,)
orf,

szi\/Re(ﬂk)ZHm(ﬂk)z, and & = (2.15)
Derivation from Eq.(2.7) to Eq.(2.15) represents the SSI-COV algorithm of system

identification. Flowchart of the SSI-COV a gorithm can be concluded as Figure 2-1.

2.2.2 Recursive Subspace Identification (RSI)

Different from the SSI-COV based on the noise property of input data, the
subspace identification (SI) method utilizes both input and output signals to perform the
system identification [26]. This makes the identified system properties more reliable

while the measurements are not satisfying the ambient condition. Moreover if the
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system varies over time, the SI agorithm should analysis with a moving window to
perform on-line system identification (Figure 2-2). To speed up the repeating calculation
of the Sl, a recursive algorithm that solves equation based on the previous information
is needed. This section will explain the algorithm of the Sl technique first, and then
introduce the recursive algorithm of LQ factorization briefly. The procedures of the
recursive-Sl (RSI) are asfollows:

Hankel Matrices of Subspace Identification

The origin of the Sl algorithm is based on state space model shown in Eq.(2.5).
Since we aready defined an output data Hankel matrix EQ.(2.7) at the SSI-COV

algorithm, the input data u(t) can also be arrange in the Hankel form that is

u, u, u
u, u; U,
U u u., - u..
1 -1
_p — I I+ — I+] ' (2'16)
U, U, U U,
ui+2 ui+3 ui+j+l
| Uy Uy 0 Uy

where U e R™/ denotes the past input measurements and U, e R™/ s the future

input measurements. Furthermore, the special Hankel matrix can be defined as

U .
= { "}e R(™I (2.17)



Extended Observability Matrix and LQ Factorization

For system characteristics identification, the extended observability matrix O; is
needed. The Sl algorithm utilizes both oblique projection theorem and the MOESP

theorem [25] of LQ factorization to extract the matrix O, . The procedures are

U L, 0 0 Qll
2, [=|Ly Ly, 0 [|Q3), (2.18)
Yf L3,1 L3,2 L3,3 Q;,l
(Yi /0, 5,)/U" =0,X /U, " =1,,Q1,, (2.19)
column space(L,, ) = column space(O, ). (2.20)

where -/-i and / ~are orthogonal projection and oblique projection operator;
Eq.(2.18) is LQ factorization and EQ.(2.19) is oblique projection of Hankel matrices.
According to derivation [27], the relation between the oblique projection and the LQ
factorization is defined and they can connect with the extended observability matrix O,
in Eq.(2.19). Following this equation, only L,, of LQ factorization is needed for

system identification. Furthermore, column space of it can obtained from SVD, that is

S, 0]V
L,,=USV' =[U U]{l }{ 1}EUSVT,
32 1 2 0 S2 V;' ~171

0,=U,

(2.21)

In this equation, the C_,, definesin Eq.(2.11) is also introduced to denoise the SVD
result.

14



Sate Matrix and System Properties

After the system extended observability matrix O, is obtained, the same
procedures introduced in the SSI-COV algorithm from Eq.(2.13) to Eq.(2.15) can be
applied to obtain the system natural properties. Besides, another parameter C, .. is
taken to filter out the noise modes. The idea is based on the matrix O, can be

reconstructed from two different approaches. First is direct calculation that

e
car |
or= . |=[e. 9, - 8] (2.22)

2

CI'(AT)
The other is based on the idea of data composition of Eq.(2.12), that is
6im:Oi‘PzUl‘I’:[q)l 9, - (T)N] (2.23)

Therefore, the coherence between the vectors @, and @, are defined as

, for i=1..N. (2.24)

GERGK
The larger OMAC. value reflects the higher correlation. It means the identification of
i -th mode will be more reliable. Therefore the criterion is set as

OMAC =C_.. (2.25)
Based on Eq.(2.25), we can just preserve the modes satisfied this condition and employ

these remaining modes for system identification through Eq.(2.15).
15



Given Rotation of Recursive §

To identify system on-line and keep a fast calculation speed, a recursive algorithm

is needed. The recursive-Sl algorithm can be separated into following three parts:

1. Calculatethe Sl for theinitial round and keep the LQ factorization result.

2. For the following cases, the Hankel matrix in Eq.(2.18) should be updated

with new measurement and eliminate the old data with the same size.

3. TheLQ factorization of the new Hankel matrix can be replaced by applying a

recursive algorithm, named given rotation, two times on the previous LQ

result for updating and eliminating the data.

Thus, the calculation of LQ factorization of the whole new Hankel matrix is omitted. It

will not only save lots of computation time but also preserve the accuracy. Detail

introduction of the processes of RSl algorithm can refer to [26, 27].

2.2.3 Principal Component Analysis (PCA)

The PCA aso known as Karhunen—L oéeve transform is first introduced by Pearson

[18] as aline fitting algorithm in data space. The concept of PCA is to find orthogonal

bases called principal components (PCs) which represented the largest possible variance

direction of the data. Moreover, the PCs are arranged in descending order which means
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the first PC has largest data variance. For dynamic analysis, PCs can represent system

normal modes based on few assumptions. Therefore, it is also called proper orthogonal

decomposition (POD) and the extracted PCs are called proper orthogonal modes

(POMs). The procedures of PCA agorithm for structural analysis are as follows:

Data Ensemble Matrix and Correlation Representation

The PCA starts from the construction of the ensemble data matrix X of all

measured response signals, that is

, (2.26)

each X represents atime series measurement of acceleration, velocity, or displacement
on a particular position of the structure. The suffix M means total number of
measurement. After the ensemble matrix X is arranged, the covariance matrix

Ce R™" can bederived as

C— %XXT. (2.27)

Orthogonal basis of Principal Components

Based on the derivation [13], the orthogonal basis of PCs can be derived from the
eigen-decomposition of matrix C thatis

C=YAY ", (2.28)
17



where the eigenvectors ¥ arethe PCsof matrix X.

Normal Modes and Principal Components

Assume ensemble matrix X of structura response satisfies modal combination
theorem. Therefore, X could be written as the combination of normal modes that
X=0Q" =Y o, (2.29)
i=1
where the @,, q;, and m are norma modes, general coordinates, and number of
modes can be extracted. Assume the structural mass matrix is homogeneous that
M =mI and satisfies (piTMq)j =5ij . Combine Eq.(2.27) and EqQ.(2.29) together with

right multiple @, , it will become

m m

1 13 5
Cop =3 22,04/ 4,0)0 =D 0.4/, (2.30)
i=1

i=1 j=1

Furthermore, assume the damping ratio is relatively small. Eq.(2.30) can be rewritten as

;
Limﬂ:o, fori=k . 5
T = Coy =—0,q,q, —=. (2.31)
. qiqy : N m
lim>=2>2%0, fori=k

N—e [\

In this equation, %qlqu—r‘;: is constant and can be assumed as 4. Therefore, we get
Co, =40, (2.32)
Eq.(2.32) is equivalent to EQ.(2.28) as eigen-decomposition of matrix C. Thus, we

have proven that PCs ¥ are the same as structural normal modes ®@.
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Through the derivation [3], three conditions need to be guaranteed for the
equivalent of norma modes. There are 1.the structural damping ratio is small in al
cases, 2.number of observation is large enough, and 3.the mass distribution is
homogenous. If the mass are not uniform distribution, a modified correlation matrix is

suggested [10] to improve the analysis result, that is

C - %XXTM. (2.33)

The mass matrix M should be determined first to do the modification. According to
numerical survey [2], PCA though may lose some precision; it can obtain the structural

normal modes very briefly.

2.3 Local Element Motion Analysis

Since the spatia displacement data can represent an object motion very detail,
there must have some local information according to the mesh elements of these sensors.
To get the information from elements’ three dimensional motion, the singular spectral
analysis (SSA) as powerful multivariate signal decomposition technique is introduced.
Moreover, the signal discontinuity is detected by continuous wavelet transform (CWT)
to find the crack effect. Finally, finite element method (FEM) which is well defined in

mesh filed will also be discussed.
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2.3.1 Singular Spectral Analysis (SSA)

The SSA as a linear time series feature extraction technique is similar to apply the

PCA on the time series with the embedding theorem [24] which combines lagged copies

of the original data from lag 1 to k time steps. By performing the SSA, time series will

be decomposed into several feature components that can be treat as trend, oscillation, or

noise components [6, 9]. The procedures of SSA can be separated into four steps, which

are (1) embedding, (2) SVD, (3) grouping, and (4) reconstruction. Details introduction

are described as follows:

Embedding Theorem

Consider atime series y(t)=[Y, Y ‘- Ynu| Of length N. The embedding
theorem maps the time series into a sequence of multi-dimensional lagged vectors. In
this step, the only SSA parameter L called window length should be determined,
where the range is 2<L<N/2. Then K=N-L+1 lagged vectors are embedded to

form the trgjectory matrix X

Yo Y1 Y, “ Yea
y1 y2 y3 yK
LK
X:()ﬂvj)i,]el: Yo Ys Yo o Yka :[Xl X, v XK]’ (2.34)

Yea v Yo o Ynadix
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where x,=[y, V. - VY..,] for 1<i<K isthe i-thlagged vector. One of the
properties of tragjectory matrix isthat it is Hankel matrix which the skew diagonal terms
(i+ j=const.) are equal. If the analysis data are multivariate, each component of y(t)
should be treated as avector formthat y, ={y,}=[ Y, Yo = Y ]T where n is
the total number of variate.

Snqgular Value Decomposition (SVD)

The second step is to perform SVD to the trgjectory matrix X. First define a
matrix S =XX'. The eigenvalues of matrix S are denoted by A,...,4 in the
descending order (4, =...2 4, =0) and the corresponding eigenvectors are u,,...,u, .
Then, define vector v, :XTui/\/Z. The SVD of the trgjectory matrix X can be
written as

X:iﬂuivf:X1+X2+...+Xd. (2.35)

i=1
Each X, =./4u,v/ is a rank 1 elementary matrix and d is max(i) with 4 >0.
The set of \/I iscaled singular values (SVs). It contains the important information of

decomposition quality and should be plotting out as singular spectrum.
Grouping

After the SVD is applied, the trgjectory matrix X has been decomposed into
several components. The grouping step is to select the appropriate elementary matrices
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to form an approximate trajectory matrix X . Decision-making of which components
should be selected can refer to the singular spectrum. The singular spectrum shows brief
decomposed properties [6] that oscillation comes with two closed SVsin a pair; trend
component has alonely SV in a certain amount; series of low value SV's may represent
signal noise. Therefore through singular spectrum, one can group correlative
eigentriples (\/Z u,v; ) following the type of components would like to reconstruct.

Reconstruction (Diagonal Averaging)

Since approximate trajectory matrix X is no longer kept the property that skew

diagonal terms are equal, new time series y(t) should be reconstructed by diagonal

averaging the matrix X based on this property. The scheme of diagonal averaging is

shown as

r 2\ 72\ &
ﬁl’ ﬁ/ Xz 0 X

&;/X;z/‘gz,a %k 1
(2(3}/)(3,2 X3 0 XK My(t):[xm E(X1,2+X2,l) ] (2.36)

e
Il

X1 X2 Xsg 0 Xk

where y(t) is the reconstructed time signal of length N . If the approximate trajectory

matrix X is selected to be an elementary matrix of the SVD result, the reconstructed
signal ¥, (t) will aso be called principal component. Equation form [9] of diagonal
averaging can be written as

22



1 i+1
— o for0<i<L’
i+1;Xm,|—m+2

.
g = %me,im for L'~1<i <K’, (2.37)
m=1

1 N-K’+1
—— > Xy fONK’<i<N

N—I iz

where L’=min(L,K) and K’=max(L,K). By sdecting the different grouping
components, the origina time series can be decomposed into additive components

represented the data feature.

2.3.2 Continuous Wavelet Transform (CWT)

The wavelet transform is a signal processing technique that decomposes the signal
into the combination of wavelets. Different from the well-known STFT, the wavelet
transform is believed that it offers more suitable time frequency decomposition. The
CWT is a division of wavelet transform that divides a continuous time series into
wavelets. In the wavelet analysis, the CWT starts from selecting a wavelet function
called mother wavelet. The mother wavelet should satisfy some criteria that it’s narrow
band, zero-mean, and with boundary value zero. In this research, the mother wavelet is
selected the ‘bior6.8 of MATLAB build-in wavelet function. The algorithm of CWT

only contains two steps. They are briefly described as follows:
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Wavelet Kernel and CWT

The CWT starts with the selection of mother wavelet and the definition of wavelet

kernel. Assume the mother wavelet is y/(t) . The wavelet kernel is defined as

Van (1) = ﬁw(%) (2.39)

The parameter a>0 iscalled scalevalue, and b iscalled trandation value. Since the
mother wavelet is a narrow-band function and only has a central frequency f . The
value a will scale the mother wavelet’'s central frequency, and value b defines the
mother wavelet’'s location. EQ.(2.38) transforms the time function of mother wavelet
into atwo dimensional time-scale wavelet kernel function which can obtain the CWT.
Define a square integrable time signal X(t). The second step of CWT is to
transform x(t) into time-scale plane with the help of wavelet kernel, that is
X (ab)=[_ x(t)y, (t)c, (2.39)
where the () represents the operator of complex conjugate. By using the Eq.(2.39),
the time function X(t) has becomes a time-scale function X(a,b). The value of
X(a,b) is called wavelet coefficient. It is likes a shifting processing that using the
mother wavelet to fit the input signal with corresponding a and b. This two variates
function can plot a figure called scalogram. The higher value in scalogram means the

energy concentration region of the signal X(t). For a signal with non-continuity, the
24



scalogram of CWT will present a high value in the non-continuous time instance with a
very long scale range. So, we can detect the signal non-continuity using the output

time-scale scalogram viathis property.

2.3.3 Finite Element Method (FEM)

The finite element analysis is a numerical approach that the partial differential
equations (PDES) can be solved approximately via discrete equations [19]. It is first
invented for civil engineering problem, and now successfully employed in vast area.
The concept of FEM is to transform the boundary value problems (BVPs) called strong
form into equivalent integral equations called weak form, and then discretize the weak
form into the finite domain space [8]. Following this way, the numerical integration to
solve the discretized problem becomes possible. In this research, the measured spatial
locations can be treated as the nodes of discretized element. Since the displacement is
measured directly, the strain field can be derived following a more genera
representation without solving BVPs. For this analysis, we define the discretized
element is afour nodes quadrilateral (Q4) element. The derivation of strain field via the

FEM isasfollows:
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Natural Coordinate and Element Shape Function

To develop the properties of the Q4 element, first we consider the coordinate
representation. Though the element shape can be well defined in the physical coordinate,
it is hard to perform calculation while the orientation is arbitrary. Therefore, the natural
coordinate is obtained. The natural coordinate liesin (5,77) plane that the boundary is

-1< &,7 < +1. With the mapping technique, we can depict the Q4 element into the

natural coordinate for more clear representation (Figure 2-3). Based on the natura
coordinate system, the element shape function N*? (Figure 2-4) in (£,77) plane is

obtained as

Ni“Q(é,n):%(1+§i§)(1+77i77). (2.40)

Moreover, the displacement field u(&,7)=|u, uy](Tm can also be represented as

u(&,n)=N"(&n)d", (2.41)

where the shape matrix N*?(&,77) and displacement vector d° are

T

=y v u v, U v u v, (2.42)

N0 N 0 NS 0 NSO

2.43
0 N? 0 N° 0 Nf° 0 NjQ( (243)

N*(&.m)

&m)

Kinematic Equation and Strain Field

The kinematic equation between displacement field and strain field is defined as
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— 0
ox
SXX
a[x
e=Vasle, =10 —
dy || u
w1y 2
dy o

Combinesthe Eq.(2.41) and Eq.(2.44) together, we have

u
} . (2.44)

g¢=V.u=VN*d°=Bd°, (2.45)
[N o ONF g N o oNe
oX oX X oX
4Q 4Q 4Q 4Q
pro| o M o N 0 N o N (2.46)
ay ay ay ay
ON/O AN ONJ® ONS? ONS? ONS© ONJ° ONg°
|9y oX ay oX oy ox ay ox | )

The matrix B® is called the strain-displacement matrix. According to this matrix, we

found out it is necessary to compute the differentials in terms of physical coordinate.

Since the shape function N*? isobtainedin (£,77) plane, the chain rule s utilized to

perform the differentials, that is

aNi4Q % ﬂ aNi4Q aNi4Q
o& a& d& || ox oX
= =J° , 2.47
ON/@ | | 9x  dy || ON/© ON*® (247
on an  dn ]| ay ay
ON;9  ON;9  ON;? 9N, ON;/?  ON;9 9N, 9N,
oX oX oX oX _ (Je)—l o& ¢ & ¢ (2.48)

ON/O ONJC ONJ° 9N,

ON/?  ONI? 9N 9N |

oy ay oy ay on dn  dnp  In
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The matrix J¢ iscaled the Jacobian matrix and can aso be derived follows

LN G YRNS ] [N NS ONZ? ONIR | X yr

P T T I I I R 3 e
COXEINAQ G YRINSQ || AN AN ONZR ONZR || XS s
~ 9n < on on  dn  on  On || X Vi

where the x° and Yy’ are the initial nodal positions. Therefore, the differentials of
shape functions in terms of physical coordinate can be transformed into the differentials
in terms of (§,n) plane following Eq.(2.47) and Eq.(2.49). After solving the
differentials, they can be arranged to get the strain-displacement matrix B®. It should
be mention that the matrix B® is a function of (&,7) since ON/?/& and IN*/n
are not constant. It means the strain field € in Q4 element is not a constant, either. For
anormal FE representation, we usually calculate the strain field on the location of the
2x2 Gauss points where are

(«:1,62)=(+%,—%} and (nl,n2)=[+%,—%) (250

Hence, we can derive strain fields on the four points within the Q4 element. That is

81 = Be(flinl)de1 82 = Be(é:l’HZ)de’

. . . . (2.51)
g =B (é:z’ﬂl)d , & =B (fwﬂz)d -
The average strain field of Q4 element can be obtained as
4
Eag = D& (2.52)
i=1
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The above procedures can be performed onto different meshes just use the
information of the initial nodal positions (EQ.(2.49)) and the displacement vector

(Eq.(2.42)), therefore the strain field of the entire domain can be derived.

2.4 Chapter Summary

This chapter has introduced all the algorithms presented in this research. They have
been categories into two groups. The first group is global characteristics identification
including three methods. The first-two are subspace identification methods including
the SSI-COV (Section 2.2.1) and the RSI (Section 2.2.2). Both methods can identify the
system natural frequency and damping ratio. The difference between them is as follows:
the SSI-COV uses output measurement only to perform the identification where the
measured data should satisfy the ambient vibration assumption. On the other hand, the
recursive-SI needs both input and output measurement to do the identification.
Moreover, it can identify system state on-line during the excitation according to moving
window technique. The other method to identify system state isthe PCA (Section 2.2.3).
Base on the derivation, we can conclude that system normal modes can be approached
assignals PCsfollow three restrictions: 1.the damping ratio is small enough in all cases,

2.the structural mass matrix is homogeneous, and 3.the number of measurement should
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be larger enough. Following these criteria, the system normal modes can be obtained by

the PCA.

After the global system characteristics are identified, we go detail of the local

motion properties based on three different analyses. The first one is the SSA (Section

2.3.1). It can decompose local signals into the mutual mono-components following their

energy contribution. Moreover, the singular spectrum of the SSA can reflect the

decomposition quality and give the preview of the signal information. According to

these properties, the SSA is employed to extract the local element’s principal motion for

further analysis. The other method is CWT (Section 2.3.2). With the help of wavelet

kernel, the CWT can transform input signal into atime-scale plane called scalogram that

represents the time frequency decomposition. The resulting wavel et coefficient givesthe

energy distribution of the signal. While the signal is not continuous at certain time

instances, the scalogram will come out a high energy concentration at that time

instances with a wide range of scale distribution. This property is used to judge the

crack movement. The last method is finite element analysis (Section 2.3.3). Because the

gpatial measurement has obtained the information of full dimensional element motion,

the FEM can be easily performed to derive the element’s strain field using the

displacement measurement. After the elements’ motion properties are derived. We can
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compare the analysis result between elements to defined damage location. The research

framework is shown in Figure 2-6. Further analysis of real structural system will

mention in next chapter.
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Chapter 3. Experimental Survey

3.1 Description of the Experiment

In order to study the application of spatial displacement signalsin area structure
system, the data of a series of shake table test in the National Center for Research on
Earthquake Engineering (NCREE) in Taiwan is chose for further analysis. The
experimental specimen was an one-story two-bay reinforce concrete (RC) frame
constructed following the Taiwanese design code, with the story height 2 m, span length
2 m, and the approximate weight 6500 kg. The cross section of three columns was 20
cmx20 cm, and both joints of the side columns were reinforced for repeated |oading.
The design detail and configurations of RC frame can refer to Figure 3-1 and Figure 3-2.
This experiment constructed six specimens following the same design detail. For shake
table test, each specimen was subjected to seismic loading aong its longitudinal
direction. To measure the structure vibration, two measuring systems were employed.
First system is most commonly used in NCREE including 12 accelerometers, 4 lateral
LVDTs, and 16 small LVDTs. These devices measured the frame acceleration, latera
displacement, and detail deformation of local connection. This system was connected to
the control center and measured with sampling frequency 200 Hz. The other measuring
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system was optical sensing system, with total 24 optical targets which were marked on

the central column to measure the spatial displacement information. This system was

independent from control center with its own sampling frequency 100 Hz. To

synchronize both measuring systems, optical sensing system was triggered with control

center. The configurations of each sensing devices can access from Figure 3-3 to Figure

3-5. The input ground motion of shake table test was selected the Chi-Chi earthquake in

Taiwan (Station TCU082) which is shown in Figure 3-6. Two groups of tests were

performed. The Groupl compared the response of 4 specimens with different intensity

level. And Group2 focused on a single specimen (RCF6) excited by series of excitation

with different intensity level applied back to back. The intensity level was selected 600

gal, 800 gal, 1000 gal, 1200 gal, 1000 gal, 800 gal, 600 gal (Numbered from RCF6-1 to

RCF6-7). The physical information of these excitationsis listed in Table 3-1.

In this research, the analysis will focus on the Group2 test and the spatial

displacement data acquired from the optical sensing system. The signal analysis

methodologies mentioned in previous chapter are applied to identify the system

parameters and produce damage assessment.



3.2 Preview of System Physical Properties

Since this experiment was recorded using two different measuring system and the
data from normal measuring system including accelerometers and lateral LVDTs had
been well studied by other researchers [12, 14, 16], there are some structural physical
properties we can preview (accel eration measurement of RCF6-2 (800 gal) was broken).
First is the absolute acceleration response (Figure 3-7). The Fourier spectrum (Figure
3-8) of it shows that the structure dominant frequency response changed during these
seismic vibrations. The system natural frequency is also identified by absolute
acceleration data using equilibrium linear system analysis (Table 3-1). Another
measurement is about the relative displacement from the lateral LVDTs (Figure 3-9). It
displays that the structure had permanent deformation in each seismic response. If we
transform this displacement data into story drift ratio (Figure 3-10), the most vibration
time frame can be roughly estimate. Finally is the hysteresis behavior (Figure 3-11) of
each seismic test. From this figure, the stiffness degradation is significant during first

two cases. After that, the structural stiffness just changed slightly.
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3.3 Optical Data Preprocessing

As mentioned in the Section 3.1, the spatial displacement data is measured using
an optical sensing system. This system is caled Dynamic Measuring Machine (DMM)
designed by NDI Inc. It consists of two maor devices. One is the Target-based
Photogrammetry that provides the ability to conduct dynamic measurement functions
and full three dimensional tracking. The other device is OPTOTRAK® Certus which is
the optical tracker. It will track the optical laser flashed by the target system that marks
on the specific points of the structure. The tracker has the ability to track how these
three dimensional measurements change over time for dynamic motion measurement
with RMS accuracy up to 0.1 mm. Detail configuration of optical sensing system is
shown in Figure 3-12. Since the optical tracker uses its own processing system to
measure the three dimensional motion over time, some optical data preprocessing
technigues must be performed before utilizing these measured signals. The processing

techniques are listed as follows:

3.3.1 Three Dimensional Affine Transformation

The original three dimensional measurements are stored in a regular Cartesian
coordinate defined by the optical tracker’s location and facing direction. Although the
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coordinate can be set up as correct as possible, it still has some difference because of the
personal equation. The scheme of this question is shown in Figure 3-13, where axes
X-Y;-Z, may refer to the coordinate of optical sensing system and axes X,-Y,-Z, are
the design system. To correct the difference, the three dimensiona affine transformation
that combines of rotation and tranglation of the coordinate is performed. The processes
are as below:

First is arranging the design position of all optical targets and the measured

position at the initial stage in two ensemble matrices with an adding coordinate W of

valuel, that is
] [x % - x X[ I % = X
Pd%ign = Y = yl y2 yn ’ and Pmeasure,init = y’ = y'l y’2 y’n ' (31)
w 1 1 1 W 1 1 1

The suffix 1,...,n represents order of optical sensors in the experiment. This kind of
coordinate representation is called the homogenous coordinates. The adding coordinate
of value 1 conducts the application of trandation. Therefore, the transform matrix T
between these two ensemble matrices can perform both rotation and translation of the
vector space. To get the transform matrix T at the second step, the division of two
ensemble matricesis calculated. That is

T=P,__ P’ (3.2)

design™ measure,init *
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As soon as the coordinate transform matrix T between design and optical system
is known, the optica measurement over time can be transform into the design
coordinate system by left multiplying T, that is
(t) = TP, paare (1) (3.3)

Therefore, thedatain - P, (t) will show in the design coordinate system we define.

3.3.2 Shifting of Target Positions

The target positions originally are determined at the design stage and then marked

onto the test specimen, and therefore P, Of the affine transformation result

should be the same as design position P, a the initial stage. But actually there are

lesign
slightly differences between them according to the mark imperfection, shifting of target
position are employed to eliminate the differences. Thus, the resulting measurements
can compare to the design.

Shifting process is done by finding the trandation matrix M =Py — P o
the initial stage. After the trandation matrix M is determined, the measurement over

time can be revised by following the equation,

Previse(t) = Pcorrect (t) +M. (34)
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These two methods including the affine transformation and shifting of target
position are the main optical data preprocessing techniques used in this experiment.

Thus, the following analysis will utilize P

revise

(t) asthe dataof optical measurement.

3.4 Global System Characteristics Identification

In this section, the measured three dimensional displacements are used to identify
global system characteristics. The identified system characteristics focus on the natural
frequency, damping ratio, and mode shapes. Methodologies introduced in the Section

2.2 will be employed here to do the analysis.

3.4.1 Globa System Identification by SSI-COV

As mention in the Section 2.2.1, the derivation of SSI-COV is based on the
discrete-time state space model transform from motion equation. Therefore the input
data of optical measurement should use the relative displacement. The stochastic
property of input data is another limitation should be confirmed as well. Only the
measurement of white noise vibration satisfies this condition and is employed to
identify the system.

Before using the SSI-COV, two parameters should be defined. One is the C,

that determines the percentage of SVD result could be preserved. The other is number
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of row i which defined for building the data Hankel matrix. These two parameters
sometimes influence the identification of system. For example, the larger C,, value
will involve more signal information so that more identified results whether they are
noise or not may present; the number of row i changes the arrangement of data
Hankel matrix and the identified results may perturbations according to this reason. To
deal with these problems, the stability diagram [15] is introduced. It is achieved by
plotting calculation result (mostly the frequency) versus the number of row i in the
same figure. The real system modes in this diagram should be present in a line
accordingly. As contrast, noise modes will appear in a mess. Therefore, it can be easy to
identify the real system characteristics from this diagram.

For this research, al the white noise vibration cases are used and the employed
sensors are focus on central column (Sensor order 2-12, 18-26). The C,, value is
selected to be 0.7, 0.8, and 0.9, as well as the number of row i vary between 2 and 200.
The stability diagrams of identified result show from Figure 3-14 to Figure 3-16. These
figures were plotted with frequency domain decomposition (FDD) as compared. From
these figures, not only the SSI-COV but also the FDD show a single structure mode
during the series of shake table tests. It may due to the almost SDOF system according
to the one-story two-bay RC frame. And after each excitation, the structure natural
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frequency got alittle bit smaller of entire round. This situation means the structure state
changed and the stiffness became smaller and smaller. If we compare between different
C,q Vvalues, the stability diagram shows that the natural frequency won't vary but the
higher C,4 will come out more stable identified result. The identified natural
frequency and damping ratio are listed in Table 3-2. Though the damping ratio is hard to
make a comment, the natural frequency can compare with Mao’s research [16] using
equivalent linear system from accelerometers in Table 3-1. They are similar to each
other. Thus, it confirms that spatial displacement data can also be applied to identify the

system natural frequency and get areliable result.

3.4.2 Global System Identification by RSI

The RSI is performed in this study to identify the system during seismic vibration.
To employ RSI, some procedures need to be followed. First is about the analysis dataset.
The measured structural relative displacement has permanent deformation due to the
nonlinear behavior of seismic excitation. To keep the equilibrium linear assumption of
state space model, the high-pass Butterworth filter with cut-off frequency 1 Hz is
applied to al relative displacement measurement to remove these permanent

components. The other process is to determine the window length and shift length.
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These two parameters influence the identification resolution and the quality of detecting
the change. For this research, the window length is 5 sec and shift length is 0.1 sec.
Findly is to choose the number of row i, C,,, and C .. that related to de-noise
technigues. According to the information from the SSI-COV, these parameters are set to
be 100, 0.9, and 0.9. The same optical sensors as the SSI-COV are employed as the
output measurement, and the mean measurement of optical Sensorl and Sensorl7 is
used as the input measurement. The identified system natural frequency and damping
ratio are shown in Figure 3-19 and Figure 3-20.

From the natural frequency variation, we found out the structural natural frequency
has a significant jJump at the first 600 gal excitation during 30 sec, and another jump
occurs closed to 40 sec. After that, the natural frequency change during the remaining
excitations just has dlightly difference. The most distinguished time frame of frequency
change is about 30 sec in these remaining excitations. For damping ratio variation in
Figure 3-20, we found out the damping identification quality is not very well. But we
can know that the system damping ratio is around 0.06, which is within the range of
normal RC structural damping, and the damping is a little bit larger during the seismic
effect. The identified natural frequency at the initial and end of time is listed at Table
3-3 and al the natural frequency variations are plotted in Figure 3-21.
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3.4.3 Effective Mode Shape by PCA

PCA has been proved that it is capable for calculating the system mode shape in
Section 2.2.3. Though there are three restrictions should be followed. For our optical
sensing system, the weak point is that the marks of optical sensors are not well uniform
distribution. Few sensors are placed at central and most sensors are placed at both ends
(Figure 3-4). However, the optical sensors are still distributed on the whole central
column with a nearly equal spacing a both ends. Therefore we can assume the
restrictions are approximately agreed. One more thing needs to be mention in this
anaysisisthat the mode shapes are approached using SVD, that is

X=USV', (35)
where the left singular vector U is equa to principal components ¥ which is the
normal modes in Eq.(2.28). Since the normal modes are unit vectors, we plot out the
mode shapes with the contribution from S which stand out the analysis results. The
resulting first and second mode shape are shown from Figure 3-23 to Figure 3-26.

According to these figures, the contribution of first mode is relative larger than the
second mode for every case. Also we know that the series of excitations is performed
symmetric. The cases with the same intensity level show different contribution. This

makes us detail see through the modal contribution which is
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Modal Contribution =

—r x100(%). (3.6)
The calculation results of modal contribution are shown in Figure 3-27 and Table 3-3.
The contribution of first mode leads over 99% in all cases according to the amost
SDOF system. But if we further examine the scale between 99% and 100%, the modal
contribution of first mode is getting larger and larger during these cases. This tells us

while this structure suffering damage, the modal contribution will be difference, and the

contribution from first mode is getting larger.

3.4.4 Vector Space Damage Indicator by SSI-COV

From the derivation of SSI-COV in Section 2.2.1, we know that the system
extended observability matrix O, is computed from the eigenvectors of SVD, and the
matrix O, contains the system information, which can further calculatedto A,, C,
that represented the state space equation. We expected O, must have the information
while the structure varies. To detect this kind of variation, there are researchers
establishing methods to identify the vector space difference [1, 17, 27]. The concept is
that the vector space represents a certain condition of system state. The space will differ
while system changed. The left singular vectors U of EQ.(2.12) can conduct this kind

of detection [4]. Thus, the damage indicators of null-space and subspace are introduced:



It starts from the SVD of EQ.(2.10). While the system order is determined by S,
and the noise term or ultra-low level singular values are denoted by S, (control by

Cyq), the SVD can be approximated as

T=[U, UZ][Sl 0 }{W} =[U,

0 S, V; Un]ﬁ: Son}{zgr] &)
where the suffix N denotes null-space, S is subspace, and S, =0 . Based on the
orthogonormal properties of eigenvectors, the following equations are always satisfied:
uUlU, =0, (3.8)
T'T-T'UU'T=0. (3.9
Eqg.(3.8) is about the orthogonality between subspace and null-space, and the second
equation is the projection error on to the space expand by U . If S, is close to zero,
Eqg.(3.9) canberevised as

K
T'T-T'UUT=0& Y (- UULt
i=1

sTs i

)=0, (3.10)
where t is the i-th column vector in the Toeplitz matrix T. Both Eq.(3.8) and
Eqg.(3.10) are used to detect the damage. The scheme of damage detection can refer to
Figure 3-17. The vector space U at undamaged state (a) is set to be reference space. If
the space is difference (b), the vector space U™ is no longer equal. Compare these two

vector spaces (c), they have space angle and projection value between them. To employ



this concept, assume the Toeplitz matrix T of reference and current state are T, and

T . Thus, the SVD of them are

'Se 0 ]|V
To:[Uso UnO] ° }{ O:|’

0 S,V
- 0TV (3.11)
S, V!

T=[U, U,] 0 s }[VT}

The damage indicator DI, based on the null-space of T, can be defined as the
absolute mean value of the matrix evaluated from subspace and null-space that

DI, = mean(|UTU,,,

), (3.12)
where mean(-) evaluates the mean value of &l elements in the bracket and || is
taking the absolute value. The other damage indicator DI based on the subspace of

T, isasodefined as

DI_ =12 . (3.13)

The denominator is used to normalize the DlI;. In this research, the vector space of
WNL1 is set as reference state and the other cases at each time instance are treated as
current states. Base on EQ.(3.12) and EQ.(3.13), the damage indicators are shown in
Figure 3-18 and Table 3-2. Asthe structure suffering from seismic loading between each
white noise case, the damage indicator of DI, and DI, got larger and larger. The

reason why the indicator between WN1 and WNZ2 is more significant change than other
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cases may refer to the natural frequency result of the SSI-COV. The system state had the
largest difference during the excitation of RCF6-1 (600 gal). After that, the system state
just changed dightly. The other information from Figure 3-18 is that DI, is not

sensitive for thisanalysis. But it also tells the change of system state.

3.5 Local Element Motion Analysis

After global system characteristics have been identified, this section would like to
analysis the local element motion properties from the mesh of these sensor locations.
The configuration of meshes can refer to Figure 3-28. There are ten elements marked on
the central column with a rectangular shape and numbered from bottom to top. By
applying methodologies introduced in Section 2.3, these elements principal motion,
displacement non-continuity, and strain variation during the series of excitations are
examined. These analyses are based on the geometric properties. The extracted features

will compare between elements, therefore damage location may be determined.

3.5.1 Loca element principal motion by SSA

According to previous introduction, the SSA has the ability to decompose
multivariate signal into mutual trend, harmonic wave, and noise term. Following the

property, this research applies the SSA on the optical signals acquired from seismic
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excitations of each mesh element (neglect central elements B5 and B6) defined in

Figure 3-28. The SSA parameter L is selected as 400. By examining the singular

spectrum of decomposed result, the reconstruction focuses on the dominant eigentriple

defined in Eq.(2.35). Then the reconstruct signals are treated as the element principal

motion. One assumption is made that the principal motion along longitudinal axis X is

different from vertical axis y according to the orthogonality of axes. Therefore, they

are separated into two categories and need to be analysis apart.

In this research concept, the principal motion of each concrete element should

move like a rigid body motion. But while crack occurs, the element principal motion

will act with a significant difference. By detecting the difference between two axes, the

crack location and direction may be discoverable. This idea assumes the influence of

rigid body rotation is small enough that can be neglected. The scheme of this concept

can refer to Figure 3-30(a) and (b). The analysis procedures are as follows:

1. Apply SSA on displacement data of each element nodes according to the axes,

and reconstruct the dominant eigentriple as element principal motion.

2. Examine the motion difference along edges based on Figure 3-30(a) and (b).

The difference of edge P1-P3 and P2-P4 are for y direction, and edge P1-P2

and P3-P4 arefor X direction. Definition of nodal order isin Figure 3-29.
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3. Calculate the square-sum of the signals of difference, and observe the result.
The square-sum is defined as S;; (t)=sj; (t)+5),, (t) for i-th dlement y
direction, where the s, (t) and s,(t) are the motion difference along two
edges. The same processis set for X direction.
The analysis results show from Figure 3-39 to Figure 3-52 for total 7 seismic excitation
cases. We select two cases for detail discussing the analysis procedure (Figure 3-31 to
Figure 3-38), and the same concepts are also capable for other cases. The selected cases
are RCF6-1 (600 gal) for first excitation and RCF6-4 (1200 gal) as largest excitation.
For the element principal motion along X and y axis at anaysis Stepl, the
results of RCF6-1 are shown in Figure 3-31 and Figure 3-32 and RCF6-4 are in Figure
3-35 and Figure 3-36. These subfigures are arranged according to their position along
the column. By examining the singular spectrum and the 4 nodes principal motions, we
can easily found out that the principal motion of each element is reflected atrend. This
tells us the principal motion is the element’s permanent deformation. One will doubt
that the motion of RCF6-1 X direction top side elements didn’t reflect this situation.
This is related to the element dominant motion properties and the SSA techniques. For
this series of analyses, the elements, which reflected this condition, are listed in Table
3-4, and we will neglect these data for further analyses. Detail examine the trend
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components, we can discover that the 4 nodes principal motions of an element are

behaved in two groups. For X direction, the two groups are P1-P2 and P3-P4. And for

y direction, they are P1-P4 and P2-P4. The different behavior of these group may

induced by element rotation or shear deformation. But in some cases, for example

RCF6-1 y direction element B2 and RCF6-4 X direction element B1 to B3, the

grouping behavior is not consist. This inconsistent situation may refer to a crack

presents (Figure 3-30(a) and (b)). We perform Step2 to examine the difference. The

results of RCF6-1 are in Figure 3-33 and Figure 3-34; for RCF6-4 are in Figure 3-37

and Figure 3-38. The healthy elements should come out a line aong zero in these

figures and the damaged elements are not. Finally, compute the square-sum in Step3.

Therefore, we can determine the time instant and severity between elements from

Figure 3-39 to Figure 3-52.

In this three steps analysis, it eliminates the directions of difference (elongation or

shortening) because of the square-sum. If considering these directions of difference and

computing bending effect as Figure 3-30(c), the element motion can be estimate more

detail. This research selects the element B2 y direction difference for the analysis.

The analysis result is shown in Figure 3-53 with the rotation angle and left side

difference plotting together. It reflects that element B2 was bending in positive z axis
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and elongating along the y axisin first four cases. After that, it recovered back some

bending angle with shortening along y axisin remaining excitations.

3.5.2 Displacement non-continuity by CWT

The CWT in this research is used to detect the signals non-continuity. For each

control element, we can calculate the displacement difference follows the geometric

detection concept in Figure 3-30(a) and (b). If the crack acted, the signals of difference

may present a non-continuous behavior. Therefore, the application of CWT can detect

this non-continuity, that the scalogram shows a high energy concentration in some time

instances. This information will tell element nonlinear motion occurrence time and may

consist with the crack occurrence.

In this research, we selected the element B2 y direction for the analysis resullt.

The reason is that the element B2 has the most severity damage and the cracks are lies

on X axis. The results of left and right edge differences are shown from Figure 3-54 to

Figure 3-67 with time-scale plane and the analysis signals plotting together. These

figures give the energy concentration time instance which is also the time where the

non-continuous signals acted. The identified time instances are mostly lies on 30 sec, 38
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sec, 40 sec, and 47 sec. These time instances will be confirmed, that they match with the

element nonlinear behavior, with other methods in Section 3.5.4.

3.5.3 Local element strain by FEM

Because the discrete elements defined in Figure 3-28 are like a finite element mesh
grid and the elements orientation can be directly measured using optical sensors, the
concept of two dimensiona finite element analysis may applied on this kind of data.
First we consider a case that the dimension of each element is aready known at the
initial stage (design dimension), therefore the Jacobian matrix J° in EqQ.(2.49) is
obtained based on this information. At every time instant, the displacement vector d°
in Eq.(2.42) isacquired from the optical measurement. Thus, the strain field € of each
element can be derived. The analysis results are shown from Figure 3-68 to Figure 3-70
with all cases (RCF6-1 to RCF6-7) plotting together. The three figures represent &,
g,,and 7, . The dash line in each figure indicates the strain value at +3x10~°, and
the time interval within two ticks represents a seismic excitation. Follow the same
concept as Figure 3-30, we found out that the element with most notable variation,
which are B1-B3 of ¢, B1-B3, B7, B9 of ¢, , and B1-B3, B7 of y,,, will match to

the crack location. The different between these three groups may due to the crack
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direction. In these figures, the ¢, variation is much larger than &, and 7, since
most of the cracks are located along X axis.

The other case considers that the analysis is without pre-knowledge about the
structure design. Therefore the element orientation can only be extracted from the
optical measurement. This case is to simulate installing the optical measuring system to
a structure aready under service. The seismic excitation RCF6-4 with highest intensity
level (1200 gal) is selected to perform this research, and the resulting strain fields are
shown from Figure 3-71 to Figure 3-73. The result is different from the previous at time
270-360 sec (interval of RCF6-4), since the strain values are initialized at zero
according to the case conditions. Even though the initial condition is different, the
identified crack location can aso be obtained from the variation of stain value. The
signal of elements with crack always has an unrecoverable trend component. And if we
detail examine these element strain about ¢, , there are spikes occur at some particular
time instant (30 sec, 38 sec, etc.). These spikes may indicate the damage action. As
contract, the elements without trend have no spike presents. It aso has the same
condition asfirst casethat &, variation isnot so significant than &, , but the crack at
B1 and B2 are still detectable. This approximate element strain result will be compared
with other signal analysis methods in next section.
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3.5.4 Connection between Local Analysis Methodologies

The previous three sections have introduced three kinds of approaches to obtain the

element properties. In this section, the connections between these analysis results are

discussed. First isthe strain field trajectory.

The approximate strain field has been derived from the FEM, and the result with

non-zero trajectory has discovered that it may consist with crack location. But the FEM

strain only obtains an approximate result. This analysis would like to use the SSA

principal motion to acquire the strain trgjectory following more simply concept. The

concept is treating the mesh element as a tiny control volume. Therefore the strain

definition can be obtained (Figure 2-5) with the principal motion as

£, = (PZX_P].X)+(P4X_P3X) (314)
2xdx
(PSy_Fiy)-‘_(Pély_Psy)
= 3.15
Ew 2xdy (3.15)

(P =Py)~(Py—Ry)) dx+(~(Py =Py, )+ (P, — R, ) ) dy
2x dxdy

Y = (3.16)

This analysis selects the element B2 to perform this analysis. The resulting figures are

shown from Figure 3-74 to Figure 3-76. The dash line indicates the strain trgectory

obtained from FEM and solid line is result from the SSA principal motion. It can be



seen that they have the same tendency during the time interval, though tiny
inconsistence is present within the strong motion duration.

The other is the crack movement time instance identification. The CWT and FEM
both can detect the crack movement time instance; the CWT examines the energy
concentration of scalogram, and the FEM detects the spike occurrence. This section will
check the consistence of detected time instance. It is achieved by plotting the two results
together and examining the identified time. The element B2 is also selected to perform
this analysis, and the result is shown from Figure 3-77 to Figure 3-80. From the figures,

the spike of strain ¢, ismatch to the time instance of energy concentration of CWT. It

means the detection may be reliable.

3.6 Chapter Summary

In this chapter, an experiment about a one-story two-bay RC frame is examined.
This experiment consists of a series of seismic excitation with different intensity level
apply back to back. Two measurement systems are installed on this specimen. One isthe
normal measuring system and the other is the optical measuring system. This research
focuses on the data acquired from the optical measuring system. Signal analysis

methodologies introduced in Chapter 2 are applied to identify the global system
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characteristics and perform damage assessment. The results show well behavior to

reflect system condition and local damage occurrence. It can also be compared with the

identified characteristics from normal measuring system analyzed by other researchers.

The summary of thisanaysisis asfollows:

1. The seismic ground motion started at about 30 second for ensemble rounds,

and these excitation levels are selected as 600 gal, 800 gal, 1000 gal, 1200 gal,

1000 gal, 800 gal, and 600 gal applied back to back..

2. The structure had already got into nonlinear behavior in first excitation,

though no significant crack occursin the central column. Due to the nonlinear

behavior, permanent deformation is presented in all cases.

3. This research performs analysis based on the optical sensing system which

can measure the three dimensional displacement. Before using it, coordinate

correction is needed. Moreover, the mean value of Sensorl and Sensorl? at

the bottom of column is defined as the ground motion since most of the

analyses are performed using relative displacement.

4. The system natural frequency and damping ratio between seismic excitations

can be identified using SSI-COV. Optical sensors located in central column

are used for analysis. The stability diagram just shows single mode due to an
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almost SDOF system in global point of view, and the natural frequency got
smaller following the cases. For a more stable identification, the number of
row i should select around 100.

The variation of natural frequency and damping ratio during seismic can be
detected by RSI. The output data of RSl is selected the same as the SSI-COV
and input is the ground displacement. The parameters of RSI are window
length 5 sec, shift length 0.1 sec, C,, =09, C, =09, and i=100.
Analysis results reflect that the most significant frequency reduction occurs at
30 sec, and then another reduction at about 38 sec. If we compare between
cases, the reduction at first case (RCF6-1) is more significant than others. The
identified natural frequency can compared with SSI-COV using white noise.
Though there is dightly difference between them, the trend of frequency
decrease is the same.

The system mode shape can be briefly obtained by PCA. Relative
displacement of seismic datain central column isalso used in thisanalysis. To
stand out normal mode, modal contribution computed by SVD is combined
with it as effective modal shape. The modal contribution of the first mode
became larger and larger along the series of excitation.
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10.

11.

Damage assessment can detect by the SSI-COV vector space variation. Two
damage indicators are employed in this analysis. For the analysis result, the
damage indicator variation at first case (RCF6-1) is significant. After that, the
indicators just enlarge alittle during the remaining seismic cases.

Optical targets can be meshed into a group of elements. The identified
element characteristics should consist with system local information.

The SSA applies on the element displacement data and reconstruct the
dominant eigentriple will obtain the element permanent deformation. This
deformation will consist while element remain rigid. If the motion get a
different tendency, there might crack occurs at this element.

The element crack action time instance can be detected by CWT. This is
achieved by examining the signal non-continuity from the time-scale
scalogram. The non-continuous time instance will come out a high energy
concentration with awide scale band.

The local element strain variation can be derived by FEM. For the health
elements, the strain value vibrates along zero. For damage elements, there are
an unrecoverable component include in the strain history. There are spikes

occurrencesinthe &, time history which may indicate the crack motion.
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12. The strain trgectory obtained from SSA principal motion has the same

tendency as the finite element approach, though during the strong motion

region, the approximate strain will have some inconsistence.

13. The CWT energy concentration time instance can be compared with the FEM

spikes occurrence time. This condition may tell that the detection of crack

movement isreliable.

Both the SSA and FEM can detect system damage location. This is not only

because of the application of these methodologies but also the large amount of sensors

provides by the optical measuring system
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Chapter 4. Conclusions

4.1 Research Conclusions

This research studies the application of signal processing techniques on the spatial
displacement data acquired by optical measuring system. The system has the ability to
obtain a large amount of target points' three dimensional motion over time. Therefore it
can acquire detail structural motion for structural health monitoring (SHM). An
experiment of one-story two-bay RC frame is selected to perform the analysis. The
central column of this frame was installed the optical measuring system for the 3D
motion. The methodologies including system identification and local motion detection
are applied on this spatial displacement data to see the capability for SHM. The analysis
results have been discussed in Section 3.6. For this section, some conclusions of this
research are made.

1. The coordinate system of measured data is important. Especialy for spatia
displacement signal, the motion direction should be correct; otherwise the
dynamic calculation result may get wrong answer. The affine transformation
is a widely used technique for coordinate transform. It can perform
transformation and rotation in one time.
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The SSI-COV is a powerful system identification technology. It performs

system identification using output only signals. In most researches, the

SSI-COV is applied on the acceleration data. In this research, we employed it

on two dimensiona displacement measurement. Based on the state space

derivation, it should be also capable. The identified result just shows tiny

different compare to frequency detect by equilibrium linear model. It proves

the method is capable.

While according to the different system condition between seismic excitations,

the damage should be judged. Two indicators of vector space projection

theory are introduced. There are null-space damage index and subspace

damage index. Both indicators are well behavior in this research that can

detect the system change, and the value of subspace index is much smaller

than null-space index. This highly vaue difference may because of the

projection complexity. The null-space is more complexity than subspace.

For structural dynamic system identification, the RSl is used. Since the

derivation is based on the state space model. The spatial displacement data

should be removed the trend component before applying the analysis.

62



A brief system normal mode can be approached by sensor distributed. So, the

gpatial displacement data of dynamic motion analyzed by PCA is considered.

The result shows that while system changed, the modal contribution will be

also differs. In this case, the contribution of first mode has a tendency that's

get larger and larger.

The mesh method of optical sensors can be judged following the element

shape. For a more widely used and easily meshed element, quadratic four

element is better for mesh grids

The SSA has the ability to extract element principal motion. While the system

got into nonlinear behavior. The element principal motion is the permanent

deformation. For an idea element, the element principal motion should move

as rigid body. The rack may present in specific element since its 4 nodes

motion have significant inconsistence that different from rigid body.

The signal inconsistence of the element edge may refer to the crack present. If

calculating the signal difference, the non-continuity of it may consist with the

crack occurrence time instance. The CWT has the ability to extract the

non-continuity time instance form the signal.

63



9. FEM is an outstanding method for mesh-type element. Since the dynamic

motion is measured from optical signals, the approximate strain field can be

directly calculated without solving boundary value problem. The strain value

also shows great behavior for damage localization, and can be compared with

SSA approach.

10. The element strain trgjectory can be approached by SSA principal motion. The

calculated result is consisted with FEM trend. This means the approaches are

reliable and the optical sensor arrangement is feasible for detail analysis.

This research has proved the capability of system identification using the spatial

displacement data and performs damage assessment and localization. These identified

results also show that they can be compared with the results obtained from normal

measuring system. This means the sensing technique is a good system to measure data

for SHM. But some issue also needs to be mention. First is the capability of SSA. It has

been proved that the element principal motion should be a permanent deformation while

structure got into nonlinear behavior. But in some cases, we are hard to extract the

element permanent deformation. This is because the SSA decomposition is based on the

decomposed signals energy. If the energy of permanent deformation is not significant

than oscillation wave, the permanent deformation will be hard to extract. The other is
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the damage quantify. The judgment of damage detects by the vector space damage

indicator and other local analysis methods need to be established.

4.2 Recommendations for Future Work

The spatial displacement measurement has been proved the capability for the

system identification and damage assessment. However, the optical measuring system

used in this analysis is a total integrated system provides for experiment, which is not

suitable for normal condition. To establish a sensing system with more widely capability

for SHM, we can go detail about how to extract the three dimensional displacement data

from the image. And apply this technique to the monitors installed in the structure.

Another idea is to long term measuring the structural motion through monitors, and

performing system identification over time. It may become a good measuring system for

SHM. For the local damage assessment applied in this research. The local element crack

can al be detected. But the damage condition of elements without crack is hard to be

quantified. The better indices should be established to quantify the damage condition

and perform early warning. These are all hard issues. Further study is needed for these

problems.
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Table 3-1 Physical parameters of shake table test (Freqg. refer to Mao)

Excitation Max Absolute Max. Story Equivalent Linear System Freq.
Case ID. PGA (gal)
Type Accel. (gal) Drift Ratio Start Freg. (Hz) End Freq. (H2)

WN1 White Noise 29 24 0.06 5.82

RCF6-1 TCU082 622 1225 1.35 5.87 2.87
WN2 White Noise 30 18 0.04 312

RCFé6-2 TCU082 800 (expected) - - -
WN3 White Noise 32 13 0.05 247

RCF6-3 TCU082 1041 1368 2.69 26 245
WN4 White Noise 30 15 0.06 2.67

RCF6-4 TCU082 1103 1271 294 2.35 2.35
WN5 White Noise 32 14 0.05 257

RCF6-5 TCU082 1004 1261 2.87 2.35 2.36
WN6 White Noise 27 15 0.07 257

RCF6-6 TCU082 803 1059 245 2.36 2.39
WN7 White Noise 30 13 0.06 252

RCF6-7 TCU082 582 806 201 242 243
WNS8 White Noise 32 13 0.06 2.49

Table 3-2 White noise analysis result by SSI-COV (Cs,q = 0.9)

WN Case ID. Natural Freq. (Hz) Damping ratio S“bSpac.e Damage Null-space Damage
Indicator Indicator

WN1 5.76 0.04 0 0

WN2 3.07 0.08 0.79 3.317 x 1073
WN3 2.88 0.09 0.85 3.354 x 1073
WN4 2.62 0.08 0.91 3.357 x 1073
WNS 2.52 0.07 0.93 3.383 x 1073
WN6 2.46 0.07 0.94 3.373 x 1073
WN7 244 0.07 0.95 3.366 x 1073
WNS8 244 0.07 0.95 3.411x 1073
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Table 3-3 Seismic analysis result by RSl and PCA

RSI Frequency PCA Modal Contribution
Seismic Case ID
Start Freg. (H2) End Freq. (H2) First Mode (%) Second Mode (%)
RCF6-1 5.78 3.08 99.22 0.74
RCF6-2 3.10 2.65 99.64 0.34
RCF6-3 3.16 25 99.52 0.47
RCFo6-4 2.58 2.36 99.82 0.16
RCF6-5 2.58 2.28 99.95 0.02
RCFo6-6 2.36 2.22 99.96 0.02
RCF6-7 243 2.35 99.95 0.03

Table 3-4 Element with oscillation principal motion by SSA

Seismic Case ID x Direction Element y Direction Element

RCF6-1 B,, Bg, By, B1o -
RCF6-2 B, -
RCF6-3 - -
RCF6-4 ! ]
RCF6-5 2 Byo
RCF6-6 i -
RCF6-7 - -
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SSI-COV System Form the block Toeplitz matrix from Hankel data matrix:
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Figure 2-1 Flowchart of SSI-COV algorithm
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Figure 3-1 Specimen of one-stary two-bay RC frame
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Figure 3-2 Design detail of elements and specimen diemnsion
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Figure 3-5 Optical sensing system in the shake table test
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Figure 3-6 Normalized input ground motion of TCU082
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Figure 3-7 Absolute accel eration response of the series of excitations
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Figure 3-10 Inter story drift ratio of the series of excitations
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Figure 3-11 Hysteresis behavior of the series of excitations
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Figure 3-12 DMM of NDI Inc.: (a) Optical tracker and (b) targets.

Figure 3-13 Scheme of two different coordinate systems
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Figure 3-17 Scheme of space difference (a) reference, (b) current, and (¢c) compare
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Figure 3-18 Damage indicators of space projection
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RSI Frequency Compare Diagram
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Figure 3-22 Instantaneous phase analysis
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Variation of Modal Contribution
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Singular Spectrum

RCF6-1 (600gal): Top Side X Dir. Pricipal Motion
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Singular Spectrum

RCF6-1 (600gal): Top Side Y Dir. Pricipal Motion
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Figure 3-32 RCF6-1Y Dir. element four nodes principal motion
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Singular Spectrum RCF6-4 (1200gal): Top Side X Dir. Pricipal Motion

1
]

O o *

>

(%)

;

f
KN
o

o
=
o
N
o
N
=]
w
=]
Yy
oS
a
=]
o
=]
~
o
©
=]

1
)

I

[S)
=
S
N

70 80

1
1

[\’
23]
&
£:]

o
=
S)
)
o
)
o
w
=]
e
S
o
S
o
S
~
o
®
=]

1
/

|

0 10 20 20 30 40 50 60 70 80
Number of SV Time (sec)
Singular Spectrum RCF6-4 (1200gal): Bottom Side X Dir. Pricipal Motion
2 T T T . .

R R & ]
I
0 10 20 20 30 40 50 60 70 80
2
T~
- i
j\\-m 50505 =1
iy 2 | | | | |
0 10 20 20 30 40 50 60 70 80
2

[
/

[\»
03
[
i
H
L: I

o
=
o
)
=}
N
o
w
S
e
S
I3
S
o
S

70 80

]
/

[
B1
3
E
I
I
E:
E:

L
0 10 30 40 50 60 70 80
Number of SV Time (sec)

N
o
N
o

Figure 3-35 RCF6-4 X Dir. element four nodes principal motion

100

O o *

>




Singular Spectrum

RCF6-4 (1200gal): Top Side Y Dir. Pricipal Motion
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Figure 3-42 RCF6-2 Y Dir. square-sum of unrecoverable signals
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Figure 3-44 RCF6-3 Y Dir. square-sum of unrecoverable signals
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X 10'5RCF6-4 (1200gal): Top Side X Dir. Square-sum of Unrecoverable Signals
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Figure 3-45 RCF6-4 X Dir. square-sum of unrecoverable signals
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Figure 3-46 RCF6-4 Y Dir. square-sum of unrecoverable signals
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Figure 3-47 RCF6-5 X Dir. square-sum of unrecoverable signals
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Figure 3-48 RCF6-5 Y Dir. square-sum of unrecoverable signals
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Figure 3-49 RCF6-6 X Dir. square-sum of unrecoverable signals
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Figure 3-50 RCF6-6 Y Dir. square-sum of unrecoverable signals
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X 10'3RCF6-7 (600gal): Top Side X Dir. Square-sum of Unrecoverable Signals
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Figure 3-51 RCF6-7 X Dir. square-sum of unrecoverable signals
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Figure 3-52 RCF6-7 Y Dir. square-sum of unrecoverable signals
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Figure 3-53 Element B2 Y Direction bending angle analysis
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RCF6-1 (600gal): CWT Analysis on the Signal Dirrerence of Left Edge
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Figure 3-54 RCF6-1 CWT analysis of element B2 lef edge difference
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Figure 3-55 RCF6-1 CWT analysis of element B2 right edge difference
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Figure 3-56 RCF6-2 CWT analysis of element B2 lef edge difference
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Figure 3-57 RCF6-2 CWT analysis of element B2 right edge difference
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Figure 3-59 RCF6-3 CWT analysis of element B2 right edge difference
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Figure 3-60 RCF6-4 CWT analysis of element B2 lef edge difference

RCF6-4 (1200gal): CWT Analysis on the Signal Dirrerence of Right Edge
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Figure 3-61 RCF6-4 CWT analysis of element B2 right edge difference
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RCF6-5 (1000gal): CWT Analysis on the Signal Dirrerence of Left Edge
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Figure 3-62 RCF6-5 CWT analysis of element B2 lef edge difference

RCF6-5 (1000gal): CWT Analysis on the Signal Dirrerence of Right Edge
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Figure 3-63 RCF6-5 CWT analysis of element B2 right edge difference
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Figure 3-64 RCF6-6 CWT analysis of element B2 lef edge difference

RCF6-6 (800gal): CWT Analysis on the Signal Dirrerence of Right Edge
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Figure 3-65 RCF6-6 CWT analysis of element B2 right edge difference
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RCF6-7 (600gal): CWT Analysis on the Signal Dirrerence of Left Edge
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Figure 3-66 RCF6-7 CWT analysis of element B2 lef edge difference
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Figure 3-67 RCF6-7 CWT analysis of element B2 right edge difference
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Figure 3-68 Strain field variation from RCF6-1 to RCF6-7, &,
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Figure 3-69 Strain field variation from RCF6-1 to RCF6-7, ¢,

120



B10

B9

B8

B7

B4

B3

B2

B1

Top Side Strain Evolution ynylO'3

o : A tperrsn- Aot iplmsssonperip st
| | | | | |
0 90 180 270 360 450 540 630
T T T T T T
|
| | | | | |
0 90 180 270 360 450 540 630
T T T T T T
| | | | | |
0 90 180 270 360 450 540 630
T T T T
e e i mmwﬁwmmwwwww i

1
100 200 300 400 500 600
Time (sec)

Bottom Side Strain Evolution yxyx10'3

e B AT b " m b Dl "
iy Wl i it

\ \ \ \ \
90 180 270 360 450 540 630

! ! ! ! ! !
0 90 180 270 360 450 540 630

Al u MWWWW it 1] TR Wm”m[ m’mm mm
! | WWFMWWWWMW ‘ MWW"WWM‘ MWM‘WWW WWWWWWW
0 90 180 270 360 450 540 630

W WMWWMWWWWWMWWMWWWWMW‘ﬂ\%mm“m"r‘n%%wmwmwww“m W WW‘“W\N ""”‘TWW
I I I I
0 90 180 270 360 450 540 630

Time (sec)

Figure 3-70 Strain field variation from RCF6-1 to RCF6-7, y,,,
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RCF6-4 (1200gal): Top Side Strain of sXXxlO'3
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Figure 3-71 RCF6-4 Strain field trend of ¢,
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Figure 3-72 RCF6-4 Strain field trend of ¢,
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RCF6-4 (1200gal): Top Side Strain of yxyx10'3
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Figure 3-73 RCF6-4 Strain field trend of y,,,
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X160 RCF6-1 (600gal): Normal Strain € of Element B2
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Figure 3-74 Normal strain ¢, tendency approach by principal motion
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RCF6-1 (600gal): Normal Strain €y of Element B2
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RCF6-1 (600gal): Shear Strain of Element B2
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Figure 3-76 Shear strain y,, tendency approach by principal motion
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Figure 3-77 Local analysis result comparison (a)
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RCF6-3 (1000gal): Local Analysis Comparison of Element B2
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Figure 3-78 Element B2 local analysis result comparison (b)
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RCF6-6 (800gal): Local Analysis Comparison of Element B2
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Figure 3-79 Element B2 local analysis result comparison (c)
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RCF6-7 (600gal): Local Analysis Comparison of Element B2
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Figure 3-80 Element B2 local analysis result comparison (d)
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