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Abstract

Previous studies have many insights in understanding lexical items. They can be
generally captured into two parts: linguistic analysis and application. Linguistic analysis
mainly includes three angles: studies on historical development of linguistic
phenomenon from Historical Linguistics, probes on synchronic emergence of
neologisms from Lexical Semantics, and prediction models built for understanding
survival of words from Computational Linguistics. They can all be applied on including
words for Lexicology, designing language teaching materials, and constructing
resources for Natural Language Processing. However, there is rarely a single work
include quantitative and qualitative methods simultaneously. Second, the generality of
included target words in previous studies needs reconsideration. Meanwhile, temporal
information of lexical items and various linguistic aspects should be invited to probe
deeper for understanding factors contributing to conventionalization of a word. The
conceptual associations of organization in mental lexicon and temporal accumulation
for mental lexicon should all be considered when facing this issue. Thus, this thesis is
aimed to conduct quantitative profiling and qualitative analysis as well as to apply them
in constructing lexical resources with proposing three life stages of lexical items
(diffusion, conventionalization, and inactivation), including target words from different
temporal points, and adopting linguistic variables from six linguistic aspects (phonology,
morphology, semantics, syntax, pragmatics, and sociolinguistics).

In quantitative profiling, the linear regression model has built to distinguish words
from different temporal points. The result shows that pragmatics can best account
behavioral performance of words before 1950 and syntax can best capture words after
1950, which implies that words live longer may correlated with rich experiential and
pragmatic using knowledge, but for those who are born recently their structurally
syntactic compatibility plays important role in deciding their fluctuation in use. Diffused
words are similar to words existing over centuries in their Revised Constant U. From
logistic regression model it is found that number of syllable, number of near-synonym,
number of synonym, activeness in used in comments, and borrowing from other
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language or not are statistically significant variables that distinguish diffused words and
words existing over centuries. On the other hand, words born after 1950 and diffused
words are quite similar in their linguistic characteristics. Prediction model based on
training data from words after 1950 are built to foretell potential life of diffused words.
It shows that number of types co-occurring before target words is statistically valued in
prediction. With words before 1950 and recent diffused words as test data the accuracy
of model reaches 0.6335.

Qualitative analysis on competitions among words from the same synset indicates
that structural compatibility and involved conceptual relations may be the key for one
lexical item to winning over the other synonymous member. Besides, words coming
from different temporal points show differences in their activeness in being used in
comments and posts on PTT. Diffused words are more active in comments, which
implies they are more correlated with feedback oriented oral style and diffused in
interaction. With these findings we can further apply them on proposing suggestions for
lexicology. Pragmatically stable in use, syntactic compatibility, and semantically
number of senses are taken as standard to expanding inclusion of words. The updated
inclusion of popularly used variants, more stable semantic representation, and words
lexicalized from the same conceptual experiences indicates the inclusiveness of

proposed standards.

Key words: conventionalization, life cycle of words, neologism, diffusion, internet

language, language change, quantitative linguistics, corpus, lexicology
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Chapter 1.

Introduction

1.1. Background

Current study assumes that words are important targets in studies. A word uttered
by a person may reveal his or her gender, belief, age, and cognition operation. Words are
more than conveying literal meaning, but also bearing important pragmatic, syntactic,
sociolinguistic, phonological and morphological issues. Lexicology is a branch of
linguistics which concerns words from various perspectives, for example how to include
words that can be used generation by generation, how to display synonyms, or how to
design efficiently for language users to consult. Its importance has been increasingly
recognized in recent years, due to the fact that many lexical resources have been
successfully applied to Natural Language Processing (NLP), socio-cultural
understanding as well as language teaching and learning. However, given that there are
rich discussions on computational lexicology, semantic relationship in lexicology,
user-oriented lexicology, or digital revolution on lexicology (Moon, 2013; Murphy,
2013; Chiara, 2013; Marie-Claude, 2014; Fellbaum, 2014; Polguere, 2014), there is few
discussion on how words enter and live their life in our lexicon as well as the linguistic
factors driven behind. It is even harder to tackle with the issue in Chinese since the
notion of wordhood is still in great controversy. Linguistically we may propose that
frequency-effect takes the lead and entrenchment drives the effects; nevertheless, how
frequent the occurrence should be could we claim it is entrenched is a question. On the
other hand, in the society with rich language contact, code-switching and loan words are

common phenomenon, at what degree can we claim that the word is already loaned into
1



a language to be used so naturally as in the case of “%&j%)”, or it is just code-switching

for communicative need? A quantitative evaluation should be proposed to answer these
questions.

Additionally, though the motives for words to emergent have been proposed from
various points of view (Chao, 1976; Keller, 1994; Hudson, 1996; Aitchison, 2001 ;
Hickey, 2003; Love, 2006; Halliday, 2007; Milroy, 2008), but they are not investigated
in depth, and cognitive factors that are involved to influence the words’ being used as
well as comprehended should also be probed. Thus, current study is aimed to adopt both
qualitative theoretical insights and quantitative experiential evidences to provide
suggestions in constructing lexical resources that can reflect mental lexicon. | assume
that lexicon should include comprehensible aspect and performance aspect. Senses and
forms bearing the senses, the lemma, can be best observed in comprehension test;
nevertheless, the real natural performance can only be observed in real language usage,
so in this study, 1 will highlight this aspect. Though the lexicon utilized in
comprehension may be larger than those used in performance, the lexical items used in
language performance should be fully comprehensible for they are the resources for
initiating daily communication in life. In order to tackle this issue, the key step is to
understand the quantitative index for words that are newly diffused, words that have
been already conventionalized, and words that are inactivated. Thus, instead of
collecting only certain type of words, present study observes linguistic items that have
existed for over 50 years, that have coined for around 50 years, and that have newly
diffused for about 10 years in order to realize the driven factors for a lexical item to

enter into our lexicon, and to be used in real life communication.



1.2. Purpose

There can be found many linguistic insights in the literature of neologisms studies
(Fischer, 1998; Hsu, 1999; Kjellmer, 2000; Metcalf, 2002). Though linguistic insights
are rich, there has been less experimental or empirical evidence of the arguments. There
are some quantitative observations or formula proposed (Chang & Ahrens, 2008; Wang,
2010; Altmann, 2011, 2013; Antoinette, 2013; Kerremans, 2015) to delineate life stages
and to predict whether a word may be survived after being coined. However, their
definitions on survival are inappropriate in that, as I will argue in this study, current
study supposes that once a lexical item is coined it is existed, the only difference locates
on whether it will be passed down to be used in the communication of next generation.
Meanwhile, even a lexical item is less stabilized in use of contemporary generation it is
still with the potential to be revived in the use of future generation. In addition, targets
perceived in these studies, except Chang and Ahrens (2008), are mainly easily
fluctuated nouns. Besides, the word included are without generality but biased in either
only words on Internet or words in textbooks or dictionaries. Among them, the authors
who have approached to propose quantitative index in defining words are Chang and
Ahrens (2008) as well as Wang (2010). Chang and Ahrens (2008) have proposed to use
normalized frequency within a year to judge whether a once diffused new word is
conventionalized in using or is failed to be captured. However, current work argues that
normalized frequency within a year cannot really reflect conventionalization, for it may
be result of temporary burst. Being conventionalized or not should be viewed from
more longitudinal temporal information and cross-timing points’ stabilization.
Moreover, the Constant U proposed by Wang (2010) in evaluating textbook words may

not only be used in defining whether a word is activated or not, but should also be used



to observe the stabilization developmental trend of a word. More importantly, the
linguistic factors driven behind this surface behavioral constant use should be further
explored for the deeper understanding of how mental lexicon cognitively incorporates
new words.

Overall, based on previous proposals and limitations, the purposes of present work
are set to explore following issues:

1. To sketch linguistic characteristics for words from different temporal points

2. To sketch linguistic characteristics distinguished conventionalized and diffused

words

3. To build prediction models for foretelling possible future life of diffused words

4. To qualitatively analyze competitions among words from the same synset

5. To propose suggestions on including stabilized words into lexical resources

In order to solve these proposed issues quantitative and qualitative methods are
both employed. The generality and temporal information of included target words are
tried best to be manipulated based on available resources. Various linguistic variables
are also proposed in order to find out linguistic factors driven behind behavioral

quantitative performance of lexical items.
1.3. Organization

In order to achieve the set aims chapter 2 will discuss related studies on
understanding life of lexical items. Insights from qualitative studies in Historical
Linguistics and Lexical Semantics to quantitative profiling with Corpus Linguistic
investigations and Computational Linguistic prediction models are all reviewed in order
to assist in constructing hypothesis and research method in this study. Chapter 3 will

introduce scope of current work, resources in use, and proposed predictors in detail. The



selections on 384 lexical items and considerations on proposed predictors from six
linguistic aspects: Phonology, Morphology, Syntax, Semantics, Pragmatics, and
Sociolinguistics are discussed. Chapter 4 will illustrate the results and analysis for
answering the five proposed issues. Characteristics of words in different life stages will
be probed qualitatively and quantitatively. These findings will be applied in building
models for predicting conventionalization. In addition, qualitative analysis in between
words competitions from the same synset will be discussed. General results will be
applied in proposing new updates for including stabilized words into lexical resources.
Chapter 5 will summarize findings in present study and propose possible future

direction in follow-up investigations.



Chapter 2.

Literature review

A lexical item has so many aspects that can be evaluated from many perspectives.
It can be analyzed on its historical origin, semantic extension, morphological formation,
syntactically stigmatic relation, phonological interface, social connotation, or pragmatic
knowledge. These aspects may influence its inclusion in lexicography, its teaching
design in language learning, or its weighting in natural language processing. The
approaches to understand a lexical unit can be quantitative and qualitative. However,
there are few investigations incorporating multiple aspects to understand factors
influencing stabilization of general words holistically, namely, the living continuum a
word owns. This chapter reviews related studies from different domains and illustrates
the corresponding findings among them in order to sew together these insights for
further understanding of factors influencing the fluctuation of lexical items.

Given the fact that what we concern is around the occurrences of a lexical item
along with temporal fluctuation, how Historical linguistics tackling the diachronic
development of lexical items and how Lexical Semantics investigate the synchronic
emergence of new expression are reviewed. Following that, studies paying attention on
“life cycle” of lexical items as well as proposed features for words to be “survival” are
introduced, whose insights are further utilized to guide the design of current study. In
the third part of this section, the application on lexicography, natural language
processing, and language teaching from understanding of mental lexicon will be

discussed.



2.1. Qualitative Discussion from Historical linguistics and Lexical

Semantics

In the field of Lexical Semantics and Corpus Linguistics, neology is a popular
issue. Neology can be probed from three aspects (Antoinette, 2013): semantic neology,
lexical neology, and grammatical neology. Semantic neology studies new emergent
senses. The identification of it can be probed with collocational environment because
the new sense of an existed word would collocate with different words from its original
sense. Lexical neology is about the formation of new words, which can be identified in
diachronic corpus. Grammatical neology probes issues like conversion, so it can be
studied by post-processing with parts of speech tagging. In addition to the birth of a
word, the death of a word, the reason why certain words can survive over decades and
why certain words die so early are all important issues which should be paid attention,
too. Namely, the life cycle of a word, its birth, its settling-down, its death, or its re-birth,
should shed lights on the secrets of words, and the cognition of human. To approach
these issues we cannot just focus on newly coined words, but have to bring our attention
to the words stored in our lexicon over generations. Thus, the discussions from
Historical Linguistics on how words sustained and expanded their meanings and
functions as well as how words fluctuate are also introduced with the attempt to explore
the life journey of lexical units.

2.1.1. Historical  Linguistics:  Grammaticalization, = Degrammaticalization,

Lexicalization, and Exaptation

Grammaticalization is a popular issue on verbs from Historical Linguistics’ view.



It captures the information from both diachronic and synchronic aspects. Context also
plays important role in language development (Fischer, 2000; Jucker, 2010). For
diachronic parts, instead of proposing rules, the focus on grammaticalization path gives
insights into changing tendency. For synchronic parts, it focuses on emergent properties
of languages. Metaphorical Extension Approach and Invited Inferencing Approach are
two approaches commonly adopted in studying grammaticalization. They are proposed
separately by Heine and Traugott, and are termed as this by Evans and Green (2006).
Metaphorical Extension Approach is concerned about the metaphorical extension of
human analogy ability which contributes to the development of new grammatical
concepts for an expression. Heine, Ulrike and Friederike (1991) propose a metaphorical

source domain hierarchy:

PERSON > OBJECT > ACTIVITY> SPACE > TIME > QUALITY

Invited Inferencing Approach, on the other hand, is from the perspective on
conventionalization of pragmatic inference, and on subjectification increasing to
account grammaticalization as pragmatic enrichment with constraints from previous
meanings rather than bleaching of old meanings.

Since the new meaning is pragmatically inferred from old meaning, the inferred
meaning can be further distinguished into three levels: invited inference (IIN),
generalized invited inference (GIIN), and coded meaning (Traugott and Dasher, 2004).
As long as the old meaning is accessible, the new meaning is just the invited inference
that is derived in combination with the discourse context, so in this stage the new
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meaning has not yet been coded. However, if only the new meaning is accessible in
certain context, the earlier old meaning(s) of the item would not make sense in this
context, then GIIN can be considered to have become semanticized as a new coded
meaning, as shown in Figure 1. This actually shows some insights on how semantic

neology is settled down.

Utterance type meaning
Conventionalizing of [INs as GliNs

7N

SP/W—-AD/R constraints on weighting of 1iNs
(preferred uses, saliency, relevance, subjectivity, etc.)

Urterance-token meaning
SP/W exploits lINs innovatively
in associative stream of speech

Stage | Coded meaning > Stage Il New coded meaning
(semanticzation)
L— M, L—M, + M,
1 I T
Ca C. Cb

Figure 1Model of the Invited Inferencing Theory of Semantic Change (Traugott and
Dasher, 2004)

These two approaches do not contradict to, but complement with each other
because the former one indicates the direction of grammaticalization, and the latter one
illustrates the process of grammaticalization (Traugott, 2003).

Some counter-examples to grammaticalization are: degrammaticalization,
lexicalization, and exaptation. Degrammaticalization stands for two different

situations. The first refers to prototypical cases of end-stage in grammaticalization. For
9



example, the development into unanalyzable segments as in the case of “h” in “heute” is
one of such case. The other situation is the case that the changing direction violates the
unidirectionality of grammaticalization, namely the direction of semantic clines, or to
upgrade inflectional or derivational forms. Lexicalization is viewed as the way to
enrich the lexicon. Lipka (1990) has defined it as “...the phenomenon that a complex
lexeme once coined tends to become a single complete lexical unit, a simple lexeme.” It
may employ “conversion” as a strategy to use grammatical items as other parts of
speech as in “to up the ante,” ”F-words, calendar,” “forget-me-not,” or "laser.” This
process is also called as “univerbation,” for it loses the character of a syntagma to a
greater or lesser degree. For example, “arise” from ‘on’ + ’rise’ now functions as
monomorphemic non-compositional elements, and belongs to major class (houn and
verb), or “already” (‘all’+’ready’) belongs to minor class. Lehmann (1995) or Wischer
(2002) indicate that there is intersection of grammaticalization and lexicalization for
lexical phrases must be first lexicalized (frozen) before they go into grammaticalization.

Exaptation refers to the situation that a form is given with a new function. It is
widely discussed in studies on language evolution (Hurford, Studdert-Kennedy and
Knight, 1998), and in historical morphosyntax (Lass, 1990, 1997; Vincent, 1995; Norde,
2002). Traugott (2004) has pointed out that some terms have also been used with
reference to similar phenomena, such as “regrammaticalization” (Greenberg, 1991),
“functional renewal” (Brinton and Stein, 1995), “degrammaticalization” (Norde, 2002;
Heine, 2003), and “hypoanalysis” (Croft, 2000). Lass (1990) earliest identified the
phenomenon of exaptation by describing the three possibilities of a form that loses its
function, or is marginal within a system:

a) be lost, b) be kept as marginal, c) be reused for something else (= exaptation).
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We can compare exaptation with grammaticalization with the angle of reanalysis.
Reanalysis has been viewed as significant mechanism in triggering grammaticalization.
It is defined as “a mechanism which changes the underlying structure of a syntactic
pattern and which does not involve any immediate or intrinsic modification of its
surface manifestation” in Harris and Campbell (1995). Vincent (1995) highlights that
grammaticalization is to give a lexical item a new form and a new function relative to
the original system, whereas in exaptation the form, is still kept with new function given.
In this way it seems that grammaticalization is the co-variation of form and meaning,
and exaptation is to give the old form new functions. Brinton and Stein (1995) propose
that exaptation can also be found in syntactic level. From the discussion on the
“conclusive perfect” HAVE + PP + object construction, e.g. “l have a letter written,”
and the development of the perfect, e.g. “I have written a letter.” They propose that in
Old English the two constructions were in competition. The perfect became regularized
in the sixteenth century, while the conclusive perfect was in marginal. The latter then
reemerged in the seventeenth century with new constraints. This is called by Brinton
and Stein as “functional renewal”. This is different from Meillet’s “renouvellement” as
reviewed in Traugott (2004). “Renouvellement” refers to two forms compete for the
same function, and the older one is replaced by the newer form, e.g. in English the
replacement of negative “ne” by “not.” The “functional renewal” is to use an old

construction in a different new way, as quoted here:

“It is the retention or revival of an existing syntactic form with a new or renewed
function ... In functional renewal, an older form makes a resurgence with a meaning

which is new, has been lost, or was on the decline.” (Brinton and Stein 1995: 34)
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From above discussion on grammaticalization, degrammaticalization,
lexicalization, and exaptation | propose that instead of viewing them as
counter-examples, they reflect different stages of words’ change. Besides, they also
imply the relation between form and meaning. Grammaticalization is the long-living
secrets for lemma. It derives pragmatically enriched functions from existing senses.
Degrammaticalization and Lexicalization can be perceived as the birth of new sense or
function. Exaptation illustrates the reviving of old forms. The reviving mechanisms
include: an old lemma +brand new sense (dissociated with original sense), an old
lemma + its original sense, or the reviving of one of less significant usage that has once
appeared in past but became marginal for competition with another usage. Meillet’s
“renouvellement” illustrates another angle in understanding the competition of lemmas
in the same sense class. Examples for “life cycle” of lexical items are going to be deeper
exemplified in 3.1.4 with uniting other views from different linguistic branches on life
of words.

2.1.2. Lexical Semantics on Neology

Historical Linguistics provides insights into the semantic development and
reviving of stabilized senses and lemmas. It describes how a lexicalized frozen word, a
coded meaning, leads its life after settling down. However, how these expressions are
born has not yet been fully answered. Neologisms, which may be newly-coined word
forms or new senses of an existing word form, have been constantly appeared (Algeo,
1980; Lehrer, 2003). Thus, Lexical Semantics’ study on Neology provides insights on
how words are born. However, current study assumes that compared with

contemporarily recent emergent expressions, early words that have started their lives
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since emergence of language should own different communicative motivations. As
indicated in Wang and Minett (2004) with the development of language, there are
increasing needs to express more complicated meanings. Thus, present work
hypothesizes that later new born words bear richer presuppositions in their senses, or
they bear more unique senses to compensate or balance semantic network. For example,

“+73%” in Chinese uses two syllables to concisely lexicalize the complicated concept

that “A person says or does something that contradicts to what he or she has said. ” In
this case, this verb lexicalize an experience in our flux of life, and it owns unique status
in this lexicalization. Wang and Minett (2004) adopt computational linguistics method
in simulating how first word is emerged. They describe stages of emergent words as:
individual innovation->diffusion->language acquisition. Present work proposes that the
stage of “language acquisition” means that expressions are recognized to enter into the
lexicon, for they are conventionalized and can be passed from one generation to the next
generation.

Recent studies on Chinese neology have rich insights in probing issues about the
paths new words are born, the rules to coin new words, the characteristics of new words,
the reviving of old usages, or comparisons on new born words; however, as indicated in
Chou (1995) the reasons and conditions for new words to be born, the reasons for
lexicalization and for not being lexicalized, and the diffusion or step down of
expressions should all be deeper conceived. Besides, the definitions on new words in
related Chinese neology studies remain unclear. From the way previous studies illustrate
their analysis, it seems that they focus more on those who are diffused ones. For
example, Wang (1992), Yao (1996), and Xu (1999) stress that neologies should be those

who have been used for a long time, used widely, and used across registers. Xu (1999)
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has proposed that we should observe words that have existed around ten years. On the
contrary, Guo (1996) has highlighted that new words should be those with freshness.
Present study supposes that each of these studies is highlighting different aspects of the
life stages of new coming expressions. The fresh words should be those which are just
newly born, namely, the individual innovation named in Wang and Minett (2004). What
Wang (1992), Yao (1996), and Xu (1999) have identified should be those more diffused.
The diffused ones are actually the focus in studies of neologisms. Neologisms are not
just about new words but those who have lost their nonce status in formation and is
becoming established in language and used by most members in speech community
(Fischer, 1998; Hohenhaus, 2005).

In addition, the words that have been included in analysis are more about
synchronic observations. Xu (1999) and Kim (2006) both include new word lists that
Ministry of Education R.O.C has updated in online dictionary in 1997. Nevertheless,
evaluating these words from using phenomenon in contemporary and from linguistic
angle the words included in the lists are not really conventionalized and being used till
recent years. Hence, it is valuable to deeper analyze the characteristics of these words
that have once been risen as new comers, but cannot be conventionalized into our
lexicon over years. On the other hand, it should be noted that fashion words have
broader range than the new words we discussed here. Xu (1999) proposes that fashion
words are those who may or may not be diffused into the whole society, and they may

sporadically come into fashion in certain external events. For example,”* #£ may

come and go follow the start and end of elections. Thus, the concepts and features of
fashion words should be further delineated in present work. Fashion words should not

be considered as the source of emerging new words. Fashion words should signify the
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diffusion of words because it is due to the fact that they are accepted by certain amount
of people, then we can claim them as “fashion”. But, the members of fashion words are
not limited to those who are newly born, but also include those who revive from elder
usages, which is similar to situation of “Exaptation” discussed in Historical Linguistics.

Discussion on reviving has been touched in Kim (2006). For example, “i5] B reappears

in Mainland China after Mainland China adopts the reform and opening-up policy.
Additionally, reviving may come from lemma with brand new sense as in the cases of
“peH,’or <& % (Kim, 2007). However, present study further claims that words come

back with original meanings may not just because of external social events, but may

come back for its preciseness of internal linguistics meanings as in the case that “¥ + .”

It is popularly used in comments in PTT. There may also be cases that the reviving
meanings have once existed in the past, but then become marginal and revived later.
Hence, though diffusion can be illustrated by the fashion words, the fashion words are
consisted of members representing different aspects.

In addition to focusing on characteristics of neologisms, general picture and driven
factors on life stages of words have also been proposed in some studies. Among them
Schmid (2008) and Kerremans (2011) take consideration on structural, socio-pragmatic,
and cognitive perspectives as well as bring out corresponding three stages (creation,
consolidation, and establishing) in these three perspectives as shown in

Table 1.

nonce-formation

nonce-formation

Perspectives | Structural Socio-pragmatic | Cognitive
Stages perspective perspective perspective
creation (product of) (product of) pseudo-concept
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consolidation | stabilization spreading (process of )

hypostatization

establishing lexicalized institutionalized | hypostatized

lexeme lexeme concept

Table 1 Proposed Stages of Words (Schmid, 2008 )

Kerremans (2011) delineated stages of conventionalization with reference to
observation on patterns of new words per month. The proposed four stages of
conventionalization are: @ Non-conventionalization (2)  Transitional
conventionalization  (3) Recurrent  semi-conventionalization (4)  Advanced
conventionalization. The details of her hypothesis will be further illustrated in section
2.2.2 and section 3.3 of methodology. Schmid (2008) delicately proposed the driven
reason of lexicalizing new words from conceptual perspective. The establishment of
new words in mental lexicon can be probed from two frameworks (Schmid, 2005). The
first one is “hypostatization,” which notifies that the coin of a word means the existence
of referent signified by the word (Lipka, 1977). In addition to this philosophical and
semantic aspect, the second framework roots in neuro-psycholinguistic views the
organization of mental lexicon as network and requires entrenchment for activation.

“Hypostatization” is considered as “concept-forming power of the word” by
Leech (1981). Nouns are considered to be more powerful in this aspect because they can
profile concept of concrete things (Langacker, 1987). But, those who really create
concept are not those concrete nouns that denote already bounded objects but the event

nouns or abstract nouns carve segment form the flux of ongoing events (Schmid, 2005).
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Mental lexicon is “the cognitive system that constitutes the capacity for conscious
and unconscious lexical activity” (Jarema & Libben, 2007). The organization of lexicon
is proposed to be a network (Aitchison, 2003). Meaning networks may be formed from
experiences as shown from word association experiments (Jenkins, 1970). The results
from association experiments show that the most common linking relation in network is
coordination, collocation, superordination, and synonymy.

The process of activation and organization of storage in mental lexicon have
several different proposals (Caramazza, 1997; Starreveld, 2004; Harley, 2005; Warren,
2012). One of widely discussed psycholinguistic model among them proposes that there
is two-stage in lexicalization. The first stage produces lemma with semantic and
syntactic information, and the second stage goes with adding in the phonological
information to produce lexeme (Fromkin, 1971). In addition to overall organization,
there is also categorization based on characteristics of words. The categorization on
word classes has been evidenced in speech errors and aphasia diagnosis. Nouns are
special in their inclusion of levels (G.A. Miller, 1990). Meronomy or partonomy is an
important relationship for them. Adjectives may be categorizing into ascriptive and
pertainyms (Gross et al., 1989). Verbs, on the other hand, own layers in hyponym and
superordinate that are different from nouns’ layering (Aitchison, 2003).

Based on such assumptions on representation of mental lexicon, it becomes clear
that how the new born words incorporated into it is an issue. Aitchison (2003) has
pointed out that coining new words is just similar to have a tool box inside our mind,
and we choose to use which tool to lexicalize our thought may depend on: (1) frequency
of usage, (2) sound structure, (3) extent of modifying the existed one to produce new

words, (4) tend to adopt suffix bearing consistent meanings. Thus, it is not surprising
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that most of new words additions or re-combinations of existed lexical items.

2.2. Quantitative Analysis on “Life Cycle” of Lexical Items

In addition to the birth and recycle of lexical items from the results of qualitative
analysis, there are some quantitative investigations around the “Life Cycle” of lexical
items. Approaches in corpus-based studies in delineating stages of lexical items from
either Newspaper or Web as well as computational methods in modeling fluctuation of
words by external social indexes of internet community all shed lights in possible living
appearances of lexical items, and illustrate external influences on words. Experimental
examination on proposed theoretical predictors is also reviewed in accordance with
quantified formula in evaluating constant use to be reference in setting scope in current
study.

2.2.1. Analysis on “Life Cycle” of Different Lexical Items

In the field of Lexical Semantics and Corpus Linguistics, tracking the changing
status of novel words across decades has become a research topic (Renouf, 2013). It is
believed that the deeper understanding of the mechanism underlying the life-cycle of a
word, including its birth, settling-down, death, even its re-birth, etc., will shed new
lights on the coevolution of language and culture, as well as development of human
cognition.

Previous research touched upon this issue mainly focused on the frequency aspects
in diachronic dimension. Altmann et al. (2011) hold interest in the mystery on why
some words live long life, while the others “died” soon. They propose that along the
historical time scale, word frequency is the factor of word success; however, in short

time scale the frequency of a word is determined by the amount of being used by
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different individuals (indexicality) and the range of being used in different topics
(topicality).

In addition to revealing the secret of being survived, the secret of brewing the birth
of a word was also probed by analyzing the rising words. As defined in Altmann et al.
(2011), the rising words are words that are not used during the first year of the group,
but are consistently used for at least some years thereafter. The discussion on birth of
rising word is similar to the topic used to be covered in the discussion of neology.
However, Altmann et al. (2011) aimed to probe deeper into the understanding of what
brews the birth of a word. They tackled this issue by analyzing the rising words:
product words (P-words) and slang words (S-words). The difference between
product words and slang words is that the rise of P-words (e.g. Iraq) is driven
exogenously by events that are external to the group, such as product releases or
political policies, but the use of S-words (e.g. lol) is more endogenously influenced by
the social values and language patterns of the communication group. Slang words are
different from other words for being used to “establish or reinforce social identity or
cohesiveness within a group, or with a trend or fashion in society at large” (Eble, 1996).
The result shows that for general words, if they are less frequently used by different
individuals (indexicality) and in different topics (topicality), then they will decline in
frequency, but, interestingly, different from the fate of general words, even with low
indexicality and low topicality the frequencies of P-words and S-words still rise. The
rise of P-words indicates that exogenous forcing, social event, is efficient, and the rise
of S-words shows that the endogenous forcing, social value, is also efficient comparing
with the fate of words in general, which is predicted to be dead if they are less used by

different individuals and in different topics. On the other hand, it also shows that it is
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just similar to the life of human beings the life of words should also be influenced by
the events in the world. The strong influence from the events in the world and the
endogenous social value are identified. This result highlights the important role of social
events and the social value in influencing the rise of words.

Though their study revealed some of factors influencing the life of new words, the
whole life stages of words are still mysterious. Renouf (2013) uses 1.2 billion words
from UK mainstream newspaper texts spanning from 1989 to 2011 to understand the
life-cycle of proper nouns (e.g. Arab Spring), which is similar to the product words in
the study of Altmann et al. (2011) that are also easily influenced by the events occurred
in the external world. The result indicates that the life cycles of words should include:
Birth, Increase in Frequency, Orthographic Adjustment, Lexical Productivity,
Creativity, Settling Down, Obsolescence, Death, Semantic neology, and Re-birth or
Revival. However, present work argues that Renouf (2013) has mistaken the factors
influencing birth, settling-down, obsolescence, death, and re-birth as the stages of life
cycle of words. For example, increasing in frequency may be the indicator of being born
and settling-down. The threshold of what kind of increase in frequency should be called
settling-down needs further discussion. Besides, just like the situation of rising words
discussed, the increase in frequency may be influenced by different factors. Meanwhile,
orthographic adjustment may be one of the reasons for the fade-away use being re-born
with new appearance. In addition, Lexical Productivity and Creativity should be viewed
as the characteristics of the words that influence their birth, death, and length of life
span. Finally, the semantic neology should be one of the paths for reviving of lemma.

On the other hand, in addition to clear-cut stages of lexical items, Kerremans (2015)

with her construction in automatically crawler for detecting non-sense new words has
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highlighted the part in conventionalization. The proposed four stages of
conventionalization  are: 1) Non-conventionalization (2).  Transitional
conventionalization  (3) Recurrent  semi-conventionalization (4)  Advanced
conventionalization. Kerremans illustrates these 4 stages by using 44 neologisms
retrieved from the Internet between October 2009 and January 2011. The transitional
conventionalization, which is also referred as “Topicality” in her study is different
from what Fischer (1998) has defined, “a word is used in connection with current affairs
for a short period of time.” Kerremans (2015) defined it as momentary
conventionalization of lexemes contributed from extralinguistic events, as in with a
sudden burst in overall frequency. In her definition fashion or vogue words are cases of
transitional conventionalization. This is similar to the diffusion stage proposed in
present thesis. This phenomenon highlights the necessity of long-term observation on
the frequency cycle of words. As stated in Kerremans (2015), “It depends on the degree
and duration of an item’s topicality transitional conventionalization may segue into
advanced conventionalization. Thus, it requires a high frequency of occurrence within a
longer time span.” The emphasis on conventionalization and in recognition on reviving
corresponds to our assumptions; however, her investigation is limited in the lack of
quantifying index in capturing the differences among the stages as well as the type of
new words being investigated.

Meanwhile, in addition to the concerns mentioned above, the targets chosen in
these studies also need rethinking. Previous studies that have probed life of words only
focus on the words that are easily fluctuated with the changes of the world. From these
studies we can gain the insight that many words we used in daily life are born with the

occurrence of certain event, so their life would be influenced by such social background.
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Nevertheless, the words intentionally chosen in these studies are themselves easily
changed with the momentary events on the world, so it is hard to. understand the
complete picture of words’ life cycles, which is applicable to all general words. Though
it is inspiring to realize that the increasing frequency goes with the words that are with
increasing indexicality and topicality, but why these words can have increasing
indexicality and topicality, and other factors involving in influencing the lifespan of
words as well as in stabilization remains unknown.
2.2.2. Quantitative Profiling on “Life” of Lexical Items

In profiling “Life” of lexical items quantitatively, Chang and Ahrens (2008)
proposed threshold for deciding whether a word is “survival” or “fail” with reference to
developmental trend in slope as well as normalized frequency. In his study on
non-sense-neologism fashion verbs, Chang and Ahrens (2008) collected the
year-by-year frequencies in UDN (United Daily News) from 1996 to 2006. They
focused on deciding a word is survived or is failed, whose idea is similar to the process
from diffusion to stabilization or from diffusion to the flash in pan type inactivation.
The threshold to decide a word is conventionalized or being lost from use as a flash in
pan includes normalized ratio in 2006 and slope of the normalized ratios throughout the
years. The retrieved frequency was normalized to the frequencies per 10,000 characters.
Words’ actual survival or failure is based on normalized ratios in 2006. A word is failed
to survive when its normalized ratio is less than or equal to 0.3 in 2006 (e.g., *& ¥, hal
cao3, ‘to smoke,” normalized ratio=0.11). A word is considered to be “success” if it is
with normalized ratio greater than 3 (e.g., #~ ¢ zhual baol, ‘(to be) caught doing
something,” normalized ratio=4.24). In addition to normalized ratio developmental
tendency is considered.so only words with a slope less than -0.06 would be counted as
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failures. As shown in following table.

Failure Survival
NR=03 0.3<NR =3 NR>3
Slope =-0.06 Slope>-0.06
1 29 24

-2
)

Table 2 Threshold for **Survival™ or ""Failure™ of Words (Chang & Ahrens, 2008)

However, frequency can only highlight the activation aspect of a lexical item. A
lexical item may be high in total frequency due to the fact that it has been used
frequently within a short period, which does not signify its stabilization in use for it may
be a flush in the pan. Hence, when understanding conventionalization we should not just
focus on the activation aspect, but also take diachronic temporal information into
consideration, which can be captured in the formula proposed by Wang (2010). With
more temporal points included the measuring is more stringent. By calculating seasonal
mean frequency divided by standard deviation of frequency, which is called as
Constant U by Wang (2010), sudden burst in frequency would not be viewed as
stabilization for with more fluctuation in the passage of time the value of Constant U
would become smaller.

Though Wang (2010) has proposed the way to understand stabilization in text book
selected Chinese Words with reference to Newspaper Corpus, the target words are the
easily fluctuated nouns® and there is lack of closer analyzing on linguistic factors
driven behind. Chesley and Baayen (2010) has conducted a study to propose prediction

model for entrenchment of borrowings by predicting loan words’ 10-year later

! Wang has also proposed exploratory study on verbs. However, there is no response from my written
e-mail for permission in taking reference on this related study.
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frequency with their 10-year ago frequency in French newspaper corpus. This is similar
to the aim of this thesis; however, its scope is limited in loan words and the features
proposed (frequency, dispersion, sense pattern, cultural context, donor language) are
hard to be reduplicated, for there is lack of ideal available diachronic newspaper corpus
for Chinese. For exploring not just loan words Kjellmer (2000) and Metcalf (2002)
separately proposed theoretical hypothesis on conditions influencing words’
stabilization on being passed down over generation. Kjellmer (2000) presented thirteen
conditions in assessing potential words. These conditions have been reselected and
divided into five categories: semantic, phonological, morphological, and graphematic
conditions, and others, such as prestige. For Semantic conditions Kjellmer (2000)
emphasizes on “Pre-existing semantic pattern” such as the suffix “ —able: capable of
being V-ed.” However, factors like this may not be suitable for linguistic context in

Chinese.

Metcalf (2002) proposed FUDGE scale with its assessing probability is to rank
new words from level 0 to level 2 in each factor and sum up the total scores in the end.
With the higher the scores are, the more likely the new words are to survive over time.
The FUDGE is acronym of its five conditions: (1) frequency of the words (2)
unobtrusiveness: a successful word should not be exotic or too cleverly coined (3)
diversity of users and situations (4) generation of other forms and meanings, namely the
productivity of the word (5) endurance of the concept, related to the concept’s reference
to a historical event. These factors have also been reviewed in Kerremans (2015) and
being recombination as well as refined into six hypotheses in her qualitative analysis as

shown in
Table 3:

H1: Semantic ambiguity.

H2: Dominant or disproportionally high use in metalinguistic mode inhibits

conventionalization.
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H3: Afirst or frequent use in more formal types of source.

H4: The authority or prominence of the coiner and first users promotes
conventionalization.

H5: The nameworthiness of the represented concept or its salience in society
promotes conventionalization.

H6: The early development of syntagmatic lexical networks promotes

conventionalization.

Table 3 Proposed Hypotheses of Influencing Life of Words by Kerremans (2015)

What Kerremans (2015) has proposed have some correspondences to previous two
proposed models, but some hypothesis are hard to be measured and some may be lack
of concrete stands, so in the methodology part the proposed hypothesis from
Kerremans(2015) would be re-evaluated and refined. Meanwhile, although Chang and
Ahrens (2008) have evaluated predictors from Kjellmer (2000) and Metcalf (2002)
empirically in predicting Chinese novel verbs, here needs some reconsideration on
experimental design and on selection on appropriate corresponding linguistic behaviors
as well as addition on observing angle from linguistic view. Barnhart (2007) has used
multiplication on factors proposed in investigations (Sheidlower, 1995; Barnhart, 2007,
Hargraves, 2007; Metcalf, 2007) as indicator for understanding importance of a new
word for including in a dictionary. The factors include: “number of forms of target
words,” “frequency,” “number of sources the target word occurs,” “number of genres
a target word occurs,” “timespan a word has been observed.”

Boulanger (1997) proposed 8 factors in her studies on comparing survived words
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and fade-away words, which is defined by observing words appeared in English
new-word dictionary in 1990 and its inclusion in general dictionary several years later.
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The proposed factors include: “frequency,” ‘“popular referent, non-specialized
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register,” “particular notional fields,
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variety of genre,” “cultural prominence,’

2

“synonymous competition,” and “Taboo association.” However, the decision on
inclusion is solely determined by lexicographers’ looking-up in recording of dictionary,
which is a relatively indirect method. Details on proposed features used in current study

in understanding stabilization would be covered in Chapter 3.
2.3. Applications

An adult may own a lexicon with around 50,000 actively used lexical items in it
(Aitchison, 2003). Barnhart (1978) has claimed that there are nearly 500 new words
recorded in dictionary every year. Metcalf (2002) proposed that in English there are
10,000 words coined in each day. The development in language acquisition include
process like labeling task for symbolization, underextension, or overextension in
broadening or narrowing meaning carried by form. This process may be similar to the
way adults incorporate new words into mental lexicon. Mental lexicon is dynamic in its
continually giving birth of new words and forming new connections, which is largely
different from a fixed dictionary, so how to capture this dynamics and to reflect the
collective mental lexicon in a speech community should be the goal lexicography aims
at for further application in language teaching as well as resources for natural language
processing.

Mental lexicon and dictionary may differ in the layout organization and stored
contents. The layout for dictionary may be alphabetic instead of semantic relation based,

though it is convenient for user consulting and it can be compensated by computerized

26



databases as well as by providing semantic related lexical items. Many discussions on
lexicography also invite the points of view of semantic relations (Moon, 2013; Murphy,
2013; Chiara, 2013; Marie-Claude, 2014; Fellbaum, 2014; Polguere 2014) to reflect the
organization of mental lexicon. The fixed number of dictionary may be hard to capture
the real dynamic changes of mental lexicon because dictionaries may only record words
fitting to requirements on frequency, use range, timespan, cruciality, and need in use
(Sheidlower, 1995). Lexicographers capture neologisms by manually examining huge
amounts of materials, but words included may not really useful by generations
(O’Donovan and O’Neil, 2008; Cook, 2010). As what Samuel Johnson (1755) has said,
“No dictionary of a living tongue can ever be perfect, since while it is hastening to
publication, some words are budding, and some fading away.” Thus, which words
should be included and updated is immediately is an issue.

Natural language processing (NLP) studies have also turned their focus on
neologisms detections (Cook, 2010; Kerremans, 2011), for it requires reliable lexicon
for making judgment on unknown words (Cook, 2010). It is mainly developed in
detecting morphological neology. For semantic neology it still relies on semi-automatic
detection or more qualitative description. In identifying lexical items the combinations
of words plays an important role (Giuliano, 1965; Choueka et al., 1983). These
combinations include lexical expressions from compounds (black box), idiomatic
expressions (kick the bucket), to compositional combinations with lexical restriction
(handsome man vs. beautiful woman) (Stefan, 2004). Namely, it may include unit as
multi-word expressions (MWE), multi-word units (MWU), bigrams and idioms.
Though identification is important, which identified is meaningful to be learned by the

machines for further application should be considered.

27



In the field of language teaching providing suitable arrangement in introducing
useful words for communications is important, too. Words that are highly
conventionalized should be included for its rootedness in lexicon and stabilized usages
in daily life communication. Words that are instantly communicable in daily life should
also be concerned by including those newly coined. These newly coined may fade away
in a couple of months, but some of them may hold its significant status in lexicon to be
used widely and spontaneously across generation. It will be too late to include them into
teaching when next generation comes, so it is with necessity to have some standards
facilitating in selecting contemporary newly born words into language teaching and
learning.

Thus, lexicography, natural language processing resources, and wordlists for
language teaching should own the capability to reflect contemporary communication.
Current Study is aimed to provide reliable quantitative and qualitative references for
selecting and arranging words that can reflect mental lexicon of language users.
Differing from dictionary mental lexicon dynamically varies in progress. The easiness
to acquire new word or new meaning from context has been testified (Clark and Gerrig,
1983). Besides, mental lexicon includes more information than denotative meaning,
namely, the knowledge and experiences of a word is less captured in dictionary. Thus, it
may take time for dictionary to catch up such information for all words, but it would be
good to model the underlying mechanisms that how mental lexicon incorporates new
words as the selecting conditions to incorporate words into dictionary, teaching plan,

and resources for natural language processing.
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Chapter 3.

Methodology

In this chapter scope of study, selected target words, resources for
investigation, and proposed linguistic predictors will be illustrated in detail in each

section.
3.1. Scope of Study

In this section the observation unit of target words in current study will be first
illustrated. The highlighted type of words observed will be introduced in section 3.1.2.
Section 3.1.3 discusses the observed source for understanding conventionalization of
target words and underlying assumptions. Section 3.1.4 proposes life situations of words
hypothesized in current study. Then, in section 3.1.5 operational definition on
conventionalization and focuses on qualitative analysis will be introduced.

3.1.1. Unit of Observation

Word is the observation target in this study. It is difficult to give satisfactory
definition of words for all languages (Cruse, 2001). It has been argued that most of
lexical items in contemporary Chinese are compounds. Compounding is different
from simple sequence of words in its formal characteristics and semantic property
(Payne, 1997). The meaning of a compound is either more specific or entirely different.
To verb compounds it could be noun incorporation or verb-verb incorporation. Different
grammatical elements can be incorporated into a verb to adjust the verb’s meaning. In
noun incorporation it is more often to be object incorporation, where the object ceases
to function as an independent argument. For verb-verb incorporation it may lose verbal

characteristics or become derivational affixes. Incorporation is a way to be lexicalized
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as in the case of “babysit,” but sometimes its syntactic behaviors are restricted, for
example, we can say ‘“fox-hunting,” but not “fox-hunted.” Nevertheless, it is even
controversial in defining the unit of a word. Segmentation is an issue that is still under
debate. Stefan (2004) has illustrated that even in English-speaking countries the
“Knowledge-free” approaches that segmentize words based on white-space and
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punctuation can have inconsistency such as in variants like “whitespace,” “white-space,”
or white space.*“ Chinese owns unique properties in syntax and in lexicon (Tang, 1989;
Yip, 2000).I1t may be objective and direct in measuring Chinese morphemes from the
angle of syllables; however, single focus on phonetic form may lose the semantic
importance in defining words. Thus, | would prefer not to limit in objective length on
syllables of lexical items, but to take functional oriented angle in defining study target.
Namely, this study is going to accept every lexical item that have been encoded as one
single semantic bearing unit as the scope of study targets. Given upon the fact that
expressions used in real language are diverse, instead of pre-defining the unit of
observations, current study adopts functional angle in including expressions if only the
expression can independently conduct functions in conveying meaning. Namely,
adopting the definition of Stefan (2004) in defining an umbrella term for multi-word
expressions (MWE), multi-word units (MWU), bigrams and idioms the targets included
should be those “...whose semantic and/or syntactic properties cannot be fully predicted
from those of its components, and which therefore has to be listed in a lexicon.”
Namely, a “word” is defined as a generic term for any minimalist independent
construction that is used to convey communicative information, which is similar to what

is proposed in Huang (2005). On the other hand, words encoded in written characters

are important in natural language processing. Chinese characters own its unique status
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in meaning and sound bearing from its diachronic development. Thus, written forms in
Chinese should not be excluded from being part of important feature in studying
Chinese language. Variants of written forms would be included into discussion.

3.1.2. Types of Target Words

In addition to observation unit, different from the focus of subjects in studying
product words (P-words) and slang words (S-words) (Altmann et al., 2011), current
study pays more attention on issues around predicates. The chosen target words are not
nouns that are relatively easily fluctuated by external social factors. It is proposed that
every language has two major parts of speech: verb and noun, but they are untidy at
their boundary (Payne, 1997). Verbs and nouns have been proposed to be classified by
anchoring their distributional syntactic behaviors or semantic classification. Givon
(1984) has proposed that nouns like “rock, tree, house” are “most time-stable concepts,”
and verbs like “die, run break™ are “least time-stable concepts.” However, current study
supposes that though core nouns or basic terms like kinship terms or body parts are long
life, most of nouns may be easily affected by external factors as shown in the potential
influence from indexicality and topicality delineated in Altmann et al. (2011), and the
studies in Antoinette (2013) as well as Kerremans (2015) (P-words, S-words, proper
nouns, or fashion words instigated from popularity). The target words they studied are
more easily fluctuated by external factors. Hence, in current study the scope would like
to focus on non-nouns.

Among these non-nouns, the target words included are mainly verbs. \erbs are
relatively hard to be automatically detected for its significance in present core
information in sentences (Aitchison, 2003; Cook, 2010). Though verbs are with

significance in building sentences, verbs are three times less than nouns in amount (G.A.
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Miller and Fellbaum, 1991). This gap in amount in Chinese has also been shown in

current study’s exploratory on data from Google Books Ngram Corpus (GBNC).

Amount
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Figure 2 Distribution of POS in GBNC

From the exploratory of data it has further shown that the average “living span” for

verbs is right skewed with extreme high outliers stocked around 400 to 500 years. This

may imply the emergence of newly created verbs is rare, and the once created “elder”

verbs are reliable in uses over century.
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Additionally, verbs also hold special status conceptually. As proposed in Schmid
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(2005) those who really create concept are not those concrete nouns that denote already
bounded objects but the event nouns or abstract nouns carve segment form the flux of
ongoing events. Thus, we assume that verbs should also hold special function in capture
experiential presuppositions from daily life.

Meanwhile, borrowing constitutes a non-negligible portion of a language’s lexicon
(Masini, 1997). Abeille et al. (2003) estimated that .082% of all tokens in Le Monde
treebank corpus from 1989 to 1992 come from borrowing. Borrowing in the definition
of Thomason and Kaufman (1988) refers to lexical items that can be fluently adopted by
speakers of recipient language. The donor languages for targeted loan words in current
study include language system with written forms (English) and without written forms
(SouthernMin). Thus, transliteration bearing by Chinese Characters and translation for
borrowings are both included. Besides, lexical borrowings include idiomatic and
multi-word expressions are also not excluded.

In addition to being aware of POS and borrowings, words originated in different
time points are all included and compared equally in the contemporary synchronic
corpus. Words with different number of senses and number of syllables are also
included. Words with richer senses or being homophonic may mostly be those
monosyllabic ones, and words with precise sense may mostly for those multi-syllabic
because the increasing in component number in constituting the lexical item increases

the anchoring on particular sense. For example, “4+ 7. 3" with telephone in composing
this lexical unit the sense of “37” can be precisely anchored at the sense of “calling.”

The details in collecting different target words from different resources are discussed in

section 3.2.
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3.1.3. Potential Limitation and Corresponding Compensation in Current Study

Current study does assume that lexicon should include comprehensible aspect and
performance aspect. The lexicon has been widely explored from psycholinguistic angle.
What is evaluated in psycholinguistics should be more comprehensible orientation. The
lexicon utilized in comprehension may be larger than those used in performance, but the
lexical items used in language performance should be fully comprehended by language
users, or they cannot be the resources for initiating daily communication in life. Besides,
the shortcoming for comprehension check is that there may be individual preferences
and it is hard to be told how the lexicon is organized (Aitchison, 2003). With web
corpora data and Chinese Wordnet data, present observational investigation has the
chance to obtain spontaneous language performance that reflects collective lexicon
shared by contemporary language users. The corpus used for equally compared target
words is PTT corpus constructed by Liu (2014). Though it can only reflect synchronic
usages around 10 years, it provides the opportunity to understand the diffused situation
of words as well as is the epitome of living situations for those supposedly
conventionalized words.

The other problem may meet in conducting current study is about sense and
lemma. Both experimental comprehension check and data-crawling observational
studies may meet “big dictionary effect,” which can be illustrated in homonyms like
“must,” the elicited activation may be hard to anchor the exact activated meaning
(Aitchison, 2003). Meanwhile, it is hard to anchor the activation level of knowledge in
the word (Aitchison, 2003). When quantifying linguistic behaviors from big data of
language in use the activated sense of retrieved lexical item may hard to be detected.

Besides, the longer a word lives may accompany with richer senses. In order not to bias
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on only lexical neology (newly formation of words), lemmas carrying richer senses or
being homophonic are included in order to capture life in general words. Such lemma is
termed as weighted lemma because its frequency may be enlarged by its rich sense or
homophonic forms. The compensation made is the number of senses and number of
variants would be explored as linguistic features in study.
3.1.4. Proposed Life Stages

As reviewed in previous chapter there are diverse angles in understanding lexical
items. For its fluctuations in life Historical Linguistics may be a good way to understand
its grammaticalization or reviving. For its emergence in birth, neology can be probed
from three aspects (Antoinette, 2013): semantic neology, lexical neology, and
grammatical neology. The types of neology may be identified, but the stages of words
before them are accepted into lexicon that pass from one generation to the next
generation is still unclear. The potential stages words may experience will be proposed
to be explored in this work. The description on “Life Cycle” of words described from
previous studies may be overlapped in the stages or biased only to certain aspect as
reviewed in Chapter 2. Some may focus only on words existing over century as the first
emergent words (Wang and Minett, 2014), some may pay attention on types of
conventionalization (Kerremans, 2015), and some may taking separate perspectives in
discussion (Schmid, 2008). In this thesis the complicated delineation on a words’ life
proposed from previous studies is abstracted as a continuum including stages of “Birth,”
“Diffusion,” “Conventionalization,” and “Inactivation” in present thesis. It is supposed
that life stages of words are more like a cycle, so those who are inactivated may be
activated once the speech community decide to adopt it. Though this study has not yet

touched this issue in depth, the path for inactivated words to be activated again should
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be called as “reviving.” This study proposes that reviving includes three situations. The

first one is old lemma with brand new meaning as in the case of “[{t,” which signifies
“bright” in its creation, but in the reviving of recent years “[i” signifies “embarrassed”

for it looks like an embarrassed face. This reviving type should be corresponded to
“exaptation” captured in historical linguistics reviewed in 2.1.1. The second type of
reviving should be old lemma with original meaning, but is revived for the need of

LE~99y

speech community. For example, “f15™ represents the meaning to recognize “precise

saying,” so it gets its popularity in PTT, where focuses on opinion exchanging to
express opinions in posts or comments, so it is common to see such recognition on

opinions in response. This reviving is different from the first one, for the reviving of “t
5" is due to the preciseness of meaning this lexical item born with, so for its useful

function in response it is chosen to be popularly used in contemporary. The third type of
reviving is the reviving of once existed, but that function has not been in use over
century.

Words belong to the stage of “Birth” should include lexical neology,
morphological neology, or reviving old lemma, but though homophonic in form it is
with totally different senses (the “exaptation” proposed by Vincent (1995)). This
proposed stage corresponds to “individual innovation” proposed by Wang and Minett
(2004). However, this stage is hard to instantly capture for being used in individual
corpus unless they are reached certain diffusion into larger community, so we are not
going to study their characteristics in present work.

Words in diffusion should be those paid attention on in studies of Neologisms
because Fischer (1998) has defined neologism as “A neologism is a word which has lost

its status of a nonce-formation but is still one which is considered new by the majority
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of members of a speech community.” The situation of losing nonce-formation is
reached if the speaker is aware of having used or heard the form. (Bauer, 1983).
Kerremans (2015) described the attributes of “conventionalization” and “diffusion”:
“conventionalization refers to the dynamic socio-pragmatic process by means of which
a linguistic innovation becomes established in the language and the speech
community..... diffusion denotes the dynamic spread of novel formations across the
language and its speakers; it is therefore as much a socio-cognitive as a linguistic
process, affecting both society and the language.” The proposed definition to “Diffusion”
in this thesis is that the words in this stage should be those that can be comprehended by
certain groups of people and are highly activated in certain registers. The grouping of
people should be set boundary by the meta-information like age, gender, living area, or
other social habits. Namely, it should be the fashion words that have been widely
comprehended and used in contemporary. In this aspect, it is similar to the situation
described as transitional conventionalization in Kerremans, but it should not be limited
to those born from social events. The sources of fashion words proposed may come
from two types: (1) The reviving of old lemmas. (2) Brand new coined usages. As stated
earlier the first type should include three types of lemmas: (1.1) lemma with its original
meaning (1.2) lemma with brand new meaning (1.3) lemma gains its new meaning from
related meanings.

“Conventionalization” proposed here is different from the complicated levels in
Kerremans (2015) but is closer to the concern on “language acquisition” proposed in
Wang and Minett (2004). Kerremans (2015) has proposed that transitional
conventionalization is characterized by a sudden significant increase in frequency and

diffusion into various types of source and fields of discourse. The frequency curve will
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show one steep wedge-like rise and decline within a short period. Most occurrences are
stronger linked to the coiner and coinage event. Such words may then become
inactivated, or become “recurrent semi-conventionalization” (to re-appear because the
identical or similar events occur). The distinct between diffusion and recurrent
semi-conventionalization does not have clear quantitative threshold, though she has
pointed out that whether the diffused words become established as recurrent
semi-conventionalized words depends on the regularity with which salience recurs and
the degree of intensity. However, for current study words behave like this are only
observed in short time period, so should be categorized as diffusion words for its
increasing in use has not yet been stabilized. For Advanced conventionalization, which
is illustrated as case study of “robosigning” in Kerremans (2015), it implies that the
total amount high frequency within a short period indicates the higher intensity towards
advanced conventionalization. “Conventionalization” in current study is proposed to
be defined as words being stably used across different registers and across generation.
“Inactivation” should be those which are comprehensible but less active in being
used. Stabilization in use is proposed in current study to be the behavioral indicator of
the word is conventionalized or not for it include not only activation in frequency but
also temporal information. Thus, a highly activated word may not resemble its being
conventionalized for it may be just momentary burst in frequency. Similarly, if a lexical
item is less active in its total frequency, but is stably used over time, then it is
conventionalized, or it is inactivated. But, it should be notable that the observational
resource from current study is synchronic PTT corpus, so the diffused words may have
similar stabilized situation as the highly conventionalized lexical items for the diffused

words are in fact diffused in this speech community. On the other hand, a lexical item
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marked as inactivated in its low stabilization may still be able to come to revive.
3.1.5. Operational Definitions on Predicted Value

Frequency has been highly relied as reference of inclusion for dictionaries (Cook,
2010). Previous studies also have taken frequency as one of the predictive features
(Kjellmer, 2000; Metcalf, 2002), or as the threshold for deciding being survival or not
(Chang & Ahrens, 2008). Though frequency in the aspect of performance behaviorally
represents the need of using, it can also reveal information about our comprehension.
The highly frequent used ones are also those comprehensible ones. Additionally,
frequency is not only the output result, but also the input influence: “frequency of
complex words significantly influences the way in which we process and store them.”
(Plag, 2004). In discussion on understanding morphologically complex words it is
proposed that to access mental lexicon can be either by ‘whole word route’: directly
access to the whole word representation, or by ‘decomposition route’: access to the
decomposed elements (McQueen & Cutler 1998). Degree of decomposability of a given
word (Hay, 2000; 2001) depends on relative frequency of the derived word and its base:

the ratio of the frequency of the derived word to the frequency of the base.

_ fderivative
f relative —
f base

If the derivatives are more than the base, then it means the derivatives are no
longer taking decomposition route, but the whole words route, which seems to be a
good indicator for defining being conventionalized or not; however, it is hard to be
adopted in present study. The first reason is that in Chinese definitions on “base” are
still controversial. Besides, the elements for constituting disyllabic words are also
included as target words in this study, so the f values of them are hard to retrieve

appropriately based on this formula. Third, momentary total frequency may be hard to
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capture real stabilization in use over time. Neologisms are relatively less frequency for
their recency in coinage (Cook, 2010), so to focus solely on frequency may not be
reliable. In addition, though frequency does imply valuable information, stabilization is
the real one that embraces both activation of words and includes information about
temporal aspect of activating, so it is more suitable to be the target predicting value for
modeling. Hence, current study decides to adopt the Constant U from Wang (2010) to
understand whether a word is stabilized or not.

Wang (2010) measures seasonal Constant U for words in teaching wordlists. She
has claimed that with more temporal points in measuring, value of Constant U will be
smaller, so the filter threshold would be stringent. Thus, instead of calculating Constant
U by seasons, the values in current work would be calculated by month. It is termed as
Revised Constant U in following discussion. For every lexical item its total frequency
"x” (summed up from each month) is divided by the sum of total months in retrieved
data to yield an average x . Revised Constant U is calculated as the average frequency

being divided by standard deviation of "x” , as shown in following formula:

Revised Constant U = stdev(x)

In our exploratory of data it is found that the correlation between Revised Constant
U and total frequency is quite low, which signifies that these two values highlight
different aspects of words. This corresponds to our assumptions that being used
frequently does not mean being stabilized, for it may be just a flash in the pan.
Meanwhile, small value in total frequency amount does not resemble that the word is

not stabilized, for if it can still be constantly used across temporal period or when
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certain event occurs. Revised Constant U can capture the phenomenon named as
“Recurrent semi-conventionalization” in Kerremans (2015).

The differences in the values of Constant U in post and in comment, and measured
in monthly or yearly are briefly summarized as following. The correlation of Constant
U in posts by year or by month is highly correlated (0.85203), which is similar to
situation in comments: the correlation of constant U by year and by month in comments
is 0.9297476. The by-year correlation in comments and posts is less correlated
(0.5964252), but by-month correlation is still high (0.7099764).The words captured as
being used in posts are more than in comments.

Taking Revised Constant U as threshold to decide a word is being used or not, we
can obtain following observations. In posts 31 words belong to those who are not used
in selected boards for their value of Revised Constant U is zero. Among these 31 words

N=—=11

it is only " KfAE" has been used in comments but not in posts. There are 47 words that

are not used in comments, which include 17 words that are used in posts. The by-month
Revised Constant U in comments is chosen as the threshold value in quantitatively
modeling stabilization in present work, for we assume that posts may be closer to
formal written register in its larger context of arranging information structure, but
relatively concise comments may be closer to spontaneously instant response in oral
conversation. In order to capture how language is used in spontaneous way Revised
Constant U calculated in comments by-month is taken as the indicator of behavioral
performance in stabilization. Then, the underlying driven linguistic factors are
investigated.

As mentioned in previous section, the adopted PTT corpus is to reflect more

synchronic language using situation and is core originated speech community for the
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diffused words used in current work, so stabilization may also be reflected in these
diffused words. Two strategies are adopted to compensate this and to sketch the
differences between highly conventionalized and highly diffused. The first one is to
control selected types of target words. Target words employed include three types: (1)
Diffused words: highly diffused ones (words collected from Internet) (2) Words born
before 1950: highly conventionalized (words used over a century) (3) Words born after
1950: recent conventionalized ones. The third type of words are those once diffused 50
years ago and adopted into dictionary in 1997~1998, so their stabilization value
(Revised Constant U) can be used to understand how words are conventionalized or not
after 50 years. Second, regression models are adopted to statistically sketch linguistic
features of diffused words and conventionalized words. The collection and division on

three sets of target words is discussed in detail in the next section.
3.2. Resource for Collecting Target words

When constructing prediction model or capturing life situations of words it would
be great if we have resources to see how words fluctuates from its birth to its later
development as in the way of Chesley and Baayen (2010) in comparing words first
appearance frequency and 10-year later frequency. However, there is lack of available
diachronic corpus as the newspaper corpus they use, so current study decides to
compensate this by controlling conditions of selected target words and to explore their
situations from the contemporary synchronic PTT corpus built by Liu (2014)% Thus, in
order to reflect the features of general words used in daily life as proposed in previous
section target words are collected from different sources and selection standards.

Meanwhile, in order to avoid large effects coming from external referents and to focus

2 http://lopen.linguistics.ntu.edu.tw/PTT/concordance/
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on words that signify important linguistic information in communication, non-nouns are
the targets included in current study. The retrieved sources and hypothesis on the
selected words are discussed as following.

3.2.1. Kim (2006) and Chang and Ahrens (2008)

These are the new verbs proposed by National Languages Committee and they are
included in the dictionary proposed by Ministry of Education around 1998 as
“Collection of Neologisms I.” Kim (2006) and Chang and Ahrens (2008) have provided
these wordlists. The reason to select these words is because they are once new words 17
years ago we can have the chance to understand their situations of stabilization and
inactivation from angles of nowadays. They are all compounded verbs with single
meaning. The list includes both loan and non-loan verbs. Meanwhile, they are good
candidates to be the test data for machine learning because we already realized its life
situation after 17 years.

3.2.2. Google Books Ngram Corpus (GBNC)

Data used in formal writing are retrieved because with the intention to be
understood by readers formal writing should be more careful in using words that can be
comprehended by the audience of that generation, so the words used are more
representative of that generation. Besides, formal writing is more stringent in using
words and less easily in giving away words, so if words in such register have been lost,
then they would also no longer be used in oral condition. Thus, we can have the chance
to understand the potential common ground between new born and died words. The
main resource we use in this study is based on Google Books Ngram Database (GBNC,
Michel et al., 2011).% The database has been available online since 2010, which supports

data query across many languages. The huge dataset originates from the “Google Book

43



Project” that aims to digitalize books from 1500s, which is around Ming Dynasty to the
present, and has facilitated many researches of digital humanities since its publication.
As described in Lin et al.(2012), the new edition of GBNC contains data from
8,116,746 books, or over 6% of all books ever published. Data included in the corpus
are only those ngrams that appear over 40 times across the books, where an ngram
refers to the consecutive sequence of n items from texts (n = 1, 2, 3, etc.).

Google Books Ngram performs tokenization and sentence boundary detection for
Chinese with a statistical system. The tokens for each language are listed as Table 1;
however, current study has removed the non-Chinese tokens that have been collected in
books, so the number of tokens is 8,535,128, and the number of types is 57,089. The
data are tagged with parts of speech. It uses the universal POS tagset described in detail
in Petrov et al. (2012). It is noted that for the Chinese section, data were retrieved from
the books published in Mainland China, so it is simplified characters. But, the data
would be transformed into traditional Chinese when adopted in current study.
Meanwhile, a single lexical form may serve with more than one POS. For example,
“burnt” can express either verbs (e.g., the house burnt) or adjectives (e.g., the burnt
toast).

The goal is to sample conventionalized verbs from GBNC. In order to minimize
potential tagging errors current study filter out ADJ and ADV but only use words that
are tagged as VERB. By comparing the Top 10 Aged Verb Lemma and Top 10 Frequent
Verb Lemma as well as from the overall correlation statistics we can realize that the
correlation between frequency and birth of year is low (0.1766458). This indicates that
the longer a word lives does not necessarily imply its popularity in being used, which

corresponds to our hypothesis that there are inactivated cases in those long lived
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conventionalized words. Meanwhile, this is also reasonable for the frequency of a word
should be driven by many factors, for example, one of which should be the
communicative needs from the speakers. Thus, by peeping Top 10 Aged Verb Lemma
we can realize that the earlier born core verbs are mainly single character, the
monosyllabic verbs. They should signify the earlier communicative needs from long
time ago. Top 10 Frequent Verb lemmas provide the information about the
communicative need from an overall picture. Interestingly half of them are
compounding, which shows that the emergent compounding usages own some
functional priority to win over those long-lived usages as shown in top 10 Aged Verb,
thus this should imply that functionality of words should also be focused in influencing
the conventionalization of a verb or not. In addition to aged and frequent verbs, verbs
born in every 100 year are randomly sampled to enlarge the generality of selected target
verbs. Error tagging ones are excluded.

3.2.3. Web

The words collected from GBNC are born in sort of different ways from
contemporary new words, which may cater for the new communicative needs in modern
society, and are built up based on existed semantic representation, so recent new words
are more constituted through compounding. The collection of new born diffusion words
mainly come from PTTpedia °, which records frequent used terms in PTT as well as
PTT events. The Internet Fashion terms reported in news* are also included, though
some of words are words that have already been recorded in Ministry of Education
around 1998. As discussed in Kerremans (2015) Internet language has become the bed

for giving birth of new words. Besides, Internet may even become the sources of news

3 http://zh.pttpedia.wikia.com/wiki/PTT%E9%84%89%E6%B0%91%E7%99%BE%E7%A7%91
* http://dailyview.tw/Daily/2014/10/20
45



to the formal register like newspaper. Thus, the target diffusion words studied in current
study may highly focus on new words from Internet.

3.2.4. Newspaper

United Daily News (UDN), which is a well-known and well-run newspaper
published in Taiwan since 1951. The online resources they provide are rich, and are
freely retrievable within the web area of National Taiwan University (NTU) because
NTU has paid the fee for data resources. We have also manually consulted texts in 1951
and 2000 in United Daily News (UDN) database to be inspired with words that used in
50 years ago and words popping out in recent years in order to enlarge the generality of

selected words.

3.2.5. Chinese Wordnet

Chinese Wordnet (CWN) is also used to retrieve information about synsets because
current study hypothesizes that sense play an important role in sustaining the life of a
lemma and giving birth of new expressions. Wordnet provides much more rich
information on number of senses assigned to verbs than other classification schemes as
shown in the comparison in English VerbNet, FrameNet, Levin’s classification, Roget’s

thesaurus, and Wordnet conducted by Baker(2008).
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Figure 4 Comparison in English VerbNet, FrameNet, Levin’s classification, Roget’s

thesaurus, and WordNet (Baker, 2008)

The brief quantitative information about CWN is shown in Figure 5. Current study
IS going to observe synsets with large members to understand the potential competitions

in lexical items.

2000

G268
10653 28090 = 3982 [EERiEH (synsets)
= 28798 B& (words) = 28837 HFE [senses) = BA23 FWE (meaning
facets)

Figure 5 Quantitative Information About CWN
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With the assumption that verbs in similar paradigmatic contexts may still have
different behavioral characteristics current study also included words from the same
synset. The largest two verb synsets have been chosen. Two of the rest of synsets has
been randomly chosen. One set of variation words is included. Meanwhile, words
derived from “hot” and “cold” are also included to understand the potential semantic
connection between antonymic or near-synonymous words and words from the same
embodied experiences because competitions among synonymous lexical items have

been largely proposed (Meillet , 1958; Boulanger, 1997).

3.3. Categorization on Target Lexical Items

Based on the resources for selecting target words we can generally classify the
words into those who should be in diffusion and those who have been once diffused in
the past (past-diffused). This labeling is for facilitating the features observed in later
discussion. The diffused ones are those expressions used on Web, so they are collected
from either PTTpedia or news about Internet language. The past-diffused ones are those
who have been through the stage of diffusion, and may or may not be conventionalized.
Among these past-diffusion words those who are earliest traceable after 1950 are
labelled for further discussion because they are relatively elder than the diffused ones
but more recent than those words that have been used over century. On the other hand,
some of the diffused ones may be semantic neologisms, reborn, or revived ones, so they
will get extra labels for such meta-information. For factors like being loaned or not,
being written in Chinese character or not, and having written variants or not are
assumed as linguistic features, so they will be discussed in detail in section 3.4. The

details on different types of target words are illustrated as following discussion.
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3.3.1. Target Lexical Items for Understanding Diffusion

Lexical items from PTTpedia and reported Internet Language are used to observe
behaviors of diffusion verbs for current study because they are currently new comers
within 10 years. This temporal boundary is taken with reference to the suggestion from
Kim (2008). Besides, these should be those who lost nonce formation as defined in
Fischer (1998). These diffused words can be further delineated into several types as the
proposal discussed in section 3.1.4. The re-born one may be the one who is
homophonic and uses existed lemma, but bears totally different senses as the situation
of “exaptation” defined in Vincent (1995). The revived ones are those who may exist in
past usage, but turn out to be highly activated in contemporary Internet community.
Besides, there are also cases coming from metaphorical sense extension or conversion.
Such cases belong to semantic neologism. On the other hand, homophones may also
influence the frequency of using words, which can be divided into two types. The first
one is the lemma is with rich semantic information from its constituted elements as in

the case of “# 4 .” The “4# ” can be a modifier to “4 > to express “The person is
amazing,” or it can also be a transitive verb with “ 4 ” as subject to express “find out the

amazing person.” The second one may be the acronym from loan words. For example,
“OP” can stand for “over post” to mean repeated posted content, and it may mean “over
power” to express the modified one is powerful, or it can also stand for “One Piece,” a
Japanese comic. There are also variations of written forms that can be further discussed

and manipulated. For example, </~ 7~ originally is an onomatopoeic symbol for

laughing, but recently has been pragmatically enriched with ironic implication. The
semantic neologisms are those who belong to diffusion words, but are using weighted

lemma. Reviving old lemmas are those who belong to conventionalized words, but get
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reactivated. The analysis on diffusion words are summarized in Table 4.

Semantic Neologism Monosyllabic polysemy ARt
Homophone "# 4 ""CD","GG","OP"
Metaphorical Extension RGN EE A
Conversion "y

Reviving of Old Lemma e g

Reborn "

Variation in  Written
Forms
Synonymy rorttaE Tt AT T
B RS S S i}
ey

Il%il %ﬂll,ll’j‘y‘ ’Zjll,ll;ﬁ;‘?“ll

Table 4 Types of Diffusion Words Included

3.3.2. Target Verbs for Understanding Conventionalization
As stated in section about selections on target verbs, the sources to select verbs are
very different. For understanding conventionalization the sources are mainly dependent
on GBNC, CWN, and “Collection of Neologisms 1.” However, in order to delineate the
differences between “first emergent words, ” those who exists centuries ago as defined
in Wang and Minett (2004) and the recent emergent ones around 50 years, these verbs
are further anchored their earliest traceable time in GBNC. For words whose earliest

traceable is a century ago, the “first emergent words,” should be those “survivor” in
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their contemporary competitor, so it is hard to observe how they achieve the success,
but we can observe how their “living style” is after being conventionalized as well as to
push further to understand how linguistic factors may contribute to this.

There are contradictory between the earliest traceable year we found from GBNC
and the target words listed in “Collection of Neologisms 1.” For example, for words like

“BtH,” or “4§ %,” which are included in National Languages Committee in 1998, but

traced separately as born in 1959 and 1982 in GBNC. The traceable temporal
information from GBNC would be taken. On the other hand, diffused words we
collected from web may be actually reviving lexical items that have existed long time

ago. For example, “# # ” and “4% %" which may be already in use around 1959, so it

is decided to put them into conventionalized wordlists. Those who can be traceable after
1950 in GBNC would be categorized as words born after 1950 for they may be once
diffused around 1950, and are good models for predicting possible living situations of
diffused words in contemporary. For those who are in 1900 ~ 1949 we categorize as
words before 1950. Both words after 1950 and before 1950 should be viewed as
conventionalized, but they may provide different aspects of information for words born
before 1950 in current study are those lived over century, so they can illustrate more
rooted conventionalized situation. Words born after 1950 should own qualities closer to

contemporary diffused words. Furthermore, “*® #” and “;% % are reviving terms

without additional meaning, so they should still be categorized as reviving
conventionalized words. Besides, words proposed by being inspired by reading
newspaper in 2000 are categorized as words born after 1950 since they are recently
conventionalized rather than diffused around 2000. For words randomly selected from

CWN and cannot be anchored temporal point from GBNC and from “Collection of
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Neologisms I” are all categorized in as words born before 1950. These words are good
targets to observe how different members in the same synset, or expressions with
antonymic relationship behave similarly or differently.

The number of three types of target words is shown as in Figure 6.

Three Types of Target Words

Bf 1950(128)

Af 1950(186)

Diffusion(70)

0 50 100 150

Figure 6 Number of Three Types of Target Words Observed in Current Study

3.4. Proposed Linguistic Predictors for Understanding Stabilization
Chang and Ahrens (2008) computed three prediction models on judging words’
survival and fail. The first two are separately based on factors of Kjellmer (2000) and of
Metcalf (2002), and the third one is the hybrid of the two. The features used in the three
models are summarized in Table 6 for features proposed by Kjellmer (2000), Table 66
for FUDGE model of Metcalf (2002), and Table 77 for predictors selected by Chang and

Ahrens (2008). These summarized charts are quoted from Chang and Ahrens (2008).
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POSITIVE NEGATIVE
FACTORS EFFECT OF | EFFECT OF
PRESENCE ABSENCE
S1. It has semantic parallels in the language. 1 -1
S2. It is transparent to the layman. 0 -1
Ph1. It has phonological parallels in the language. 0 -3
Ph2. It is easy to pronounce. 0 -1
ML1. It has morphological parallels in the language. 3 -1
M2. It follows morphological principles. 0 -3
Ma3. Its derivative affix is highly productive. 3 -1
M4. Its derivative affix is compatible with the stem. 2 -1
G1. It has graphematic parallels in the language. 0 -3
G2. Its spelling agrees with its pronunciation. 0 -1
OL. It has prestigious and/or exotic connotations. 2 0
O2. It is concise. 1 0
O3. It has humorous connotations. 2 0

Table 5 Factors from Kjellmer (2000), Summarized by Chang and Ahrens (2008)
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Full Names

Definitions (according to

Metcalf)

Scores*

Frequency of Use

This factor can also be
expressed as popularity, plain
and simple.... The kind of
popularity a new word needs

is attention.

0: Friends, family,
coworkers, or only one
person

1: 1000~100,000s

2: Widely used

Unobtrusiveness

“In plain English, you don’t
notice it....[A new word]
camouflages itself to give the
appearance of something

we’ve known all along.”

0: Conspicuous (exotic,
clever)
1: Noticeable

2: Unobtrusiveness

Diversity of Users

and Situations

“[A new word] also needs to
be used by a variety of
people in a variety of

situations.”

0: Specialized terms
1: In general conversation,
with explanations

2: Widely used
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Generation of
Other Forms and

Meanings

A new word that generates

others also generates a

greater chance for its own

success.

(@) “Variety of
meanings”.(level 2)

(b) “Generating new

forms”(level 2)

() N>V or V->N. (level 1)

0: Not productive (Cf. D0O)
1: Moderately productive
(POS)

2: Productive (New forms

and meanings)

Endurance of

the Concept

The endurance or the
durability, not of the word
itself, but of what it stands

for.

0: Nonce form, archaism
1: Historical references

2: Long enduring

Table 6 FUDGE scale from Metcalf (2002),

Summarized by Chang and Ahrens (2008)

Factors Weightings Factors Weightinags
Frequency -1 0 1 | Morph. Rules & Gaps Y:1
Productivity 1 — 00— 2 Productive Affixes Y:2
Semantic Gaps -1 Spelling/Pronunciation Y:1
Transparency Y:0 Prestige Y: 1
Endurance Y:0 Conciseness Y:0

Table 7 Factors used in Hybrid Model from Chang and Ahrens (2008)
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Different from Chang and Ahrens (2008) we are going to revise. the factors into
more linguistic orientated angle and to delete some factors based on the examination of
Chang and Ahrens (2008) or consideration on applicability in evaluating Chinese. Thus,
following discussion illustrates the operational definition of the features used in current
study as well as clarifies corresponding features in previous studies. Features proposed
in current study are categorized from the angle of linguistic domains in order to fully
connect with insights from linguistics. On the other hand, among the proposed features,
what Metcalf (2002) has proposed as “Endurance of the Concept” should be reflected in
the calculation in Revised Constant U because enduring concept should be those who
can be used stably. On the other hand, when building models given the fact that some
lexical items’ frequency is zero, the value of Revised Constant U would be “NA,” so

current study has replaced these NAs as zero for calculation convenience.

3.4.1. Phonology

Number of Syllable

Previous studies have taken many hypotheses like: “Phl. It has phonological
parallels in the language,” “Ph2. It is easy to pronounce,” or “G2. Its spelling agrees
with its pronunciation,” but these features may highly Indo-European Language
oriented, and if they are used in current Chinese target words, these features may only
be related to the loan words for though we can capture loan words written in Chinese
characters there are mismatches to the real pronunciation for phonotactic constraints
across different languages, so instead of viewing previous phonological features current

study would like to focus on the syllable part. The main reason is that from previous
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discussion on selecting target words in section. It has implied that the older lemmas in
GBNC are most monosyllabic. Besides, there are studies pointing the disyllabic trend in
contemporary Chinese, so current study would like to probe phonological aspect in
words by counting their numbers of syllables.

Assumptions in this section are summarized as in Table 8:

Proposed features  Featuresin Features in Features in Features in Delete
in current study Kjellmer (2000) Metealf (2002): Chang(2008) Kerremans (2015)
FUDGE
Phonology
number of syllable
Phl. It has Unobstrusiveness Delete: Not meet
phonological features in Chinese
parallels in the
langnage.
Ph. Tt is easy to
pronovace.

G2, Its spelling
agrees with ifs

premunciation

Table 8 Summarized Chart for Phonological Predictor

3.4.2. Morphology

Component Richness

Previous studies mostly emphasized the importance in morphological productivity.
The “M3. Its derivative affix is highly productive,” (Kjellmer, 2000) and “Generating
new forms (level 2) of Generation of Other Forms and Meanings”(Metcalf, 2002) are
included in the discussion of morphological productivity as in Chang and Ahrens (2008);
however, it is controversial in defining affixes in Chinese when previous studies are
taking derivational affixes as the calculating base. The phenomena that a morpheme has

been actively used in constituting other lexical items should still be considered. As
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stated previously the relatively complicated and limited aspect in matching the target
words is that it is hard to anchor the sense activated by the matched word form. This
may be able to turn into an advantage in discussing why certain lemma can be long
lived since that we are not just focusing on the frequency factor but linguistic aspects
driven behind. The higher activation on forms stored in our lexicon can be a linguistic
clue for incorporation into mental lexicon. Thus, the method adopted in current study is
slightly different. Instead of following the approach of Chang and Ahrens (2008) in
counting the number of lexicalized items constituted by certain monosyllabic character
is over 10 or not, current study decides to adopt method similar to the way in
understanding realized productivity and token-type ratio. The assumption is that a
lexical item is easier to be passed down through generations if its components have
constituted in other lexical items. This is due to the rich senses of this component for
being used to form disyllabic or more syllabic lexical items should base on the sense it
owns. Thus, the highly activation in being used in consisting other lexical items reflect
both the activation in this morpheme as well as importance in its sense. On the other
hand, as the example “Boobgate” comes from “Watergate” discussed in Kerremans
(2015) the schema (a pattern, a rough outline, a coarse-grained, less-fully-specified
version of a concept which the elaborations render, each in a different way, in finer,
more elaborate detail) in conceptualization is encoded in morphemes constituting new
lexical items (Tuggy 2005; Kemmer 2003), so current study would like to term such
phenomenon as a factor called component richness. If a lexical item has more than one
component, then the values of the higher one would be adopted as the richness in

schema of that target words. Google Book Ngram Corpus (GBNC) is selected as the
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resource for calculating value of each components in all lexical items because its
formality.

The formula adopted is how previous studies calculate morphological productivity.
There is rich discussion on productivity of morphological rules in previous studies.
Previous studies have emphasized on its correlation with many other linguistic factors
like phonological aspects, semantic transparency etc. (Plag, 2004) There are mainly five
ways to approach this issue (Plag, 2004). First, the type-frequency V , which is called as
realized productivity in Bayyen (2009): with a text corpus or a large dictionary,
productivity can be measured by counting the number of attested different words (type)
with a particular affix. The greater the type-frequency is, the higher the productivity of
the affix is. This measure indicates the past achievement, rather than present
productivity (Plag, 2004; Baayen, 2009). Second, counting the number of neologisms in
a given period can show an aspect of productivity. The greater the number of
neologisms indicates the higher the productivity of a given affix in that period (Plag,
2004).

In addition to aforementioned method, the following measurements involve the
concern on hapax legomenon, which is those rare words of language (instead of a newly
coined derivative), or some weird ad-hoc inventions by an imaginative speaker or found
in poetry or advertisement with respect to a given corpus. Hapax legomena is not the
same as neologisms (Baayen, 2009). However, even not all of the hapaxes with a given
affix are neologisms, Plag (2004) assumes that it is among the hapaxes (as against
words with higher frequency) that we can find the highest proportion of neologisms
(Baayen & Renouf, 1996; Plag, 2003).

Thus, the third method involves that the higher the number of hapaxes with a given
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affix (n,) in a large corpus shows the greater the productivity is. Similar to this, the

fourth one is to divide the number of hapaxes with a given affix by total number of
tokens with that affix, the P can be arrived at , which indicates the probability of finding
new words among all the tokens of a particular morphological category. This is called as
expanding productivity in Baayen (2009) and as compared with realized productivity
the expanding productivity is viewed to illustrate the present producing power of the
affix as in following formula. n,*" for the number of hapaxes with a given affix and N aff
stands for the number of all tokens with that affix. The formula of realized productivity

is as following:

n.aff
p 1

~ NafF

Expanding productivity may show category’s contribution to the growth rate of the
vocabulary in a corpus. However, in addition to the present productivity it may also care
about the future productivity, so here comes to the final measuring aspect: the potential
productivity (Baayen, 2009), which is highly sensitive to markedness relations. It is
based on the assumption, “once an affix has saturated the onomasiological market, it has
no potential for further expansion.” (Baayen, 2009) This measurement is also indirectly
sensitive to the compositionality of the words. The formula is the ratio | of the estimated
size of the category S in an infinitely large corpus and the observed number of types V
in a corpus of size N: | = S/V(N).

The first four methods are compared in Plag (2004) as shown in Table 9. It shows
that the productivity ranking in different measures seem to contradict each other. This is

reasonable for different measures highlight different aspects of productivity.
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Rank Vv N 0 P OED ne-

ologisms
1 -11€s5 2466 |-ion | 1369116 |-ness 943 |-wise | 0.061 -101 025
2 -1on 2392 -ty 371747 |-ion 524 |-ish |0.0338 |-ist 552
3 -1ty 15372 (-ness | 106957 |-ist 354 |-ness |0.0096 |-ty 487
4 -ist 1207 | -ist 98823 | -ity 341 |-less |0.0088 |-ness | 279
5 -less 681 | -less 28340 | -less 272|-st |0.0036 |-less | 103
6 -ish 491 |-ish 7745 |-ish 262 |-ty |0.00092 |-ish 101
7 -wise 183 | -wise 2091 | -wise 128 |-ion | 0.00038 |-wise 12

Table 9 Comparisons on Methods used in Calculating Morphological Productivity

Realized productivity is used in present work to measure component richness
because the expanding productivity proposed by Baayen (1993) is more about the
ability to produce new words rather than the ability to sustain the living situation of new
words, but what we concern about is how words are supported from existed lexical
representation. Meanwhile, the target words used in current study include both the affix
itself and the compounds using these elements, so the purpose is not about predicting
their productivity for the future or present, but to understand the supporting power
accumulated from the past achievement, also the formula may be sort of different for
the most of the target words are compounds. The higher potential or expanding
productivity do not indicate the sustaining power on words’ living. On the other hand,
loan words are more complicated issue, so they will not into the discussion in this factor,

but being dealt from factor about mixed originated morpheme.
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The formula for realized productivity in Baayen (2009) is that for a
morphological category C is estimated by the type count V(C, N) of its members in a
corpus with N tokens. Instead of viewing from token frequency, Bybee (2001) proposed
that the productivity of a word formation schema is largely determined by its type
frequency, for assessing the productivity of a schema in terms of token frequency would
be counterproductive as in the case of comparing 1600 monomorphemic English verbs,
of which 146 were irregular and 1454 regular (Baayen/Moscoso del Prado Martin,
2005). For in this case the summed frequency of all irregular verbs, 1793949, exceeds
the summed frequency of the much larger set of regular verbs (732552).The driven
reason is explained as unproductive categories use high token frequency to protect
irregular forms from being regularized (Baayen, 2009).Differing from the resort to
account for the ability of affix to produce what is concerned in current study is what the
affix has produced may be the support to the new comers and be the strong connecting
points for the existed.

On the other hand, Ferndndez-Dominguez (2010) compared the morphological
productivity of lexicalized ones and new-formed non-lexicalized compounds. The same
formula is used to separately understand the degree of lexicalization of lexicalized ones
and the profitability of non-lexicalized ones: number of individual lexical unit being

divided by the sum of frequency of the lexical units.

2| <

In Fernandez-Dominguez (2010), the resulted values are relatively higher in

non-lexicalized ones than in lexicalized ones. Meanwhile, there are distinctive threshold
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within the lexicalized ones. Thus, there may be some significant implications. Hence,
component richness for target words in current study will be understood by evaluating
both the realized productivity and the type-token ratio proposed by
Fernandez-Dominguez (2010).

Previous discussions all stand from affixation or compounding in Indo-European
languages, but there is less discussion in the compounding productivity or affixation in
Chinese. To simplify this issue the measuring unit in current study is syllable-based.
Every syllable is viewed as a morpheme and its value is calculated. Then, for lexical
units own more than one morpheme, namely those who are not disyllabic, instead of
taking multiplication of each of its element, current study would like to choose the
highest value among the elements to be the value of richness for the whole unit, which
may seem to be arbitrary, but the underlying assumption is that higher morphological
productivity is proved to be highly correlated with many linguistic aspects (Plag, 2004),
and it may also imply how rich certain element is in our mental lexicon in constituting
words ,which should be a facilitating effect on activating or integrating into existed
mental lexicon because with more words related to this element it may indicate the
probability in faster activation and the rich semantic root of the element. Meanwhile, in
measuring this factor, the loan words should not be included for two reasons. First, the
words borrowed from other languages may be morphologically complex in the donor
languages but not necessarily decomposed in the borrowing process (Plag, 2004).
Second, differing from the studies discussion on Indo-European languages loan words
included in Chinese may be only transliteration from donor language, so the discussion
on morphological productivity may be meaningless, so their parts will be further

discussed on the factor about mixed origin morphemes.
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Number of Graphematic Variation

Kjellmer (2000) proposed the rule that “Gl. It has graphematic parallels in the
language” should be one of the evaluated features, and Chang and Ahrens (2008) has
testified this feature by searching the radicals, but in Chinese the origin of creating
characters are quite complicated. The characters may have semantic bearing
components or phonetic components, which though should be a good index to explore
for loan words or monosyllabic characters, it is hard to use in current study because
there are many compounds included in our target words, which are relatively less
related to the graphemic components, so in the part of graphemic features instead of
focusing on the single written character, current study would like to view from
group-based angle: graphemic variations among target words. It is not necessary for
every language to have written language, but for languages having written system how
to write should be an important issue in reflecting many other linguistic factors, such as
historical phonological changes or sociolinguistic factors. Given upon that written
system is an important part in Chinese as well as the ways to retrieve research data are
highly dependent on written sources, so current study decides to consider written
variations as an independent variable that can contribute to the use of a lexical item.
Hence, every written variation will be treated as an independent lexical item to probe
their frequency and other proposed linguistic features for the way they are written down
should influence their linguistic life. Meanwhile, number of variants a lexical item owns
recorded in Chinese Wordnet (CWN) would also be included as one of linguistic

features. New expressions like “% 5” or “%g%E” are also updated in CWN, so the

variation resource is reliable. On the other hand, however, the written forms of loan
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words should be various in chosen written ways, but given upon the fact that the
strategies included in recording loan words may be direct borrowing, transliteration, or
translation, namely, the variation in encoding the phonetic sounds are actually
overlapped in the feature of being loaned or not, so current study would like to view the
forms found in reachable resources (Zhu, 2000; Kim, 2006; Chang & Ahrens, 2008) as
the standard form of loan words, and view them as non-varied. Lastly, there would be
qualitative discussion on which win-over variations in later discussion.

Graphemic feature for being encoded by Chinese character or not

Kjellmer (2000) also proposed, “M1. It has morphological parallels in the language”
and “M2. It follows morphological principles.” Current study testifies these by
understanding whether the lexical item is written as Chinese characters or not. This is
more about how borrowed words are encoded in the target language. It may adopt
different translation strategies. The loan words may be direct borrowing as in using

“lag,” or may be transliteration as “ * %" for “lag,” but sometimes the translation may
consider both semantic and phonetic features s in the case of “}%-/%,” so this feature may
also highly related to loan words, but there is also exception as in “% f%§#” is denoted

as “BJ4, ”which may be for humorous or easy to type down reason. To this feature
those who are written in its donor language or in Zhuyin, or those who mix Zhuyin and
Chinese characters will be marked as N as not being coded in Chinese character. Thus,
this feature may be a view to understand how words activation in use.

Mixed originated morphemes or not

Kjellmer (2000) proposed, “M4. Its derivative affix is compatible with the stem,”
which is testified by Chang and Ahrens (2008) as “words should not have morphemes

of mixed origins,” and as stated in Chang and Ahrens (2008) this feature is more related
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to those borrowed ones, so current study would like to follow this method for those loan

terms that has been mixed with Chinese semantic morphemes like “~+ ”in “* & 34" or

aspect marker as “7 ”in “¥F 5 7 .” These words will be marked “Y” in this feature.

Assumptions in this section are summarized as in Table 10:

Proposed features Features in Features in Features in Features in Delete
in current study Kjellmer (2000) Metcalf (2002): Chang(2008) Kerremans (2015)
FUDGE

Morphology M3. Its derivative “Generating new Productive Affixes Source of Data:
Component affix is highly forms (level 2)"of Google Book N-gram
Richness of the productive. “Generation of Other Cerpus (GBNC)
monosyllabic verh Forms and
or of the elements in Meanings™
the dissyllabic verb
constructions
Morphology GI1. It has
Number of graphematic parallels
graphematic in the langnage.
variation
Meorphelogy M1. It has
be encoded by morphological
Chinese character  parallels in the
or not language.

M2 It follows

morphological

principles.
Morphology M4 Tts derivative words should not
Mised originated  affix is compatible have motphemes of
morphemes ornot  with the stem. mixed origins

Table 10 Summarized Chart for Morphological Predictors

3.4.3. Syntax

Part of Speech

Syntactic factors are less discussed in previous studies, but the attribute of
categories of words should be taken into consideration because the part of speech itself
denotes the specific functions and behavioral distributions of lexical items. Though

there are other non-noun lexical items, among them verbs are highly related to syntactic
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structure, and thus more complicated than nouns as indicated in aphasic study (Hand et
al., 1979). The constructions of verbs are the main concern explored in current study. It
is notable that current study would like to adopt the view that adjectives and adverbs
should be delineated as verbs in Chinese.

Co-occurrence

The proposal of Metcalf (2002) in “Generation of Other Forms and Meanings” has
been adopted as number of co-occurrences in Chang and Ahrens (2008)’s design. This
may also correspond to the H6: The early development of syntagmatic lexical networks,
represented by collocations in the present study, promotes conventionalization.in
Kerremans (2015). This process of developing syntagmatic lexical networks in mental
lexicon is called as network-building in Aitchison (2003). It is importantly shown from
how children deal with words in similar sigmatic context, such as those near synonyms
or antonyms. For children and adults collocations all show certain degree of importance
in words’ identification and learning (Aitchison, 2003). Thus, though some linguistics
may devalue the importance of collocation by emphasizing selectional
restrictions/preferences, and take lexicon as a list of interchangeable words (Stefan,
2004), from previous discussion it should not deny what Firth (1957) said, “You shall
know a word by the company it keeps!” Namely, word meaning can be learned from the
words come alongside. Collocational links may be those optional candidates that
commonly associated as in, "rude adolescents," or "fresh-faced youths." Some frequent
associations may become fixed order as in "bride and groom, "or become clichés (Gibbs
and Gonzales, 1985; Fenk-Oczlon, 1989).

Stefan (2004) has introduced that “Collocation” can be explored mainly in two

approaches: distributional approach and intensional approach. The former one proposed
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by the Neo-Firthians is to define collocations with observable quantity. This also
become reference for corpus-oriented lexicographic in the United Kingdom (Sinclair,
1991; Lehr, 1996; Williams, 2003). The latter one may meet requirements like
“semantic non-compositionality, syntactic non-modifiability, and the
non-substitutability of components by semantically similar words” (Stefan, 2004).
Stefan has termed distributional notion as “cooccurrences,” which employs co-occurring
frequency information and statistical association. Cooccurrences may be positional or
relational (Stefan, 2004). Positional cooccurrences are co-occurred words within certain
distance, the collocational span (Sinclair, 1991). Relational cooccurrences are concerned
with linguistic views in the structural relationship involved by co-occurring words.

The issue is simplified in present work by calculating number of different types of
co-occurrences to illustrate the horizontal connections of the lexical items. The
co-occurrence used in the thesis refers to co-occurred words without setting arbitrary
threshold on co-occurring frequency because for some newly emergent expressions with
low frequency the co-occurrence phenomenon may easier to be filtered out for it is hard
to compute meaningful association scores for less frequent data (Stefan, 2004; Cook,
2010). There are 22 boards used for calculating co-occurrence from comments in PTT:
LoL, ToS, PuzzleDragon, MenTalk, WomenTalk, Boy_Girl, Hate, happy, Sad, NBA,
Baseball, movie, Food, BuyTogether, home_sale, Stock, StupidClown, joke, ask,

Kaohsiung, Keelung, TaichungCont.
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Assumptions in this section are summarized as in following chart:

Proposed features Features in Features in Features in Features in Delete
in current smdy Kjellmer (2000) Metcalf (2002): Chang(2008) Kerremans (2015)
FUDGE
Syntax “Generation of Other  Productivity H6: The early
Co-occurrence Forms and words having more development of
Meanings™ than ten collocates syntagmatic lexical
would be scored as netwotks, represented
two; those with less by collocations in the
than ten collocates present study,
but having more than  promotes
three Word Sketch conventionalization.
functions would be
considered
moderately
productive and scored
az one; and those
with less than ten
collocates and having
less than or equal to
three Word Sketch
fonctions would be
scored as zero
Syntax
Parts of Speech
Proposed features Features in Features in Features in Features in Delete
in current stdy Kjellmer (2000) Metcalf (2002): Chang(2008) Kerremans (2015)
FUDGE
Syntax “Generation of Other  Productivity H6: The early
Co-occurrence Forms and words having more development of
Meanings™ than ten collocates syntagmatic lexical
would be scored as networks. represented
two; those with less by collecations in the
than ten collecates present study,
but having more than  promotes
three Word Sketch conventionalization.
functions would be
considered
moderately
productive and scored
as one; and those
with less than ten
collocates and having
less than or equal to
three Word Sketch
functions would be

scored as zero

Table 11 Summarized Chart for Syntactic Predictors
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3.4.4. Semantics

Number of senses

The semantic part in hypothesis from previous studies highly focuses on its
semantic transparency in comprehension: “S2. It is transparent to the layman,”
(Kjellmer, 2000) and the “Unobtrusiveness” in Metcalf (2002), which has been
interpreted as “the meanings of transparent words should not be specialized and must be
clearly inferable from the form” in Chang and Ahrens (2008), and corresponds to the
“H1: Semantic ambiguity” in Kerremans (2015). However, in real language use
semantic ambiguity could be solved by contextual information. Besides, transparency
can actually be reflected in the range of use and number of senses for based on
frequency effect as well as studies on mental lexicon it can be inferred once the sense of
the form has been highly activated, no matter this meaning is morphological or
metonymic originated, then it becomes automation. Thus, there are no significant
activating differences in reaction time as in those cases of entrenched metaphors.
Namely, the quality or origination of sense may not be the core factor influence the
sense being adopted or not because once adopted in use it is in use. On the other hand,
the number of senses, or the relationships with other lexical items may contribute more,
so they are included in discussion of current study.

Number of synonym, Number of near synonym, Number of near synonym, Number of

antonym, Number of holonym, Number of hyponym

In addition to syntagmatic angle indicated in co-occurrence, the paradigmatic view
is also important, so various semantic relationships should all be included to understand
the use of certain lexical items because words in the same synset may in the relationship

of competition (Boulanger, 1997). Boulanger in her studies on comparing survived
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words and fade-away words, which is defined by observing words appearing in English
new-word dictionary in 1990 and later inclusion of these words in general dictionary.
She finds that new words that have competing established forms are more likely to
succeed because in competition case the concept is established, so only the new form
need to run for supporting from speakers, but in non-competition case both the new
referent and the new form need to be accepted. Besides, Though words listed in the
same synset may have partial overlap in use, they should also have their unique living
as shown in the study on different suitable contexts for “chase” and “pursue” (Aitchison
and Lewis, 1996), so in order to explore connection in this part words in the same
synset are compared with their Revised Constant U as well as their information across
variables proposed in current study qualitatively.

Similarly, antonyms that are defined as words of opposite sense are also interested
in understanding because members of antonyms are interchangeable syntagmatically or
frequently co-occurred (Charles and Miller, 1989; Fellbaum, 1995). There are different
types of antonyms: binary antonym, gradable antonym, and converseness (Lyons, 1981;
Cruse, 1992; Murphy and Andrew, 1993; Kreidler, 1998; Cruse, 2011).

Superordinate relations are most available if only the group members are fairly
prototypical and the superordinate label is commonly used (Johnson-Laird, 1983;
Hurdord et al., 2007; Cruse, 2011). The information is less reachable in CWN, so
current study would not focus on discussion in this part. One notable thing is that to all
target words the meronymic relation cannot be retrieved, so this variable is excluded in

current study.
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Assumptions in this section are summarized as in Table 12:

Proposed features Features in Features in Features in Features in Delete
in current study Kjellmer (2000) Metcalf (2002): Chang(2008) Kerremans (2015)
FUDGE
“Varety of
meanings(level 2) “of
Semantics “Generation of Other
Number of senses Forms and
Meanings " (Metcalf
2002)
S1_Tt has semantic ::-fo::}:r:l:;i :loum
M parallcls in the Semantic Gaps then we c;:-nsider the
Number of synonym langnage. )
02 It is concise word ﬁflmgup a
semantic gap.
) S1. Tt has semantic if there are no
S_emantu:s parallels in the . competing sylnon}'ms,
Number of near Janguage Semantic Gaps then we consider the
synonym . : word filling up a
: - Q2. It iz concise .
semantic gap.
Semantics
Number of antonym
Semantics
Number of holonvm
Semantics
Number of
hyponym
Delete:
This can be reflected
in the dissemination
Transparency: across language users
we adopt identical and mumber of senses
operational for to investigate the
definitions as in meaning is
e ‘o Metcalf"s model, morphological or
E ) ie., the meanings of  HI: Semantic metonymic originated
the layman. Unobtrusiveness o ) )
transparent words ambiguity 15 not so meamngful
should not be because based on
specialized and mmst frequency effect as
be clearly inferable well as studies on
from the form. mental lexicon once

the sense of the form
has been highly
activated. then it
becomes automation,

Table 12 Summarized Chart for Semantic Predictors
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3.4.5. Sociolinguistics

Loan words or not

Language contact is an important path in enlarging lexicon of language users. Being
loaned from other languages is controversial in whether it is inhibiting or facilitating
effect in adopting the loan word (Kjellmer, 2000; Metcalf, 2002; Kerremans, 2015).
Borrowing from other languages have been richly discussed (Betz, 1949; Haugen, 1950;
Weinreich, 1953) can be delineated into different situations as shown in the schematic

classification summed up and modified by Duckworth (1977) in Figure 7 .

7 Examples:

: non—ini:;;%:;u\z:’rd fad caféin English (from French); whisk{e)y in Spanish {from English) {*the word whisky/whiskey

foreignlanguage, spelled asis infact comes from the Scots or Irish Gaelic phrase visce beatha which s a calque of the Latin
aqua vitae, “water of life"); mouse ‘computer device”in Italian (from English).

Importation
Loan word Examples:
an integrated word from a foreign language, music in English (from French musique}; ehdferin Spanish (from
orthography adapted for the receiving language French chauffeur).
Partial Substitution | Examnples:

composite words, inwhich one partis Saturnes doeg “Saturday” in Old English {from Latin Saturnidies); showgeschdft “show-business” in German
borrowed, another one substituted (from English show business); live-sendung “literally: live-broadcast” in German (from English five broadcast).

Examples:
Monan deeg “Monday” in Old English {from Latin Lunae dies);
Loan translation grafte-ciel in French and rasca-cielosin Spanish both literally
(or calque) translation of the “scrape-sky” (from English skyscraper); world view in English
elements of the foreignword (from German welt-anschauung); Manzana de Addnin

American Spanish (from English Adam’s apple rather than from
European Spanish nuez [de la garganta] “nut [of the throat]”).

{

Loan formation

Examples:
5  |brother-hood inEnglish (from Latin frater-nitas [in Latin frater
Loan rendering . ) M e
5 brother’ + suffix]); fernsehen “far seeing” in German, (from
translation of part of the . : g

AR e translated elements of television in English or télévision in

g French, the first element from Greek telos ‘far’ and the second
\from Latin visio 'sight’.

Loan creation i
coinage independent of the foreign word, but created F Examples:

Loan coinage

Substitution . out ofthe desire toreplace a foreign word brandyin English (from French cagnac.

Examples:
Loan meaning cniht “servant + disciple of Jesus” in Old English {from Latin Discipulus “student, disciple of
indigenous word to which the meaning Jesus"); heafon “sky, abode of the gods + Christian heaven” in Old English {from Latin caelum
of the foreignword istransferred “sky, abode of the gods, Christian heaven”); Maus in German and souris “rodent + computer

device” inFrench (from English mouse “rodent, computer device”).

Figure 7 Schematic Representations About Classification on Borrowing by

Duckworth (1977)
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Thus, if only words meet situations summarized in Figure 7, then it would be loan
words referred in current study. Thus, those recorded into Chinese character as “loan
word,” and those recorded in its donor language as “foreign word,” for example, “CD,”
are all referred with generic term “loan word” in current study, but these differences
may be captured in the features like whether it is recorded in Chinese characters, or
morphological features like being with mixed morphemes or not. Current study assumes
that loan word should have its significance in entering lexicon. It may be limited in its
phonotactic constraint, but which may also be overcome if it captures unique
information what has existed in our experience, but has not lexicalized in native
language.

Borrowing in the definition of Thomason and Kaufman (1988) refers to lexical
items that can be fluently adopted by speakers of recipient language. The donor
languages for targeted loan words included in current study include language system
with written forms (English) and without written forms (SouthernMin). Thus,
transliteration bearing by Chinese Characters and translation are both included. Besides,
lexical borrowings include idiomatic and multi-word expressions are also not excluded.
The discussion on this part is aimed to have similar understanding as in Chesley and
Baayen (2010) to realize the entrenchment of loan words.

Dissemination across Lanquage Users

Dissemination of users are also taken into consideration. Similar to the calculation
of indexicality in Altmann et al. (2011) the dissemination is calculated by dividing the
amount of users by the total frequency of the use of the words. This information is
based on post author across different boards. The limitation in posts may be its limited

sample writing style; however, if a word can be highly disseminated across posts, then it
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should be significant in some way. On the other hand, though a single person may have
multiple 1Ds in writing posts, this bias can be less serious for the huge amount of data
used in current study. These comparisons all may provide insights in how diverse a
word is in being used in different situations and by different people rather than surface
using frequency. There are 23 boards used for calculating this value: LoL, ToS,
PuzzleDragon, MenTalk, WomenTalk, Boy_Girl, Hate, happy, Sad, NBA, Baseball,
movie, Food, BuyTogether, home_sale, Stock, StupidClown, joke, ask, Kaohsiung,
Keelung, TaichungCont, and Gossiping.

Assumptions in this section are summarized as in Table 13:

Proposed features  Featuresin Features in Features in Features in Delete
incurrent study  Kjellmer (2000) Metealf (2002): Chang(2008) Kerremans (2013)
FUDGE
01. It has prestigions
Sociolinguistics pre ? :
and/or exotic Unobtrusiveness
loan words or not ,
connotations.
Sociolinguisti Posts is assumed to
?m Ilmu' s = Number of User Diversity(varsefy of .
Dissemination , o be relatively more
Dsftotal frequency  wsers and sifuations) o
ACT0SS WSErs stringent 1n word use

Table 13 Summarized Chart for Sociolinguistics Predictors

3.4.6. Pragmatics

Number of Involved Conceptual Relation Type, Number of Related Concept Words

Semantic relations are important in signifying paradigmatic interaction among
lexical items, but the conceptual experiences should also be captured. Different from
semantic relations conceptual experiences are habitually linked, so this habitual

entrenchment plays a key to revealing human cognition. The experiential concepts the
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lexical items involved can be achieved by retrieving data from ConceptNet5°.
ConceptNet5 originally is built for computers to know about the world and understand

humans’ written text by constructing a knowledge representation network. The ideal

overview of the representation is shown as in Figure 8.

sedfot )
___________l{s_egffor )

.

%, eI

\‘ Q.r:‘/

[ Deswes _ @ Mo
person t"’ﬁf
——_Capableor
Desiras _‘:——————

Figure 8 Cluster of Concepts Adopted from Speer and Havasi (2012)

In this representation the scope include both words and phrases in written language
and across different languages. The relationships among these words are not just based
on lexical definitions but also include the general common knowledge, namely, the
related experiences lexicalized in natural language. For example, knowledge about “jazz”
should not just lexical defining like “Jazz is a genre of music,” which is caught in the
IsA relation defined in ConceptNet5, but also includes facts like AtLocation: “Jazz
comes from New Orleans,” or UsedFor: “Saxophone is used for jazz.” The total 21

types of relationships and the sentence pattern to capture these relationships are listed as

> http://conceptnet5.media.mit.edu/
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in table 14. The different types of relationships the target words proposed in current
study involved would be captured to understand the potential experiential connections

sustaining the words from contemporary language in use.

Relation Sentence pattern Relation Sentence pattern

IsA NP is a kind of NP. LocatedNear You are likely to find NP near NP.

UsedFor NP is used for VP. DefinedAs NP is defined as NP.

HasA NP has NP. SymbolOf NP represents NP.

CapableOf NP can VP. ReceivesAction NP canbe VP.

Desires NP wants to VP. HasPrerequisite ~ NP|VP requires NP|VP.

CreatedBy You make NP by VP. MotivatedByGoal ~ You would VP because you want VP.

PartOf NP is part of NP. CausesDesire NP would make you want to VP.

Causes The effect of VP is NP|VP. MadeOf NP is made of NP.

HasFirstSubevent  The first thing you do when you VP | HasSubevent One of the things you do when you VP is
is NP|VP. NP|VP.

AtLocation Somewhere NP can be is NP. HasLastSubevent ~ The last thing you do when you VP is NP VP.

HasProperty NPisAP.

Table 14 Interlingual relations in ConceptNet Adopted from Speer and Havasi

(2012)

On the other hand, in addition to conceptual relationships current study would also
like to probe the experientially correlated words captured in ConceptNet5. The
underlying assumption is similar to “O3. It has humorous connotations” proposed in
Kjellmer (2000), or “Unobstrusiveness” in Metcalf (2002), namely, the extra
connotation or functions in use may influence how a word is being adopted.
Connotation is highly associated with experiences occurring in the world but it is
usually hard to be quantified in values, so current study would like to understand this
part by understanding different types of experiential words that may collocate with the
target words. For example the “New Orleans” for “jazz” implies the pragmatic
situations for mentioning “New Orleans” and the connotation “jazz” contains. The

experiential word types that are related with target words would be retrieved to
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represent the pragmatic situations or connotation a word may have.

Activeness in Different Writing Styles, Activeness in Different Themes

The feature “Diversity (variety of users and situations)” proposed from Metcalf
(2002) the comparison on activeness in different writing styles and themes are proposed
in current study to understand how different information context may correlate to the
activeness of words. Different writing styles are the posts in PTT and the comments in
PTT because posts are mostly intended monologue for presenting information, which if
viewing genre as a continuum should locate closer to the written genre, but comments
are more communicative oriented to give dialogue-like feedbacks, which should more
like instant response in oral conversation. Given upon the fact that diffused words may
hard to be captured in GBNC or Sinica Corpus, the investigation on used writing style
may provide an equal comparison base on the using divergence of words. Hence,
current study would like to have activeness observation in this aspect in order to capture
the living style of different words with the assumption that some words may be more
suitable in using in dialogue like feedbacks, but others may be alive in both monologue
and dialogue.

Similarly, activeness in different themes provides similar information in exploring
possibility of theme-bonding words, which is similar to idea of “topicality” in Altmann
et al. (2013), but the calculating method adopted is much closer to Kerremans (2015) in
calculating the number of themes that are activated. The judgement on activeness in
above factors is based on the normalized accumulative frequency and slope proposed in
Chang and Ahrens (2008) in each theme and writing style. There are 9 themes: Games,
Gender, Mood, Sport, Lifestyle, Business, Story, Ask, and Geography. The themes are

incorporated from 22 boards. The boards are: LoL, ToS, PuzzleDragon, MenTalk,
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WomenTalk, Boy_Girl, Hate, happy, Sad, NBA, Baseball, movie, Food, BuyTogether,
home_sale, Stock, StupidClown, joke, ask, Kaohsiung, Keelung, and TaichungCont.
Posts and Comments are separately calculated their activeness. The summarized
information about the posts, comments, themes, and their corresponding boards are in
Appendix 2.

On the other hand, as illustrated in the discussion in previous section the
quantitative value “frequency” has been proposed as predictive feature in many studies.
Frequency may signify important information such as the nameworthiness in Kerremans
(2015). However, given on the fact that Revised Constant U is calculated from
frequency across time, and the interpretations on frequency can be reflected in factors
like activeness in writing styles, themes, and dissemination across users, so this factor is
excluded.

Assumptions in this section are summarized as in following chart:

Proposed features Features in Features in Features in Features in Delete
in current study Kjellmer (2000) Metcalf (2002): Chang(2008) Kerremans (2015)
FUDGE
Pragmatics
Number of Inveolved
Conceptual Relation
Trype
(ConceptNet)
Pragmatics
Number of Related O3 It has humorous )
i ] Unobtrusiveness
Concept Words connotations
(ConceptNet)
H5: The
Frequency: namewerthiness of This aspect has been
nermalized ratio in the represented reflected in activness
Frequency of Use the year 1996 in erder concept or its over themes writing
to simulate the salience in society style and
prediction process promotes dissenuination.
conventienahization.
Pragmatics .
) ) Diversity(variety of
Activeness in o
. - users and sifuations)
Different Writing
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Styles:

Total frequency and
Slope in PTT Posts
(Excluding
Gaossiping for its
inclusiveness in

various topics)

Total frequency and
Slope in PTT
comments
(Excluding
Gaossiping for its
inclusiveness in
various topics)
Pragmatics
Activeness in
Different Themes:
Number of
Activation Themes

(Total frequency

Diversity(vatiety of
users and situations)

Posts take the lead in
directing themes, so
the information
retrieved from posts

and Slope in
different theme
boards (posts))
{Including
Gaossiping for its
inclusiveness in

various topies)

Sociolinguistics

Dissemination
ACTOSS WSErs

MNumber of User
IDsitotal frequency

Diversity(vatiety of
users and situations)

Endurance of the
Concept

Posts is assumed to
be relatively more
stringent in word use
This has been
reflected in Constant
u

Table 15 Summarized Chart for Pragmatic Predictors

The predictors adopted in current study and their correspondences in previous

studies are all summarized in in the appendix 1.
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Chapter 4.

Exploratory Analysis and Modeling

This chapter presents quantitative results of experiments on the three sets of
target words as well as qualitative analysis on interactions among words. In section
4.1 and section 4.2 results of Revised Constant U and performance of linguistic
factors in these three types of target words are presented. Linguistic regression
models for different sets of targets are evaluated in section 4.3. In section 4.4
Comepetition of words from the same synset is qualitatively discussed. Section 4.5
proposes suggested standards in including words in lexicology by testifying results
of inclusion from 8000 Chinese Words.

4.1. Revised Constant U in Three Types of Targets

From Figure 9 the overall distribution of Revised Constant U for all target words is
presented. It can be observed that there is a peak for those whose Revised Constant U is
zero, which leads to the left skew of the distribution. With this information in mind we

look closer at lexical items into three types according to their resources.
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Figure 9 Distribution of Revised Constant U for all Target words

First, lexical items that are before 1950 are retrieved. There are 8 lexical items
with zero Revised Constant U. Among these 8 lexical items five of them are found
sporadically used in posts. These words are theoretically existed over century; however,
from the perspective of contemporary language use, there are still less stabilized ones in
being used in writing style of comments. This indicates that lexical items though may
still be comprehensible for their being used or included in more formal written genre,

from the aspect of natural language performance they may less tend to be used.
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Figure 10 Distribution of by Revised Constant U for Target words Before 1950
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Taking a look at the top 10 stabilized and the 10 least stabilized lexical items in
comments with its log frequency, the difference in overall pattern is obvious for those
highly stabilized. Though number of essays in earlier time may be fewer for regular
essay deletion in PTT as shown in the lower frequency at the right side in Figure 11, the
lexical items are constantly used over time, which is different from those less stabilized
ones with sporadically burst point in Figure 12. These burst points may show
activation in the view of total frequency, but the real stabilization in use in comments of

these words is low.

lexical_items

S oo W o= M b

& o

yearmanth

Figure 11 Cross Month Frequency Distribution for Top 10 Target Words Before

1950
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Figure 12 Cross Month Frequency Distribution for Tail 10 Target Words Before
1950
Then, we can take a look at those whose earliest traceable time is after 1950,
which include 186 lexical items. It seems that there is still left skewed for many of them

are with zero value in Constant U.
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Figure 13 Distribution of by Month Constant U for Target Words After 1950
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The lexical items denoted as loan word, such as “I5,7:&.” ”32” are high in

Constant U, but given the fact what is loaned is its new sense, and what the Constant U
could reflect is the stabilization of its lemma, which should not be singly contributed by
their loaned senses. Thus, lexical items denoted as loan word, but is with more than one

senses are selected out. There are six such words: "&x%1]," "= )\," "g&heg," "oz, "2, "
5", The left are 180 lexical items. The median of Constant U in these words is 0.02950.

The Constant U larger than 0 is considered to be stabilized in use. There are 37 lexical
items with zero Constant U, which indicates that though they are once diffused around
1950s, they are flash in a pan, and would have less opportunity to be passed down over
generation.

Similarly, the cross month frequency patterns of the top 10 stabilized and the 10
least stabilized lexical items in these lexical items are presented in Figure 14 and Figure
15. The pattern difference is also obvious. However, notably the stabilized lexical
items in this set are less as hugely used as those top 10 stabilized lexical units in words

born before 1950.
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Figure 14 Cross Month Frequency Distribution for Top 10 Target Words After
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Figure 15 Cross Month Frequency Distribution for Tail 10 Target Words After
1950
Most of diffused words collected from internet corpus are stabilized in use except
two lexical items. But, these two lexical items can still be captured its stabilization in
being used in posts. This result should be reasonable for they are “born” from internet

corpus. Nevertheless, whether they can be entered into lexicon for next generation is

still an issue.
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Figure 16 Distribution of by Month Constant U for Diffused words
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The stabilization pattern in Figure 18 is similar to those words after 1950s in
Figure 14 , but it is generally more activated in single temporal point. Comparing with
Figure 11 the diffused words are less activated than lexical items that have been existed
over a century. The comparison with words after 1950s may imply that lexical items
from Internet may be facilitated with the community it originates in being stably used.

But, its stabilization is still less as those who have existed over a century.

lexical_items
= 55

* END
L 1]
LS -
L 5|
L L]

ke CRNED SRS SRS
S T T
: Fi
: £
Y
-
- :
5 g =
I x]
H
.
2 '
2

@® TE £V BY aa 55

log(Freq)
I

L3

A
##

*r = v =

B Y

yearmonth

Figure 17 Cross Month Frequency Distribution for Top 10 Diffused Words
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Figure 18 Cross Month Frequency Distribution for Tail 10 Diffused Words
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Comparing the Revised Constant U in these three groups in Figure 19, it can
observe that lexical items existed over century are stabilized in nearly normal
distributed way, but the diffused words are slightly right skewed and the words existed
over 50 years are sort of left skewed. Meanwhile, the lexical items traceable after 1950s
are relatively less stabilized than those have been existed over a century. The boxplot
has shown that the maximum stabilization value of lexical items traceable after 1950s
locates around the median part to the lexical items existing over a century. Those words
that have been existed around 50 years may best resemble the potential stabilized

situation for the presently diffused words.

0.30

0.10 0.20

0.00

Bf1950

0.00 005 0.10 015 020 025

Af1950

0.10 0.20 0.30

0.00

Diffusion

JE—
'

Figure 19 Distribution of Revised Constant U of Three Sets of Target Words

4.2. Performance of Linguistic Factors in Target Words

This section briefly summarizes linguistic characteristics of each set, and some of
them may show differences among these sets. The differences are not testified with
statistics for the main purpose is to perceive and explore potential differences among
different sets of words.

The number of syllables for three sets of words has shown that though disyllabic

are rich in all sets, words before 1950 are with more monosyllabic lexical items and
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with relatively homogeneous syllable type. Words born after 1950 and diffused words

are similar in with relatively various syllable types.

Syllable Number of Words Bf1950 Syllable Number of Words Af1950 Syllable Number of Words Diffusion
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Figure 20 Number of Syllables for Three Sets of Target Words

Morphologically, the results show that words born after 1950 and diffused words

are quite similar to each other in having mixed originated morphemes.
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Figure 21 With Mixed Originated Morphemes or not

But, from currently collected data as shown in Figure 22 only diffused words

involve morphemes not encoded in Chinese.

89



Words Bf1950 Words Af1950

MorphoencodedCh HorphoencodedCh

T

o l“
L

50 - .\' IY

Freq
=

Ny N
MorphoencodedCh MorphoencodedCh

Words Diffusion

&0

Fraq

N ¥
MorphoencodedCh

Figure 22 Encoded in Chinese or not

Component richness from the angle of realized productivity, it shows that words
born after 1950 and diffused words are with relatively lower realized productivity in
overall than those born before 1950, which may be due to the fact that there are most

words from loaned words in these two sets of words.
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Figure 23 Component Richness: Realized Productivity

When viewing from type-token ratio, it shows that words born before 1950 and

words born after 1950 are relatively less than diffused words.
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Figure 24 Component Richness: Type- Token Ratio
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The variants may be most rich for words before 1950. Words born after 1950 are
less with variants. This may be with implication that words with variants may not
weaken the possibility of being conventionalized into lexicon because words before

1950 are the set with members own most variants.
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Figure 25 Distribution of Variants
The distribution of parts of speech for each set is shown in Figure 26. Verbs are

most rich ones as intended design.
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Figure 26 Distribution of Parts of Speech
The syntagmatic information on co-occurrences shows that words born before
1950 do have extreme high number of different types of words collocating before or
after it, but most of them are similar to the way of words born after 1950 and diffused

words. The summary statistics for before and after co-occurrences for each set are
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summarized in and the boxplots are shown in Figure 27 and Figure 28.
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Figure 27 Distribution of Co-occurring Types (Before Target Words)
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Figure 28 Distribution of Co-occurring Types (After Target Words)

The summarized statistics indicate that words born after 1950 are with less

co-occurring word types than the other two sets.
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Summary Bf co-occurrences  Set of Target Af_co- occurrences
Statistics
Min. 0.00 Words before 1950 0.0
1st Qu. 21.25 Words before 1950 22.0
Median 133.00 Words before 1950 137.0
Mean 2479.00 Words before 1950 2420.0
3rd Qu. 502.20 Words before 1950 564.2
Max. 87250.00 Words before 1950 94850.0
1st Qu. 0.00 Words after 1950 0.00
Median 8.00 Words after 1950 9.50
Mean 65.27 Words after 1950 67.78
3rd Qu. 50.00 Words after 1950 51.25
Max. 938.00 Words after 1950 1015.00
Min. 20.25 diffusion 18.0
1st Qu. 88.50 diffusion 56.5
Median 319.60 diffusion 298.0
Mean 306.00 diffusion 315.0
3rd Qu. 2096.00 diffusion 2255.0

Table 16 Summary Statistics for Before and After Co-occurring Word Types for

Each Set




Semantically, words born before 1950 are with richer number of senses than other

sets. The outliers in diffused words are “E&,””fi,”and”{#.” They are semantic neologies

that have existing lemma with multiple meanings.
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Figure 29 Distribution of Number of Senses

The results of semantic relation have indicated that words born before 1950 are
with more near synonyms, antonyms and hypernyms than others. Words born after 1950
and diffused words involve none of hyponymic relation. The synonymic relations also
show similar trend with richer information for words that have existed over a century as
shown in Figure 30 . The sum of total relations also reflects this phenomenon. Though
the limited relations in words after 1950 may be due to the limited information from
CWN, it is still reasonable to suppose that words existing over a century are with richer

semantic network as bonding.
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Figure 31 Upper Panel: Distribution of Involved Conceptual Relationships, Lower
Panel: Distribution of Related Conceptual Words

As shown in Figure 31, different conceptual relation types and related
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conceptual words it shows that three sets of words all with extreme cases in rich
conceptual relations or related conceptual words, but words before 1950 are relatively
higher than others.

Active situations in posts and comments show some differences across sets of
words and across writing style. The activeness defined here adopts the threshold value
proposed by Chang and Ahrens (2008) as discussed in section 2.2.2. If the target word is
active in one of the retrieved themes in post or comment, then it will be categorized as
active in that writing style. It shows that words born before 1950 are relatively higher
than others in both writing style, especially in post style. Words born after 1950 are
relatively lower in both styles as compared with the other two sets of words, and they
are also more active in posts than in comments. Diffused words tell a different story.
They are relatively active in both styles than words born after 1950, but less active than
words born before 1950. The more active style for them is in comments. This may
imply two points. First, different usages of words in different oriented writing styles
may exist. Second, if we take posts as with information structure closer to formal
writing, and comments as with information structure closer to casual oral speaking way
as well as recognize that comments are more feedback oriented than posts, then it may

imply that diffused words are more correlated in oral style and “diffused” in interaction.
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Figure 32 Actively used in Posts or not
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Figure 33 Actively used in Comments or not

The distribution of loan words for each set is shown in Figure 34, it has

signified that loan words are more in words after 1950 and diffused words in our

collected data. These two sets are much more similar in this aspect.
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Figure 34 Distribution of Loan Words in Each Target Word Set

Though diffused words have the highest outlier which is with 6.059 in

dissemination, the overall disseminated value in words before 1950 is higher than the

other two sets, which indicates their highly entrenchment across different users.
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Figure 35 Dissemination in Each Target Set of Words

As shown in above exploratory data, words after 1950 and diffused words are more
similar to each other in many linguistic aspects, but they have quite different Revised
Constant U. This fact has two implications. First, the power of being in diffuse
contributes a lot in being used stably. Second, words born after 1950 are comparatively

able to reflect the possible future living situation of currently diffused words.

4.3. Linguistic Regression Models for Three Sets of Words

Before moving on building regression models, the density plot for checking
normality of Revised Constant U is presented in Figure 36. From the top to the bottom it
presents separately original data, square root, log transformation, and inverse in
transforming data for easiness in modeling. From the plots it shows that the original
data is not in normal distribution, but it looks better with log transformation, though is

still slightly left skewed.
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Figure 36 Density Plots for Revised Constant U of all Target Words: from top to
the bottom shows separately the distribution of original data, of log transformation,

of square root, and of inverse in transforming data

Density plots of Revised Constant U for words born before 1950, born after 1950,
and diffused words are also shown in Figure 37. Similar to the boxplot presented in
Figure 19, words before 1950 and diffused words are highly similar. But, all of them are
not normal distribution, so the log transformation is adopted as shown in Figure 38,

which though is still slightly left skewed.
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Figure 37 Density Plots for Constant U of 3 Sets of Words: from top to the bottom

shows separately the distribution of original data in Words Before 1950, Words
after 1950, and Diffused Words

Similar to the prediction model built for understanding entrenchment of loan word
by Chesley and Baayen (2010) there is also non-normality in our response variable, the
Revised Constant U. However, their conducting in non-parametric random forests has
shown the reliability of the results from regression model. Thus, current study will
still adopt regression models to understand linguistic factors driven behind Revised
Constant U. Different from their choosing only main effects and two-way interactions.
There are 384 lexical items and total 19 predictors under 6 proposed linguistic aspects
in current exploratory. With concern on degree of freedom current study is going to
build model for each linguistic aspect. Models for all 384 target words, words after 1950,

words before 1950, and diffused words are separately presented.
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Figure 38 Density Plots for Constant U of 3 Sets of Words: from top to the bottom

shows separately the distribution of log transformation of Revised Constant U in

Words Before 1950, Words after 1950, and Diffused Words

In addition to linear regression models for understanding highlighted linguistic
aspects in each set of words, logistic regression models are built to sketch differences
between words existing over a century and diffused words as well as a proposed
prediction model based on words born after 1950.

4.3.1. Revised Constant U and Phonology

From density plots in previous section the non-normality of Revised Constant U has

been revealed, and as anticipated the residual plots are not ideal, which is just as the

way in Chesley and Baayen (2010). However, given the fact that current study testifies

six linguistic aspects separately, so the less ideal in residual plots of every model should

be reasonable for a single linguistic aspect may not be enough to explain the surface

performance in Revised Constant U. The linear regression between Revised Constant U
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and Phonology of different target words is summarized in

Table 17. Multiple R-squared indicates the percentage of variations in the dependent

variable explained by the model, and the Adjusted R-squared is also provided.

Type of Target Multiple R-squared  Adjusted R-squared
Words

All Target Words 0.2129 0.2109

Words Before 1950 0.3106 0.3052

Words After 1950 0.163 0.1583

Diffused Words 0.05621, 0.04233

Table 17 Revised Constant U and Phonology

This indicates that number of syllable plays a relatively larger role in explaining
variation to words before 1950 than those diffused recently.

4.3.2. Revised Constant U and Morphology

In exploring morphological aspects, present work performs backward variable
selection starting with main effects and interaction for all predictors in morphological
aspect, and used the Akaike Information Criterion (Akaike 1974) to eliminate
superfluous predictors. For different target word types the yielded formula of powerful

predictors is different.

Type of Target Multiple R-squared  Adjusted R-squared
Words

All Target Words 0.102 0.06877

Words Before 1950 0.2012 0.1684
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Words After 1950 0.03522 0.02432

Diffused Words 0.1575 0.1056

Table 18 Revised Constant U and Morphology
Morphological variables also show advantageous explanation ability to words before
1950. Among the predictors the relative important ones are type-token ratio of
component richness as well as interaction between type-token ratio of component

richness and realized productivity of component richness.

4.3.3. Revised Constant U and Semantics

In exploring semantic predictors, present study performs backward variable selection
starting with main effects and interaction for all predictors in semantic aspect, and used
the Akaike Information Criterion (Akaike 1974) to eliminate superfluous predictors. For

different target word types the yielded formula of powerful predictors is different.

Type of Target Multiple R-squared  Adjusted R-squared
Words

All Target Words 0.4535 0.3844

Words Before 1950 0.6074 0.4695

Words After 1950 0.1042 0.07847

Diffused Words 0.3048 0.2263

Table 19 Revised Constant U and Semantics

Semantic variables also show significant advantageous explanation ability to Words
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before 1950. This may imply that the richness in senses and semantic relations can

explain the constantly in use for words that have existed over a century.

4.3.4. Revised Constant U and Syntax

In exploring syntactic predictors, current study performs backward variable selection
starting with main effects and interaction for all predictors in syntactic aspect, and used
the Akaike Information Criterion (Akaike 1974) to eliminate superfluous predictors. For

different target word types the yielded formula of powerful predictors is different.

Type of Target Multiple R-squared  Adjusted R-squared
Words

All Target Words 0.3127 0.2846

Words Before 1950  0.5029 0.451

Words After 1950  0.6629 0.6408

Diffused Words 0.5522 0.485

Table 20 Revised Constant U and Syntax
Different from previous models, syntactic predictors show advantageous explanation
ability to words after 1950. The main effects and the interaction among the three
variables, parts of speech, number of before-word co-occurring type, and number of
after-word co-occurring type are all significant in the model.
4.3.5. Revised Constant U and Pragmatics
In exploring pragmatic predictors, current study performs backward variable

selection starting with main effects and interaction for all predictors in pragmatic aspect,
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and used the Akaike Information Criterion (Akaike 1974) to eliminate superfluous

predictors. For different target word types the yielded formula of powerful predictors is

different.
Type of Target Multiple R-squared  Adjusted R-squared
Words
All Target Words 0.5786 0.5685
Words Before 1950 0.7606 0.7424
Words After 1950 0.3012 0.2812
Diffused Words 0.5003 0.4157

Table 21 Revised Constant U and Pragmatics
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Figure 39 Residual Plots for Pragmatic Model for Words Before 1950

Similar to previous models, pragmatic predictors show advantageous explanation



ability to words before 1950. Besides, the requirements in residual plots are relatively
meet in Figure 39. This implies the importance of experiential conceptual relations,

writing styles, and themes in contributing being stably used.

4.3.6. Revised Constant U and Sociolinguistics

In exploring sociolinguistic predictors, current study performs backward variable
selection starting with main effects and interaction for all predictors in sociolinguistic
aspect, and used the Akaike Information Criterion (Akaike 1974) to eliminate
superfluous predictors. For different target word types the yielded formula of powerful

predictors is different.

Type of Target Multiple R-squared  Adjusted R-squared
Words

All Target Words 0.3765 0.373

Words Before 1950 0.4768 0.4684

Words After 1950 0.2891 0.277

Diffused Words 0.2599 0.2263

Table 22 Revised Constant U and Sociolinguistics

Similar to previous models, sociolinguistic predictors show higher explanation
ability for words before 1950, but they are not so significant as pragmatic factors.
When comparing all these factors we can discover that words born before 1950 can

be best statistically accounted by pragmatic factors. Activeness in comments, activeness
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in posts, number of involved conceptual relations, and number of conceptual related
word type account 76% behavioral performance of Revised Constant U. Differently, for
words born after 1950, those who exists only about 50 years, syntagmatic predictors
show advantageous ability to account. These two results imply that words existing over
centuries are highly correlated with rich pragmatic experiences accumulated in daily life
as well as using context selected by language users. Thus, habitual experiential
association plays an important role in understanding whether a word can live longer and
be used over generations. Besides, the context a word is used may imply the spread of
usage of that word. To be used in a variety of contexts highlights the adoptive ability of
word in language and its important role in conveying messages. Nevertheless, for words
coined in more recent years the syntactic compatibility is the key. Types of word
collocate with the target become important indicator. With the temporal information and
the correlated linguistic features we may propose that the usability of lexical
expressions may first be decided by their compatibility with already existed words.
Such compatibility is more than being paradigmatically antonymous or synonymous,
but more about whether the target words semantically and syntactically cooperate with
other words or not. Stronger structural compatibility means that the word is being
accepted by existed lexicon and its significant role in conveying information. Then, the
further sustainability relies on deeper entrenchment with world knowledge as well as
suitability in being used in different registers as indicated by the outstanding
performance of words before 1950 in pragmatics. Results in current discussion show
that as the days progress the important factor influencing life of a word may move from
more context-limited syntactic relation to larger pragmatic information related to world

knowledge we have entrenched with the word. A word is more than a sign carrying
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literal meanings, but a crystal of human cognition, experience, and world knowledge.

4.3.7. Logistic Regression Model

From the multiple linear regression models built for three sets of words in
previous section we can realize that though both diffused words and words before 1950
all have relatively high values in Revised Constant U, the linguistic factors driven
behind are different, thus it is with interest to go beyond this surface behavioral
phenomenon in order to understand what factors can distinguish the two. A logistic
linear regression models is conducted, in which words before 1950 are viewed as
conventionalized, and diffused words are viewed as not conventionalized. The main
effects are evaluated except the total number of semantic relations because it is
statistically collinearity with other semantic variables. With the results of parametric
statistic Wald test in Table 23 we can realize that number of syllables, number of
synonymic relations, number of near synonyms, whether it is actively used in content of
comments, and whether it is from other language are variables statistically significant in

distinguishing these two set of words.
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Wald Statistics Fesponse: hypothesis

Factor Chi-Square d.f. P

syllable num 7.49 1 8.8062
max_morpho_prod 2.71 1 @.8995
MorphoencodedCh B.83 1 @.8674
MorphoMixedmorphemes 9. e8a 1 @.9888
POS 435 3 8.2257
max_tytk ratio 1.89 1 |8.2964
Mum_CWN_wvariant a.97 1 @.3257
bfcolloc @.75 1 8.3863
afcolloc @.81 1 @.3681
Num_sense 8,15 1 8.6952
Num_CWN_antonym 8,45 1 @.5835
Num_CWN_hypernym 8.85 1 @.8237
Num_CWN_hyponym 8.82 1 B.8882
Num_CWN_nearsyn 3.86 1 @.8493
MNum_CWH_syn 5.85 1 @.e247
Conceptnum_relationtype 8.15 1 8.6981
Conceptnum_relatedwordtype 2.37 1 @.1238
actinboards_post a.08 1 8.9958
countcommentsChang5F5tyleactPost 8.12 1 8.727a
countcommentsChangsF5tyleactComment 4.47 1 9.0346
loan.word 26.23 1 <.B8881
diss dissemination_wvalue post B.33 1 @.5688
TOTAL 38.33 24 @.8321

Table 23 Parametric Statistic Wald test for Logistic Model of Conventionalized and
Unconventionalized Words

Logistic Regression Model

1rm{formula = hypothesis ~ syllable num + Num_CWN_nearsyn + Num CWN_syn +
countcommentsChangSFstyleactComment + loan.word, data = CDtwords,
x =T, y =T)
Model Likelihood Discrimination Rank Discrim.
Ratio Test Indexes Indexes
Obs 198 LR chi2 186 .95 R2 B.574 C 8.875
past_diffusion 128 d.f. 5 g 3.145 Dxy @.751
diffusion 78 Pr(> chi2) «<&.@881 gr 23.222 gamma  @.788
max |deriv| 2e-84 p B.353 tau-a  ©.345
Brier 8.119
Coef S.E. MWald Z Pr(>|Z])
Intercept -5.6458 1.1424 -4.94 <0.8881
syllable_num 2.1668 ©.518c 4.24 «<0.0681
MNum_CWN_nearsyn B.3192 ©.1479 2.16 ©.8389
Num_CWN_syn -8.1366 B.8622 -2.20 0.8286
countcommentsChangSFStyleactComment=Y 1.7439 8.5878 3.43 ©.0@06
loan.word=Y 3.2535 9.6421 5.87 <0.08081

Table 24 Statistic Information for Logistic Model of Conventionalized and
Unconventionalized Words
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In logistic model, R? indicates how accurate the predictions of the model are. As
shown in Table 24, the R? in current model is more than 0.5, so the accuracy is
concurred. C is the index for concordance between predicted probability and observed
response, if its value is above 0.8, then it may indicate the model has real predictive
capacity. Dxy is a rank correlation between predicted probabilities and observed
responses, which is 0.751. The values R? C, and Dxy are high. They are values of
gauging predictively of model, so the conclusion draw from this model may have its
reliability. The bootstrap validation test also indicates the reasonable of current model.
The fast backwards elimination algorithm reports that all predictors are retained. This
indicates that though behaviorally with similar performance on Revised Constant U ,
these two sets of words are different in linguistic aspects.

On the other hand, it is also with interest to understand the important factors that can
predict a words’ future life in being conventionalized or not. It may be inappropriate to
build a single model to all target words because the diversity of words included in
present work. Words born before 1950 are those similar to what Wang and Minett (2004)
called as “first emergent words.” They are earlier coined for purposes different from
recent diffused words. Words born after 1950 are characteristically similar to recent
diffused words as shown in previous discussion. Thus, they can better shed lights in
understanding the future life of present diffused words.

To look closer at words born after 1950 we can build a final multiple linear
regression model incorporating all linguistic aspects by selecting those predictors with
higher interpretative power in each separate linguistic perspective. We perform
backward variable selection starting with main effects and interactions that are selected

from each of above models. This multiple linear regression model for words after 1950
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explains 82% of the variations with its adjusted r square as 0.7992. The residual plots

are relatively appropriated in being correlated.
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Figure 40 Residual Plots for Multiple Linear Regression model for Diffused Words

The detailed formula yielded from this multiple linear regression model is shown in

Table 25 . Syntactic and pragmatic factors show significant influence.
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Revised Constant U = 1.631e-03 +9.914e-03POSADV + 1.874e-03 POSVERB+1.917e-04
bfcolloc+1.387e-03afcolloc+3.085e-03Conceptnum_relationtype-1.353e-01
actinboards_post+8.380e-03countcommentsChangSFStyleactPostY +5.116e-02
countcommentsChangSFStyleactCommentY +5.022e-02diss_dissemination_value_post-9.504e-
02Num_CWN_hypernym-4.969e-02Num_CWN_syn+5.534e-02
Num_CWN_totalrelation-1.995e-03POSADV:Pwithoutlw$bfcolloc+2.659¢-04
POSVERB:Pwithoutlws$bfcolloc+2.081e-03POSADV:Pwithoutlw$afcolloc-1.157e-03
POSVERB:Pwithoutlw$afcolloc-5.368e-06bfcolloc:Pwithoutlw$afcolloc-1.084e-02
Conceptnum_relationtype:Pwithoutlw$countcommentsChangSFStyleactPostY-2.234e-03Num_
CWN_syn:Pwithoutlw$Num_CWN_totalrelation+4.064e-06POSADV:Pwithoutlw$bfcolloc:Pw

ithoutlw$afcolloc+4.730e-06POSVERB:Pwithoutlw$bfcolloc:Pwithoutlw$afcolloc

Table 25 Formula of Multiple Linear Regression Model of Words Born After 1950

In addition to sketching characteristics of words born after 1950, the features that can
be used to decide its conventionalization are testified by building logistic model.
Words after 1950 are classified into two sets. Words whose Revised Constant U is zero
are considered to be not conventionalized, and those who are with Revised Constant U
higher than zero are considered to be conventionalized. Among the total 180 lexical
items, 37 are unconventionalized and 143 are conventionalized. Though this is a small
data set, they are still randomly split into test data and train data. With stepwise back
selection it shows that type number of co-occurring word before target word is singly
good enough as predictor. The accuracy on test data is 0.7955. In order to ensure its real
effect from syntagmatic relation words born before 1950 are used as conventionalized
words and diffused words used as diffused words to testify the model. The accuracy is

0.6335.
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4.4. Qualitative Analysis on Members of Synset

In addition to quantitative understanding in linguistic characteristics of lexical items
how lexical items compete with each other is another issue. Members of the same synset
are good target for understanding, for they share semantic representation and
paradigmatic network, but they are different in situations of stabilization.

There are 15 members in the synset to express depression. Members from the same

synset are behaving differently as shown in their cross month frequency in Figure 41.
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Figure 41 Cross Month Frequency of Synset Members

Their total frequency and their Revised Constant U are presented in Figure 42.
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Figure 42 Distribution of Total frequency and Revised Constant U
These words are in paradigmatic relation for being as members of the same synset, so
the syntagmatic view should be invited to understand how the words work differently in
their co-occurring companies as well as pragmatically conceptual relation and related

words that habitually linked in experiences. The words that are stably used include " %

BOERSERSRA BRI R G and "R
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Figure 43 Synset Members Separately Ordered by Frequency (Upper panel) and

Revised Constant U Value (Lower panel) Decreasingly

In Figure 44 and Figure 44 the words are ordered by Revised Constant U value
decreasingly, and the y lab is presented with number of different types of co-occurring
words. The plot shows that Revised Constant U and number of co-occurring accompany

seem to be correlated.
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Figure 44 Number of Co-occurring Words (After Target) with Target Words

Ordered by Constant U Value Decreasingly

reorder(lexical items, -PTTallyearmonthverb_constantl_yearmonth_comment)

bfcolloc

Figure 45 Number of Co-occurring Words (Before Target) with Target Words

Ordered by Constant U Value Decreasingly

In addition to structural compatibility the conceptual connections are invited. The
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number of related conceptual words is shown in Figure 46 with ordering by value of

Revised Constant U decreasingly.

Conceptnum_relatedwordtype

reorder(lexical items, - F‘:Fra llyearmonthverb_constantU_yearmonth_comment)

Figure 46 Number of Related Conceptual Words with Target Words Ordered by

Revised Constant U Value Decreasingly

The number of conceptual relations is probed to understand conceptual contribution

in standing out from other usages of the same sense.

items, -PTTallyear _constantU_) L_comment)

Concepinum_relationtype

Figure 47 Number of Involved Conceptual Relations with Target Words Ordered

by Revised Constant U Value Decreasingly
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All of the concepts used in this sense are shown in Figure 48 with corresponding
synset members that have lexicalized the concepts. Only seven words can be retrieved
conceptual infromation from ConceptNet5. The concepts include: AtLocation,
CapableOf, Causes, CausesDesire, Desires, HasProperty, HasSubevent, ISA,

MotivatedByGoal, and SymbolOf.

n

na

B2 EBEE 2 BE =

Z2E B

/fAtLocation IriCauses IriCausesDesire /rMHasProperty /fHasSubevent frllsA /rMotivatedByGoal  /r/SymbolOf

hid|

factor(relationdfa$relationtvoe)

Figure 48 Distribution of Involved Conceptual Relation and Synset Members

We can move forward to their interaction with Revised Constant U in Figure 49 and
Table 26. It shows that words with high Revised Constant U may not be captured its
conceptual relations on ConceptNet5, which may be a limitation on resources; however,

for those reachable data we can find that except “%& = the rest of those who are with

high Constant U values are with rich conceptual relations.
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Figure 49 Synset Members and their Corresponding Involved Conceptual

Relations
Lexical B =k 2 B BB B Fag e
items
Number of 5 4 5 1 7 4 1
Conceptual
Relations
Revised 0.1489 0.1484 0.1216 0.1205 0.1048 0.0740 0.0000
Constant U

Table 26 Number of Conceptual Relations and Revised Constant U Value of Synset
Members

The meaning each of conceptual relation stands for is shown in Table 27Table 27. In

this synset there are 10 conceptual relations out of the total 21 provided conceptual

relation.
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Relation Sentence pattern Relation Sentence pattern

[sA NP is a kind of NP. LocatedNear You are likely to find NP near NP.

UsedFor NP is used for VP. DefinedAs NP is defined as NP.

HasA NP has NP. SymbolOf NP represents NP.

CapableOf NP can VP. ReceivesAction NP can be VP.

Desires NP wants to VP. HasPrerequisite ~ NP|VP requires NP|VP.

CreatedBy You make NP by VP. MotivatedByGoal ~ You would VP because you want VP

PartOf NP is part of NP. CausesDesire NP would make you want to VP,

Causes The effect of VP is NP|VP. MadeOf NP is made of NP.

HasFirstSubevent ~ The first thing you do when you VP | HasSubevent One of the things you do when you VP is
is NP|VP. NP|VP.

AtLocation Somewhere NP can be is NP. HasLastSubevent  The last thing you do when you VP is NP|VP.

HasProperty NPisAP.

Table 27 Interlingual relations in ConceptNet Adopted from Speer and Havasi
The most shared concepts involved are Causes and HasSubevent, which may imply
that being able to involve in causation and several sub-events should play a role in being

stably used because from , it shows that except “®& = the rest of those who are with

high Constant U values are all involved with these two conceptual relations.

The comparison in this section implies that words in the same synset, with same
paradigmatic qualities, may be in the relationship of competition. The potential key to
winning over the contest is the structural compatibility and involved conceptual

relations.
4.5. Application: Inclusion of Lexical Items for Lexicology

Above findings we have discussed so far are further applied on proposing
suggestions on inclusion of lexical items for lexicology. In addition to quantitative
assumptions on constructing wordlist (Kessler, 2001), here we adopt linguistic
consideration: pragmatically stable in use, syntactic compatibility, and semantically
number of senses are taken as standard to expanding inclusion of words. The target

words studied in present work has been compared with 8000 Chinese Words provided

121



by Steering Committee for the Test of Proficiency—Huayu®. Though the correlation
between teaching level of words included in Huayu 8000 Chinese Words and their
Revised Constant U is not highly correlated because the standards for assigning
teaching level for each lexical item relies highly on frequency (Hunston, 2002; Tseng,
2013), the words all have Constant U values, namely, they are all stably used in
contemporary as shown in Figure 50, in which Revised Constant U values are ordered
by teaching levels from 5 to 1. Most of words are those who have existed before 1950,
so current study would like to propose some updates on the wordlists in order to testify
the proposed suggestions of inclusion form current study is appropriate or not. The
updates are aimed to more than words before 1950 with the intention to supply that
what is taught to the learner should synchronize with what is stably used in

contemporary language speakers.

comment

rb_constantU_y

PTT

Figure 50 Revised Constant U Values of Target Words in 8000 Chinese Words

The stabilization is set as with Revised Constant U value more than 0.1005, which is

® http://www.sc-top.org.tw/english/download.php
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the minimum Revised Constant U value of words that have been included in wordlists.
Besides, in order to avoid including lemma that is weighted in Revised Constant U
values for its rich senses, word with number of senses more than 10 are excluded. In
addition, given the fact that the significant role of syntagmatic relation shown in
discussion of regression model building and qualitative analysis, type number of before
target co-occurring accompanies and type number of after target co-occurring
accompanies are also included as filtering features. The minimum value of type number
of before target co-occurring accompanies and type number of after target co-occurring
accompanies are 22 and 19, which is set as the filter value. There are 30 words from
words before 1950 and 50 words from words after 1950 match above criteria. 50 words

from words after 1950 are displayed in word cloud according to their total frequency.
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Figure 51 Words Suggested to be Included in 8000 Chinese Words from Words

after 1950
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Most of these words are slang words, such as “g5 #,” “$rja,” “iEih,” - and some of

them are borrowed from SouthernMin. From sociolinguistic angle and from hypothesis
proposed by Kjellmer (2000) and of Metcalf (2002), the use of exotic borrowed words
is with implication on establishing social identity (Altmann et al., 2011), and such
exotic feature plays decisive role in whether the word is adopted or not. In addition to
these social implications, current study supposes that the reason why these words are
stably used is because the states they denoted are in daily human emotion experiences,
but are not captured in a single lexical item in Chinese. Hence, their important function
in signifying human cogpnition illustrates why they should be included.

Meanwhile, new inclusion from words before 1950 contains variants and synset of
“ex T ,” which is included as level 4 in 8000 Chinese Words. Hong (2005) has probed
the collocational limitations and distributional differences in variants at character level,
but the activating differences at word level may have additional implications on human
cognition. Variants of words share the same paradigmatic aspects, thus their syntagmatic
perspective in co-occurring accompanies and involved conceptual relations as well as
related conceptual words may provide insights.

From Figure 52 it shows that as a variant “3 7 is much more stable than “3 '%,”
and “34 7 is much more stable in use than “¥%’§” as in the same synset group. This is

also reflected its number of conceptual relations and related conceptual words as shown

in Figure 53.
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Figure 52 Variants and Synset of “I§f%” Ordered by Revised Constant U
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Figure 53 Involved Conceptual Relations for Variants and Synset of “I{&E”

On the other hand, with the criteria proposed words coming from the same

conceptual embodiment can also be included. From the perspective of Cognitive
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Semantics, to understand the relation between world knowledge and word knowledge
can be approached by a variety of methods (Geeraerts, 2010): the angle from
prototypically and salience (Rosch, 1973), the proposed Idealized Cognitive Models
(Lakoff, 1987), the angle of Frame Semantics (Fillmore, 1985), the diachronic studies
based on Invited Inferencing Theory of Semantic (Traugott and Dasher, 2005), or the
approach from Conceptual Metaphor and Metonymy (Lakoff and Johnson, 1980).
Among these angles, in the studies of the relation among meaning, concept, and
embodiment, the topic about emotion language is very popular. Kévecses (2000) has
introduced that emotion language can be classified into expressive or descriptive. In the
descriptive emotion language, it can be further classified into literal language and
figurative languages (Conceptual Metaphor and Conceptual Metonymy). When
studying the issue of emotion, Lakoff and Kévecses (1987) have proposed the universal
metonymic principle: the physiological effects of an emotion stand for the emotion. The
physiological effect, temperature, is well discussed. For example, there is the operation
of Anger is Heat metaphor in language (Lakoff and Kovecses, 1987; Yu, 1998). It is
proposed that anxiety and fear are different from each other in the aspect of temperature
from the angle of corpus linguistics (Ulrike, 2010), or anxiety is related to heat and fear
to cold (Yu, 2002). When comparing with 8000 Chinese Words it is found that not all of
lexicalized experiences of temperature are included, but with the proposed criteria in
present study words from embodiment of temperature are all qualified to be included as

shown in Figure 54.
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Figure 54 Words from Embodiment of Experiences about Temperature

From above discussion it seems that proposed measurements in this thesis are
inclusive enough to include words that are stably used by native speaker. Besides, they
are also useful to include words from same conceptual experiences, synsets and stably
used variants. Inclusion of these words is supposed to facilitate efficiency in language
teaching design, to assist students in learning Chinese, and to construct appropriate

lexicological resources.
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Chapter 5.

General discussion and conclusion

5.1. Conclusion

Previous studies have many insights in describing life of lexical items; however,
there is rarely study providing both qualitative and quantitative perspectives in profiling
life stages of words. The proposed life stages in present study are diffusion,
conventionalization, and inactivation. They are not sequential stages, but may cycle
from each other. The diffused ones may be just flash in the pan and swift into
inactivation. The inactivated ones may be revived into being used. With adopting
Revised Constant U the stably used ones can be clearly quantified from those
inactivated ones. Manipulation on different types of target words gives opportunity to
realize linguistic factors driven behind Revised Constant U and words coined in
different temporal points. Pragmatics significantly accounts stabilization of words
before 1950, but for words after 1950 the decisive factor is syntax. Though diffused
words are highly stably used in PTT corpus, their underlying driven linguistic factors
are different from words existing over centuries in five aspects: number of syllables,
number of synonymic relations, number of near synonyms, whether it is actively used in
content of comments, and whether it is from other language. Based on these findings
appropriate prediction model for foretelling possible future life of currently diffused
words is proposed with the aid of syntactic information. Additionally, with an aid from
guantitative information qualitative understanding on potential competition within
synset is probed to delineate potential picture in lexical competition. With these findings

criteria for further extending Chinese lexicological resources are proposed with
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consideration on stability in use, syntactic compatibility, and semantic information. The
Revised Constant U is a representative behavioral indicator driven by many linguistic
factors, and syntagmatic factor, which is significant in both quantitative and qualitative
analysis, plays key role in assisting including words stably used by native speakers. The
update words are meaningful for they appropriately reflect variants that are used widely
and lexical items that are conceptual or semantic related to words already listed in 8000

Chinese Words.
5.2. Implication and future study

This thesis is intended to propose appropriate methodological design of
understanding linguistic factors influencing conventionalization of lexical items as well
as potential foretelling of diffused words. Though present study works hard to
investigate related issues around conventionalization, there are still many directions can
be further probed.

First, the intersection between language use and language comprehension is an
important issue. Though spontaneous language performance can be retrieved in present
report, it would be more comprehensive with inviting comprehension part to further
understand mechanisms of lexicon. For example, survey on ironic or sarcastic tune of
words, or other significant connotations words may bear. Secondly, the details of the
found important factors should be further touched. The syntagmatic relations can be
further probed by comparing different types of co-occurring words to different target
words. For example, what are the types of co-occurring words that co-occur only with
stabilized ones, or only with the non-stabilized ones? Besides, larger window size and
information about POS in understanding syntagmatic relation of the target words can all

be included. Such subtle differences may be abstracted to understand detailed features
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deciding conventionalization of words. Third, more features can be proposed to testify.
For example, from angles of phonology and of morphology there is no significant
difference between words from 1950 and words after 1950, so it is suggested to cut the

temporal line at 1900s, for it is the year for May Fourth Movement (7 = & #:), which
influences people to move from writing in Classical Chinese/Literary Chinese (= %
< )to writing in vernacular Chinese(v %= ). Thus, from available resources we can

reconsider the done investigation by changing temporal boundary of retrieved words.

For example, to get words from 4 # % 3¢ in 1923. The discussion on phonological

features can be further extended with consideration on syllable structure. Words with
non-existed syllables in Mandarin Chinese should be included in observation. For

example, " — 4 " and "J” £ " are good examples of having no parallels in

borrowing languages, though they may have Chinese characters standing for them as the

way "% " stands for "/~ £." Or, to testify the activeness or Revised Constant U of the

target words in different registers to further delineate the spreading directions of being
conventionalized is also an important direction. The other example is to compare
written variants in detail to understand driven cognitive reasons for choice of bearing
word form in Chinese.

Besides, though competition among lexical items is generally revealed, it should be
further probed with anchoring temporal information of the appearance of every synset
member in order to understand how we incorporate new member and replace old ones
within the same paradigmatic network. Related direction can be started from synonym
blocking to understand appropriate range of synonymous member for a word to sustain
in lexicon. Boulanger (1997) proposes that new words that have competing established

form are more likely to succeed because the concept is established, but in
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non-competition case both the new referent and the new form need to be accepted.
Additionally, the testing wordlists should include more various lexical items in
Huayu-speaking community in order to enhance its representativeness. It should be
further classified with geographical considerations and retrieved registers of words, so
the accuracy of inclusion can be further testified. We can even tailor wordlists to
language speakers coming from different regions, and the stabilization of variants in
different registers may be revealed.

Meanwhile, the diffused words may carve unique experiences differing from
previous conceptual and semantic representation, which could be sustaining support for
its being conventionalized, so follow-up observations are in need. Additionally, the
characteristics of inactivated words and those reviving ones can be deeper qualitatively
analyzed as reference to ensure reasons for being filtered out from operated lexicon. In
addition to understanding of lexical items, different types of lexicon need to be
discussed. The classification based on whether it is in language using or in language
comprehension, or the discussion on age lexicon and gender lexicon may all shed lights

on human cognition and advanced application.
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Appendices

Appendix 1 Predictors Used in Current Study and Their Correspondence to Previous Models

Proposed features

in current study

Features in
Kjellmer (2000)

Features in

Metcalf (2002):

FUDGE

Features in
Chang(2008)

Features in
Kerremans (2015)

Delete

Phonology
number of syllable

Phl. It has
phonological
parallels in the
language.

Ph2. It is easy to
pronounce.

G2. Its spelling

agrees with its

Unobstrusiveness

Delete: Not meet

features in Chinese
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Morphology
Component

Richness of the
monosyllabic verb
or of the elements in
the dissyllabic verb
constructions
Morphology
Number of
graphematic
variation
Morphology

be encoded by
Chinese character

or not

Morphology

pronunciation

M3. Its derivative “Generating new

affix is highly forms (level 2)”of

productive. “Generation of Other
Forms and
Meanings”

G1. It has

graphematic parallels

in the language.

ML1. It has
morphological
parallels in the
language.

M2. It follows
morphological
principles.

MA4. Its derivative

Productive Affixes

words should not

Source of Data:
Google Book N-gram
Corpus (GBNC)
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Mixed originated

morphemes or not

Syntax
Co-occurence

affix is compatible

with the stem.

“Generation of Other
Forms and

Meanings”

have morphemes of
mixed origins
Productivity H6: The early
words having more development of
than ten collocates syntagmatic lexical
would be scored as networks, represented
two; those with less by collocations in the
than ten collocates present study,
but having more than
three Word Sketch

functions would be

promotes

conventionalization.

considered
moderately
productive and scored
as one; and those
with less than ten
collocates and having
less than or equal to
three Word Sketch
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functions would be

scored as zero

Syntax
Parts of Speech
“Variety of
meanings(level 2) ”of
Semantics “Generation of Other
Number of senses Forms and
Meanings”(Metcalf
2002)
) if there are no
S1. It has semantic )
) _ competing synonyms,
Semantics parallels in the ] )
Semantic Gaps then we consider the
Number of synonym language. N
) ) word filling up a
O2. It is concise ]
semantic gap.
) if there are no
) S1. It has semantic )
Semantics ) competing synonyms,
parallels in the ) )
Number of near Semantic Gaps then we consider the
language. .
synonym word filling up a

0O2. It is concise )
semantic gap.
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Semantics

Number of antonym
Semantics

Number of holonym
Semantics

Number of

hyponym

S2. It is transparent to
the layman.

Unobtrusiveness

Transparency:

we adopt identical
operational
definitions as in
Metcalf’s model,
i.e., the meanings of
transparent words
should not be
specialized and must
be clearly inferable

from the form.

H1: Semantic

ambiguity

Delete:

This can be reflected
in the dissemination
across language users
and number of senses
for to investigate the
meaning is
morphological or
metonymic originated
is not so meaningful
because based on
frequency effect as

well as studies on
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Sociolinguistics

loan words or not

Sociolinguistics

Dissemination
across users

Pragmatics
Number of Involved

OL1. It has prestigious
and/or exotic Unobtrusiveness

connotations.

Number of User Diversity(variety of
IDs/total frequency users and situations)

mental lexicon once
the sense of the form
has been highly
activated, then it
becomes automation,
so there is not
significant activating
differences in
reaction time as in
those cases of
entrenched

metaphors.

Posts is assumed to
be relatively more

stringent in word use
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Conceptual Relation
Type

(ConceptNet)
Pragmatics

Number of Related
Concept Words
(ConceptNet)

Pragmatics
Activeness in

Different Writing
Styles:

Total frequency and

O3. It has humorous

connotations

Unobtrusiveness

Frequency of Use

Diversity(variety of

users and situations)

Frequency:
normalized ratio in
the year 1996 in order
to simulate the

prediction process

H5: The
nameworthiness of
the represented
concept or its
salience in society
promotes

conventionalization.

This aspect has been
reflected in activness
over themes writing
style and

dissemination.

147



Slope in PTT Posts
(Excluding
Gossiping for its
inclusiveness in

various topics)

Total frequency and

Slope in PTT
comments
(Excluding
Gossiping for its
inclusiveness in
various topics)
Pragmatics
Activeness in
Different Themes:
Number of
Activation Themes
(Total frequency

and Slope in

Diversity(variety of

users and situations)

Posts take the lead in
directing themes, so
the information

retrieved from posts
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different theme
boards (posts))
(Including
Gossiping for its
inclusiveness in

various topics)

Endurance of the

Concept

This has been
reflected in Constant
U
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Appendix 2 Brief Summarization on Boards Used in Current Study

Board Name  Theme Number of Posts Tokens in Posts Number of Tokens in Comments
Comments (PBA order)
(PBA order’)

LoL Games 36,752 9,327,450 Push Push
489,870 827,382
Boo Boo
142,323 229,608
Arrow Arrow
279,887 527,352
Total: Total:
912,080 1,584,342

ToS Games 36,834 10,778,419 Push Push
659,366 654,276
Boo Boo
153,930 121,578
Arrow Arrow
341,425 518,388

’ PBA order means that the order of the frequency is listed as “push,boo, " arrow.”
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Total: Total:
1,154,721 1,294,242
PuzzleDragon Games 17,030 4,205,373 Push Push
335,158 334,281
Boo Boo
32,526 22,241
Arrow Arrow
275,892 273,699
Total: Total:
643,576 630,221
MentTalk Gender 29,236 9,447,661 Push Push
146,900 282,936
Boo Boo
22,215 31,321
Arrow Arrow
210,405 411,736
Total: Total:
379,520 725,993
WomenTalk Gender 77,655 28,142,648 Push Push
564,540 1,065,755
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Boo Boo
64,134 59,860
Arrow Arrow
448,560 868,396
Total: Total:
1,077,234 1,994,011
Boy_ Girl Gender 38,252 22,219,120 Push Push
93,226 181,758
Boo Boo
43,587 38,900
Arrow Arrow
119,895 206,862
Total: Total:
256,708 427,520
Hate Mood 162,774 26,988,668 Push Push
412,456 102,972
Boo Boo
357,376 9,143
Arrow Arrow
459,336 171,194

152




Total: Total:
1,229,168 283,309
happy Mood 20,727 2,318,504 Push Push
4,422 1,302
Boo Boo
20,395 38
Arrow Arrow
9,104 741
Total Total
33,921 2,081
Sad Mood 22,099 4,251,144 Push Push
10,611 2,937
Boo Boo
11,310 36
Arrow Arrow
14,209 2,493
Total: Total:
36,130 5,466
NBA Sport 34,363 14,993,792 Push Push
10,948 18,372
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Boo Boo
21,008 1,546
Arrow Arrow
6,029 8,234
Total: Total:
37,985 28,152
Baseball Sport 41,286 11,028,551 Push Push
424,879 848,940
Boo Boo
81,045 159,917
Arrow Arrow
278,456 546,850
Total: Total:
784,380 1,555,707
movie Lifestyle 43,112 21,651,766 Push Push
202,636 175,607
Boo Boo
118,592 17,700
Arrow Arrow
171,649 120,230
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Total: Total:
492,877 313,537
Food Lifestyle 72,529 13,908,516 Push Push
34,547 21,470
Boo Boo
69,715 12
Arrow Arrow
37,085 11,731
Total: Total:
141347 33213
BuyTogether  Business 37,901 6,261,136 Push Push
443,000 852,412
Boo Boo
11,748 2,075
Arrow Arrow
56,915 94,443
Total: Total:
511,663 948,930
home_sale Business 26,477 10,509,415 Push Push
73,810 149,668
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Boo Boo
18,668 10,840
Arrow Arrow
146,516 273,025
Total: Total:
238,994 433,533
Stock Business 23,159 9,406,420 Push Push
128,387 241,467
Boo Boo
21,755 28,508
Arrow Arrow
115,819 238,497
Total Total
265,961 508,472
StupidClown  Story 44,547 14,330,189 ush Push
141,313 280,920
Boo Boo
28,375 7,209
Arrow Arrow
61,934 77,664
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=231619 =365793
joke Story 44,282 5,957,892 Push Push
101,042 164,054
Boo Boo
33,816 33,298
Arrow Arrow
37,568 50,995
Total: Total:
172,426 248,347
ask ask 49,479 5,591,480 Push Push
42,344 77,126
Boo Boo
16,561 2,820
Arrow Arrow
91,099 167,816
Total: Total:
150,004 247,762
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Kaohsiung Geography 54,879 10,467,668 Push Push
101,936 152,073
Boo Boo
13,543 12,906
Arrow Arrow
80,414 129,088
Total: Total:
95,893 294,067

Keelung Geography 21,470 3,837,887 Push Push
18,449 18,241
Boo Boo
21,547 1,003
Arrow Arrow
21,195 16,088
Total: Total:
61,191 35,332

TaichungCont  Geography 15,617 2,983,035 Push Push
8,981 7,841
Boo Boo
5,902 122
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Arrow Arrow

11,630 7,254
Total: Total:
26,513 15,217

Gossiping Gossiping 552,747 126,421,529
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Appendix 5 Constant U value for Diffused Lexical Items
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