R 2 FeR2FRing Ly i
HERCh

Department of Information Management

College of Management

National Taiwan University

Doctoral Dissertation

AR e AR

A Study of Topic Person Stance Analysis

FR® A

Zhong-Yong Chen

a‘% Whrds DmaEs £ L
Advisor: Chien Chin Chen, Ph.D.

P K 105 £ 6 *
June 2016

doi:10.6342/NTU201600371



EARVA b W 3 R AV
DREBEeELE

X AN LG AT R
A Study of Topic Person Stance Analysis

AL ampskE (23 D98725003) AR LEM K
LEMERLL ARz E LS mBx  HERE 105 £ 6
AO6RBATHAREEHFLRBR IRAM & 45 HLEH

A

doi:10.6342/NTU201600371



i

BARFE LE T r L R PRES R Fé‘if:*#%—“ééﬁ s E
VR REAXFHEKEXFOFTELL  Br B {HRL
Hoo o w B andn H ARS8 K EF 0 3 5 i e Fq‘ WA R

FHFELIM BB He LS LR A R gL g v

big o JEFT L ART] G o dept AT 500

S B Fl- Ay P R (s BRI R E (G A
RE)F P R(EH L E L E ) F S Alicias ) 4 S FE
S EREA AR R P G
(45) BADRE SRS R E T () » R e L veig
B o AR T HRF L - A - B LITH R F Rk A RGE
A TR G A - ALHEGE B ap 3 A RGgs L4 T WEAL s
% ’%‘?56%:%_%‘«%-&” b Ped ()P A PR o

BAniEE RE R ik £ kig b oo A2 B chpA bt“\emé\&é
LT RHE ANl g RN ﬁff\“#‘ﬁ? » im («ILJ)IFB E A A L4
i (&J)mu . ;—f— B4 T4 o

\\\

doi:10.6342/NTU201600371



a—@;%;g

EFRRRFEIE > A PR 2 RRETR A OT M AL A PT R ARRER

=

5 BT/ R A L 0 G AATRE  RETH C HE A LA EEM R OT I -

7%¥‘Wﬁﬂéﬁﬁﬂ’aﬁﬁi%¢ﬂ’ﬂﬁﬁi—%%gﬁi%’ﬁéi%‘%i
By 2B AN B EFRERIEY B A Fma g APRN T A E S RRAEBER
e ph AP/ - ZOMBEGAREM 572 2 > I A5 L R IR AT 2P
KPP A Penz o ot > 2 B9 A LE R NRE T £ NROERB T EHF LA HEA
CE NI o H T o APEE - BAhe M IFE 2 R ERA S 2 B 1T
PN AH A EM 2 0 BARATR the 2 B2 LR Y AR A ITHLEA P
EPHABEIFROGEIZ T R DR L ()M p B K42 fif’-f§4 SEAE R o gl b s
APRNZFFEE 2 FB L FEZAN A ERERAFER A FREEFREES E

R AR E S O S S E R S S

MAEF: AMA T2 A1 AMAPAHE 2 FHEM T ARG AHFE

doi:10.6342/NTU201600371



Abstract

With the explosive growth of the Internet, people can easily receive astronomical information from
the Web, and could be overwhelming by the online medium, e.g. news, review comments, forum
posts or information from the social medium. For facilitating the people digest the enormous
information, we investigate a novel problem named “topic person stance identification,” which is to
identify the stances of the topic persons from topic documents, in this dissertation. We proposed
two methodologies to copy with the problem. First, we proposed a methodology named
model-based EM method to identify the stances of the topic persons by leveraging the pattern of
person name co-occurrence in the documents. In addition, the level of co-occurrence and
non-co-occurrence of the person names in the documents are considered to weight the pattern of the
person name co-occurrence. Moreover, we developed an initialization algorithm to stable the results
of identifying the stance communities because the EM method is sensitive to the initialization. The
second methodology is called stance community identification of topic persons using friendship
network analysis. This method is to take the friendly (opposing) orientation of the documents into
consideration to construct the friendship network automatically from the topic documents. For
identifying the stance community, we proposed stance community expansion and stance community
refinement algorithms to identify the stance communities based on the network. The experimental
results of two methodologies demonstrated our methods are outperformed other well-known

clustering approach, and can effectively identify the stances of the topic persons

Keywords: topic person stance analysis, topic person clustering, text mining, information retrieval,

clustering algorithm
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1. Introduction

With the prevalence of the Internet and the explosive growth of medium digitization,
there are astronomical information on the web. Nowadays, People can easily receive the
latest topics, such as global economic trends, politics events, and tournament results, all
over the world through the Internet. In general, people are interested in topics that
involve competing viewpoints or controversial scenarios. However, they are generally
overwhelmed by the huge amount of topic documents which cover every detail of
different stances. For example, in the topic of 2011 IMF (International Monetary Fund)
presidential selection, Google News? collected hundreds of topic documents reporting
the development of the campaign. Although the documents reported all perspectives of
the topic (i.e., from the interactions between the candidates to the viewpoints of each
country’s financial representative), readers generally have difficulties assimilating the
enormous documents, not to mention understanding different stances of the topic.

To ease the burden of reading a great deal of topic documents, several topic mining
techniques have been developed. For instance, Nallapati et al. (2004) grouped topic
documents into clusters, each of which presents a theme of a topic. Feng and Allan
(2007) extracted informative sentences from themes to summarize a topic. Chen and
Chen (2008; 2012) further organized themes and summaries chronologically to depict
the storyline of a topic. The techniques successfully condense the content of a topic.
However, readers still need to spend a lot of time to digest the generated summaries if
they are not familiar with the topic.

Topics basically are associated with persons, times, and places (Nallapati et al.,
2004). Identifying the stances of persons in the topics with competing viewpoints

(called topic persons hereafter) can facilitate readers to construct the background

L https://news.google.com
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knowledge of the topics and to digest topic documents quickly. For example, in the
topic about the selection of the new IMF president in 2011, the former IMF chief
Dominique Strauss-Kahn stepped down because he had been charged in a sexual assault
case. Google News collected hundreds of topic documents reporting all perspectives of
the stances of the following participants: the staff of the Bank of Mexico; the French
Minister of Finance; the countries opposed to the French Minister of Finance; and the
countries that supported non-European zone candidates. The topic persons with
opposing stances competed to have their candidate selected as the new IMF president. If
readers knew the persons associated with the four stances, they could have understood
the numerous topic documents easily. It is reasonable to ask experts to identify the
associations between persons and stances for readers. However, as new topics occur
frequently and the corresponding topic documents are posted on the Internet, experts
could be overwhelmed by the huge number of documents. The situation would be even
worse if the experts were not familiar with the background of a topic. To discover the
associations between the persons and stances of an unfamiliar topic, the experts would
still need to read the topic documents. That would not be an easy task if there are
numerous documents; hence, automatic methods for stance identification of topic
persons are essential.

Identifying stances of topic persons is a new research topic. To the best of our
knowledge, only Chen et al. (2010; 2012) dealt with the stance identification problem.
The authors proposed the use of Principal Component Analysis (PCA) (Barber, 2012)
and examine the signs of the entries in the eigenvector associated with the largest
eigenvalue to recognize stances of topic persons. The method, however, can simply

handle two-stance topics but many topics involve more than two stances in reality.
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In this study, we investigate the stance identification of topic person problem.
Given a set of topic documents, the task of topic person stance identification is to group
topic persons into stance-coherent clusters. For instance, given the documents about the
2011 IMF presidential selection, the task of the topic person stance identification is to
identify candidates and their supporters, and other groups of people holding different
stances. A challenging issue in the stance identification of topic persons is that stance of
the individuals is topic-dependent. For instance, politicians often change their policies
for the sake of expediency, so their stances change accordingly. To solve this problem,
we propose two unsupervised stance identification approaches. The first approach
employs a model-based Expectation-Maximization (EM) method to identify topic
persons in an unsupervised manner. As the method only considers the word usage
patterns of person names in topic documents, it does not require external knowledge
sources and it can capture the feature of person stance‘s dynamics. A difficulty in
EM-based methods is that the results of the methods depend on the initialization of their
parameters (Figueiredo & Jain, 2002; Pernkopf & Bouchaffra, 2005). In the study of the
first approach, we propose an effective initialization strategy that ensures a stable and
accurate stance identification performance. Moreover, we present off-topic block
elimination and weighted correlation coefficient techniques to remove the off-topic text
blocks and reduce the text sparseness problem respectively. In our model-based EM
method, we didn’t take the competing semantic into consideration and didn’t employ
the social network features for identifying topic person stances. We also observed that
some of topics contain stance-irrelevant topic persons. Hence, we propose the second
approach, namely, a stance community identification based on friendship network
(SCIFNET) method to cope with the findings of interest. The SCIFNET constructs a
friendship network of topic persons. Nodes in the network represent topic persons.

3
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Edges are established by considering the co-occurrence of topic persons in
stance-weighted documents. Then, the co-occurrence of topic persons in
stance-weighted documents and the co-neighboring degree between persons in the
network are leveraged to define edge weights (i.e., the strength of friendship between
persons). An effective community detection algorithm which consists of a stance
community expansion algorithm and a stance community refinement technique is
presented to group the topic persons into stance-coherent clusters.

The remainder of this dissertation is organized as follows. We provided the related
literatures in Section 2. Then, we describe the methodologies and show experiments in

Section 3 and 4. We concluded our findings and future works in section 5.

2. Literature review

In the following, we review research fields related to the topic person stance

identification problem.

2.10pinion mining

Since our research aims at identifying stances of topic persons, it is related to opinion
mining (Liu, 2012), which is also called sentiment analysis. Sentiment analysis usually
focuses on discovering textual units with bipolar orientations. However, it differs from
sentiment analysis in a number of respects. First, most sentiment analysis approaches
identify the polarity of adjectives, adverbs, and verbs because the syntactic constructs
generally convey sentimental semantics. For instance, Hatzivassiloglou and McKeown
(1997) employed language conjunctions, such as and, or, and but, to judge the polarity
of conjoined adjectives. Ganapathibhotla and Liu (2008) investigated the polarity of

comparative adjectives (e.g., quick) or adverbs (e.g., quickly) combined with product
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features (e.g., run time) to identify the pros and cons of products discussed in product
reviews. Ding et al. (2008) also considered sentiment verbs, such as like and hate, to
extract further sentiment comments about a product. In contrast, topic person stance
identification considers the stances of topic persons and clusters person names into
groups which are nouns that rarely express sentiment information. Second, sentiment
analysis generally classifies textual units in terms of a positive or negative orientation,
but a person’s stance does not have a positive or negative meaning. For example, in
political topics, people protest the government or politicians because they made
decisions which benefit few of companies or politicians themselves. People may have
angry emotion and the consensus of protesting the decision makers. However, the group
of the protesters is a stance without negative meaning. Specifically, people with
different stances take opposing viewpoint regarding a certain topic, while people in the
same stance group reach a consensus or have the same goal. Finally, sentiment analysis
usually requires external knowledge sources or human-composed sentiment lexicons.
For example, Kim and Hovy (2004), and Hu and Liu (2004) determined a word’s
polarity by classifying the synonyms and antonyms of the word in WordNet (Miller et
al., 1990); while Ku et al. (2006) dealt with Chinese sentiment analysis by considering
the sentiment words in the General Inquirer lexicon (Stone et al., 1966). However, no
external knowledge source is available for topic person stance identification research
because a person’s stance is dynamic and topic-dependent. The property of
topic-dependence and the lack of knowledge sources make the topic person stance
identification task a challenging research issue.

In addition, Godbole et al. (2007) developed a system to extract the positive or
negative comments about a person from weblogs and news articles. The authors
manually compiled a list of sentiment words and then extended the list with WordNet

5
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(Miller et al., 1990) to calculate the person’s polarity score. The system can be used to
measure a person’s reputation. By contrast, we focus mainly on identifying the stance of
a group of topic persons. The stance is neither positive nor negative, i.e., it does not

have a positive or negative meaning.

2.2 Community detection

As the person stance identification is to cluster persons into stance-coherent clusters.
Our research is also related to community detection (Papadopoulos et al., 2012).
Specifically, given a network of interests, the task of community detection is to identify
sub-networks so that each of which represents a coherent community (Clauset et al.,
2004; Girvan & Newman, 2002; Newman, 2001, 2004; Newman & Girvan, 2004). For
instance, given a social network, community detection identifies groups of people with
similar preferences (Papadopoulos et al., 2012). Basically, community detection
methods partition the given network into sub-networks (i.e., communities) in
accordance with the principle that maximizes the association within each sub-network,
while minimizing the association between them (Shi & Malik, 2000). In the following

sub-sections, we review two main community detection approaches, namely, the

eigen-based community detection approach and the iterative clustering approach.

2.2.1 Eigen-based community detection approach

One family of the eigen-based community detection approach is spectral clustering
which makes use of the eigenvectors of the Laplacian matrix (Donath & Hoffman, 1973)
to find appropriate partitions of a network. Given a network, the Laplacian matrix is
derived by subtracting the adjacency matrix A from the diagonal matrix D. The entry ai

in A'is 1 if node i and node j are connected, otherwise it is 0, and the entry d;; in D is the
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degree of node i in the network. Shi and Malik (2000) modeled image segmentation as a
community detection problem. The authors first represented an image as a network and
employed the eigenvector associated with the second smallest eigenvalue (fielder vector)
of the Laplacian matrix to identify significant image segments (i.e., communities). Ding
et al. (2001) employed spectral clustering to cluster a set of documents. The authors
constructed a word-document matrix X in which entries are the mutual information
(Manning et al., 2008) between words and documents. Then, a document network is
constructed by considering each document as a node. The connection between nodes is
represented by the weighted matrix W=X"X. The network is partitioned by using the
fielder vector of the matrix W. The authors also introduced the Mcut metric to evaluate
the partitioned network. The metric is integrated with a linkage-based refinement
technique to improve the quality of the network partition. A limitation of the above
methods is that they generally make balanced cuts in partitioning a network, that is, the
detected communities in the network need to be with a similar size. In practice, however,
communities are with different sizes and magnitudes so that the balanced cut
requirement is irrational (Newman, 2006; White & Smyth, 2005). To relax this
limitation, White and Smyth (2005) developed a spectral clustering algorithm which
maximizes the modularity (Newman & Girvan, 2004) of a network partition. The larger
the value is, the better the quality of the network partition will be. The authors
formulated the modularity maximization problem as a quadratic assignment problem
and solved it analytically using an eigen-decomposition method. Specifically, the
method constructs an eigenvector matrix Uk where the columns are the eigenvectors of
the matrix Lg derived from the modularity maximization problem. Then, the row vectors
of Uk are clustered by using the k-means algorithm (Manning et al., 2008) to find an
appropriate network partition. Newman (2006) developed an efficient algorithm to

7
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detect communities within a network. Initially, the algorithm treats a node as a
community and constructs a modularity matrix B where entry Bi; denotes the modularity
between the community i and the community j. Then, the algorithm examines the signs
of the entries in the principal eigenvector of B to identify the affiliation of the nodes. To
polish detected communities, i.e., subgraphs in the network, the algorithm further
examines the modularity changed by moving nodes between subgraphs and moves all
the nodes that increase the modularity. Anchuri and Magdon-Ismai (2012) investigated
signed networks in which nodes are connected by positive or negative edges. They
modified the modularity to incorporate negative edges into it and constructed a
modularity matrix for a signed network. Communities are detected by examining the
signs in the matrix’s eigenvector associated with the largest eigenvalue. In addition, a
refinement method based on the modified modularity is developed to calibrate the

membership of the nodes.

2.2.2 lterative clustering approach

Another popular approach of community detection is iterative clustering. Girvan and
Newman (2002) devised a hierarchical clustering algorithm which measures the
betweenness of edges for community detection. The betweenness of an edge denotes the
number of shortest paths between pairs of nodes that run through the edge. The
algorithm iteratively decomposes the network by removing the edge with the highest
betweenness until a specific number of communities have been detected. Newman and
Girvan (2004) proposed a betweenness-based method for community detection. The
authors also developed a measurement called modularity to evaluate the quality of the
detected communities. Meanwhile, Newman (2004) proposed a modularity-based

community detection algorithm which initializes each node as a community. Then, the
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algorithm iteratively merges communities until the modularity of the detected
communities reaches a local optimal. The authors show that the method is efficient and
the quality of the detected communities is comparable to that of the Newman and
Girvan’s method. A problem of the modularity-based method is that it ignores missing
edges within a community. In other words, the modularity only measures how good the
discovered community structure fits the existing edges (Chen et al., 2009a). In reality, it
is difficult to acquire all information about the analyzed network. So, the network may
miss informative edges that deteriorate community detection performance. To resolve
the problem, Chen et al. (2009a) developed a new measurement, called Max-Min
modularity which considers missing edges to improve the quality of community
detection. Xu et al. (2007) also proposed an iterative clustering algorithm for
community detection. For every node pair, the algorithm first computes the ratio of
co-neighbors between them. A node is considered the core of a community if the
number of the high co-neighbor ratios between it and other nodes are also high. The
algorithm expands communities from core nodes and iteratively labels their neighbors
the same communities. It is worthy to note that the algorithm can identify the hub nodes
which function as a bridge to connect to different communities. In social networks, the
hub nodes may play an important role in viral marketing. Yang et al. (2007) developed
an iterative bipartition method called FEC (Finding and Extracting a Community) for
detecting communities in a signed network. The method first conducts a random walk
on the network to measure the probability of reaching a node. Afterward, an adjacency
matrix is constructed by sorting the nodes in accordance with their reaching
probabilities. The algorithm then iteratively identifies a cutting point in the matrix to
bipartition the network such that the positive edges within the partitioned sub-networks
and the negative edges between the sub-networks are dense. Chen et al. (2009b)

9
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developed the metric L which leverages the internal and external degrees of nodes in a
community. A detected community is considered good if its L value is large. The
authors also developed a two-phrase algorithm to expand a community iteratively. In
phrase one, the nodes whose degrees are larger than the average internal degree of a
community are identified. In the second phrase, the nodes are examined and included in
the community if their inclusions increase the community’s L value. Their experiments
showed that the communities detected by using L are superior. Traag and Bruggeman
(2009) modified the modularity to incorporate negative edges of a network. The
modularity is incorporated the Potts model (Wu, 1982) to detect communities. Yang et
al. (2009) integrated link structure with content analysis for community detection. They
presented a popularity-based link model to measure the strength between nodes and
employed an EM process to learn the memberships of nodes. Gao et al. (2010)
developed a generative model, called CODA (Community Outlier Detection Algorithm),
to detect communities and outliers. The model employs the hidden Markov random
fields (Barber, 2012) to compute the importance of network structure. Moreover, the
algorithm sorts nodes in terms of objective values to identify outliers.

Technically, our second approach, SCIFNET, differs from existing community
detection in many respects. First, community detection generally partitions the entire
network. In the topic person stance identification task, however, stance-irrelevant
persons (i.e., the persons with no stance) exist and they do not belong to any community.
Our SCIFNET can detect the stance-irrelevant persons. Second, the networks analyzed
by community detection approaches are generally pre-defined. In the SCIFNET, the
friendship network of topic persons is derived automatically from topic documents.
Third, the above studies usually only consider the link structures of the nodes but ignore
other features of the nodes (e.g., the co-occurrence patterns of the nodes in documents).

10
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We not only consider the link structure but also consider the co-occurrence patterns of
the persons in our SCIFNET. Finally, the networks of community detection do not
convey competing semantics. By contrast, the SCIFNET considers friendship

orientations, and identifies friendly and opposing relationships between topic persons.

3. A model-based EM method for stance identification of topic

persons

In this section, we define the problem of topic person stance identification, and then

introduce our model-based EM methods for identifying the stances of topic persons.

3.1 Definition of topic person stance identification

Given a set of documents about a topic that involves competing viewpoints with K
stances, the task of stance identification of topic persons involves clustering the persons
mentioned in the documents into K stance-coherent groups. For example, Figure 1
shows documents related to the selection of the new IMF president in 2011. The stance
identification method clusters the mentioned persons into four stance-coherent groups:
the staff of the Bank of Mexico, the French Minister of Finance and her representatives,
the South African delegates opposed to the French Minister of Finance, and the country
delegates that supported non-European zone candidates. We posit that identifying
stance-coherent groups of topic persons can help readers construct the knowledge
background of a topic and help them comprehend the topic documents quickly. In the

following subsections, we detail our proposed methods.
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Spain would voie for Carstens with
IMI Letiam bloc
..., but the fund's group voting

procedures would oblige it to back _ |,

Mexico's Agustin Carstens if he
stands, ....Spain is in a group that
has 4.66 pereent weighting on'the
board and is dirccted by Mexican

Carlos Perez-Yerdia.

South Africa’s Gordhan Says He is
Surprised’ Aboul GS Bucking for
Lagarde

May 30 (Bloomberg) -- South
African Finance Minister Pravin
Gordhan said European countries
conspired "behind closed
doors"....South African Planning
Minister Trevor Manuel, ..., has

called for a more open 7

appointment process.

e Trevor Mangel

Support the Bank of Mexico Support the French Minister of Finance

[

- Angela Merkel
» Christine Lagarde
+_ David Cameron

+ Carlos Perez-Verdia
Augnstin Carsiens

Oppose t0 French Minister of Finance ~ Support non-Europeap zone candidatey.

= Rergei Shvetsov
=/ Dmitry Medvedev
«  Vladimir Putin

+ Pravin Ggrdhan

«

v| David Cameron reaflirmed his

Christine Lagarde courts India's
support for IMI leadership

support on Friday for Christine
Lagarde to win the top job at the
International Monetary Fund as the
French finance minister said she is
taking her election campaign to
India before heading to China and

Brazil to drum up suppert.. .. 7

BRICS Countries Gain Momentum
Jor IMF Deputy Job, Lavroy Says
A consensus has almost been
reached on selecting the new IMF
chicf, Russian President Dmitry
Medvedev said at the Group of
Eight summit on May 27. Prime
Minister Vladimir Putin the same

day said..

Figure 1. An example of stance identification of topic persons

persons

3.2.1 Model-based stance identification of topic persons

initialization algorithm later.

12

3.2 A model-based EM method for stance identification of topic

To identify the stances of topic persons, we first decompose the documents into a set of
non-overlapping blocks B = {b,...,bn}. A block is a content coherent unit, i.e., a
document or a paragraph. Let P = {ps,...,pm} represent a set of person names mentioned
in B (i.e., topic persons). Then, the topic can be described by an NxM block-person
association matrix BP, as shown in Figure 2. The j-th row in BP represents a block b;. It
is an M-dimensional vector whose i’th entry, denoted by b;;, is the frequency of person
name p; in block bj. Meanwhile, a topic person pj is represented as a column in BP. The
column is an N-dimensional frequency vector whose j’th entry, denoted by pij, is the
frequency of person name pi in block bj. Figure 3 shows the system architecture below.

First of all, we introduce the EM step and detail off-topic block elimination and
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Pi )25; Phrrr Py

Figure 2. NxM block-person matrix BP

Off-topic
Block

Named Entity A set of topic persons

Recognizer P={p1.... Py and
B:{bl:' .- :b,\-'}

Topic documents

Elimination

Model-based EM method @

[ Expectation Step ]

Stance Identification MaxMin Initialization
Results <] ﬁ G <] Algorithm

[ Maximization Step ]

Figure 3. The system architecture of model-based EM method

After modeling the topic persons as high-dimensional frequency vectors, we utilize a
model-based EM method to identify their stances. Let 0 = {(a1, w1),..., (ok, wk)}
represent the stance model, where ox is stance-group k’s weight, such that Zax = 1. Here,
wk is an N-dimensional representative vector of stance-group k. It is a weighted centroid
of the stance-group members’ frequency vectors. Therefore, the I’th entry, denoted by
wk), 1S the weight of the block by of stance-group k. We formulate the stance

identification of topic person problem as follows:

13
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6= argmax P(0]|P). (1)
Oesearch space

Then, based on Bayes’ theorem, we expand the above equation to the following form:

G- agmax POPPIO)
Besearch space P(P) (2)
= argmax P(6)P(P|6).
HOesearch space
As the number of stance models is infinite, it is reasonable to assume that all models

have the same prior probability P(6) (Mitchell, 1997). Hence, Eq. (2) can be rewritten as

follows:

6 = argmax P(P|6)
Besearch space

M K 3)
= argmax [] D axP(pilax).

fesearch spacei=1k=1

In other words, the stance model that is searched should contain the maximum
likelihood of the person name occurrences. To search for the stance model, we need to
define P(pilwk). Most topic documents focus on individual stances because the
documents are published in chronological order (Nallapati et al., 2004). When an event
occurs, the topic documents usually focus on the first stance. Subsequently, other
stances will be reported in different topic documents to show the development of the
topic. The chronological property corresponds with the findings of Kanayama and
Nasukawa (2006) who validated that text units with the same polarity tend to occur (not
occur) jointly to make contexts coherent. Consequently, persons mentioned in the same
document are likely to be associated with the same stance. Moreover, if the occurrences
of a person name are coincident with those of a stance-coherent group, the person can

be regarded as a member of that group and therefore has a high P(pi|wk).

14
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Germany's Merkel: Lagarde Is Ideal Embodiment Of Econamic, Political Experience For IMF

(http:ilenglish.capital grinews.asp?id=1208771)

SINGAPORE (Dow Jones)--German Chancellor Angela Merkel Thursday said French Finance Minister Christine
Lagarde has the economic and political experience to head the International Monetary Fund. "IT T look at the
personality of Christine Lagarde, as a finance minister, she enjoys an excellent reputation worldwide, and in many
ways is an ideal embodiment of economic and political experience," Merkel said. Merkel said that in the long-run, it
is unacceptable to think that a European IMF head and a U.S. World Bank head would be automatic, but now might
not be the right time to alter that model. "Since the IMF is very deeply involved in the euro matters, there could be
good reasons for not saying right away that a European candidate is out of the question,” the German chancellor said.
Merkel said she hoped emerging countries would take "an objective and unbiased look at" Lagarde for the post.
Merkel's remarks came as she delivered a lecture hosted by the Institute of Southeast Asian Studies in Singapore. By
tradition a European has always headed the IMF, but many in Asia and other emerging economies say the practice is
outdated. The IMF job came open after the resignation of Dominique Strauss-Kahn, a former French finance
minister arrested last month on charges he attempted to rape a maid in a New York hotel. Strauss-Kahn denies all

charges.

Figure 4. A document related to the topic “Selection of the new IMF president.”

For example, in Figure 4, the document entitled “Germany's Merkel: Lagarde Is
Ideal Embodiment of Economic, Political Experience for IMF” reports an important
event where Angela Merkel declared her support for Christine Lagarde as the new IMF
president. In the document, Merkel and Lagarde are mentioned frequently to explain the
important event. We learn P(pilwk) from topic blocks and use the following correlation

coefficient to discover the joint behavior of topic persons.

S (i — P)* (@) — k)
N G- B2 N, (@) - 00)?

where corr(.) denotes the correlation coefficient between the representative vectors of

(4)

corr(pj, ) =

topic person p; and stance-group k; and pi” = (ZMi=1pi)/N; and o™ = (ZNi=1c01)/N are the
average frequencies of topic person p;i and the members of stance-group k respectively.
The range of the correlation coefficient is within [-1,1]. It represents the degree of joint
behavior of topic person pi and stance-group k under the decomposed blocks. A positive
value means that the pi and the members of stance-group k tend to occur (not occur)
jointly in the topic blocks. Conversely, a negative value indicates that the occurrences of

15
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the pi and the members of stance-group k are negatively correlated. To avoid negative
probabilities in P(pilwk), we define the following function to convert the range of the

correlation coefficient:

_ (corr(pj, o) +1) (5)

strength(p;j, oy ) 5

The range of the conversion function strength(.) is within [0,1]. The function
returns 1 when the topic person pi; and the members of stance-group k are positively
correlated, and 0 when they are negatively correlated. We define P(pi|wk) as follows:

strength(p;, @)
Z'}Azl strength(p j, wy)

P(pilag) = (6)

The denominator in Eqg. (6) is a normalization factor; hence, topic persons
positively correlated with stance-group k would belong to the stance whose centroid is
wk. Then, our objective (as defined in Eq. (3)) is to cluster topic persons into positively
correlated groups.

Let <hi1, ..., hix> denote a sequence of binary variables of topic person pi. Here,
hix = 1 if person pi belongs to stance-group k; otherwise, hix = 0. As stance
identification of topic persons is an unsupervised problem, the values of the variables
are unobserved. We exploit an EM method to search for appropriate person stances.
First, we randomly initialize the model parameters, and then execute the following EM

steps iteratively until convergence.

E —step:E[h k] = Zk “Plpilex) : (7)
ijlaj*P(pi | @j)
M . M . 1* n.
M —step : ay _ iz Elhid and oy = Zi:lME[h"k] Pi. (8)
M s Elhi k]

The E-step uses the current stance model to compute the expectation of an
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unobserved variable hix. Then, the M-step re-computes the stance model as the
maximum likelihood estimates given all the calculated expectations. When convergence
occurs, E[hik] indicates the probability that topic person pi belongs to stance-group k.

We then assign topic person pj to the stance with the maximum probability.

3.2.2 MaxMin initialization algorithm

A shortcoming of model-based EM methods is that the result depends on the model’s
initialization (Figueiredo & Jain, 2002; Pernkopf & Bouchaffra, 2005). As mentioned
earlier, the proposed stance identification method utilizes a random stance model and
iterates the EM operations to improve the stance identification result. Here, we present
an effective model initialization that yields stable and accurate stance identification
results.

The initialization algorithm selects representative topic persons of K stances and
uses their frequency vectors to initialize wk, as shown in Figure 5. Let | denote the set of
selected persons. Initially, the set is empty. The algorithm first selects the person who
has the maximum correlation with the topic persons. That person is regarded as the most
representative topic person, so he/she is added to 1. The correlation between the persons
in | should be low to distinguish between different stances; hence, the algorithm
iteratively selects K-1 persons that have the minimum correlation with the persons
already in I. As the algorithm first selects the person with the maximum correlation and
eventually selects the person name with the minimum correlation, we call it the
MaxMin initialization algorithm. After selecting K persons, we take their frequency

vectors as the initial wk’s and initiate the EM procedure.
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MaxMin initialization algorithm :
I =¢
M
p=argmax > corr(p;pj)
Pi  j=Lj=i
I =1U{p}
fork=2t0K
p=argmin  corr(p;,p;)
Pi-piel pjel
I =1U{p}
end for
Initialize @,'s with the representative vectors of I.
1
ok = K

Figure 5. The MaxMin initialization algorithm

3.2.3 Off-topic block elimination
While collecting the experimental data, we observed that topic blocks are sometimes

off-topic. Since topic person names tend to be jointly absent from off-topic blocks,
including the blocks in the EM operations would cause the EM method to overestimate
the correlation between opposing persons and stances. Therefore, to reduce the
influence of off-topic blocks, we implement an off-topic block elimination (OBE)
procedure. For each topic, we construct a topic representative vector B by averaging all
blocks bi. The i’th entry of the topic representative vector, denoted by B;, is the average
frequency of person name pi in all the blocks. Then, we use the cosine function
(Manning & Schutze, 1999) to calculate the similarity between a topic block and the
topic representative vector. Blocks whose cosine similarity to the representative vector
B is lower than a predefined threshold y are deemed off-topic blocks and excluded from

the EM procedure.
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3.2.4 Weighted correlation coefficient
Although OBE reduces the number of off-topic blocks, the proposed EM method is still

affected by the text sparseness problem. Based on the principle of least effort (Zipf,
1949), document authors tend to use a small vocabulary of common words to reduce the
reading (resp. writing) effort that readers (resp. authors) must expend. Consequently, the
frequency distribution of person names follows Zipf’s law (Zipf, 1949); that is, there are
only a few frequent (important) persons, and most person names rarely occur in topic
blocks. Hence, many frequency vectors of topic persons contain a lot of zeros, which
affect the calculation of the correlation coefficient. The absence of person names from
topic blocks could cause overestimation (or underestimation) of the correlation between
persons and stances. To address the problem, we propose the following weighted
correlation coefficient, called wcorr(.), to weight absent blocks:

weorr(pj, @) =

[(1—[?) 2 (Pip—Pi ) *(@xp—@)+B 2 (Pip—Pi)* (@b —wx) 9)
beco(i,k) beB-co(i,k)

\/(1—ﬁ) S (pip—p)2+p z(pi,b—pr)z*\/a—ﬁ) Yoy -o) B Xoen -ok)

beco(i,k) beB-co(i,k) beco(i,k) beB—co(i,k)

where co(i,k) denotes the set of blocks whose frequencies in both pi and wk are non-zero.
In other words, if we treat wx as the representative person of stance k, co(i,k) denotes the
set of blocks in which person pi and stance k co-occur. Parameter f, whose range is
within [0,1], weights the influence of non-co-occurring blocks when we calculate the
correlation coefficient. A large f value means a non-co-occurring block is important for
stance identification. When g = 0.5, the equation is equivalent to the standard
correlation coefficient. Like the correlation coefficient, the range of wcorr(.) is within
[-1,1]. We therefore apply Eq. (5) to avoid negative probabilities when calculating
P(pilwk). In the experiments, we will examine the effect of the value of f on stance

identification of topic persons.
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3.2.5 Convergence of the EM method

Wu (1983) proved the convergence of model-based EM methods. However, to
guarantee that the iterative EM steps of our method reach a local maximum, we need to
prove that the defined P(pilwk) (i.e., Eq. (6)) satisfies the axioms of probability

(Bartoszynski & Niewiadomska-Bugaj, 1996).

Axiom 1: P(pi|wk) is non-negative.

Proof: As the range of strength(.) is within [0,1], the numerator in Eq. (6) can never be
negative. However, to show that 0 < P(pi|wk), we need to prove that the denominator in
the equation is always greater than zero. The (weighted) correlation coefficient is
identical to the (weighted) inner product when the frequency vectors are
mean-normalized unit vectors (Chen et al., 2010; 2012). Therefore, we convert the

denominator in Eq. (6) as follows:

Zi'\il strength(p;, wy )

_ Zihil[corr(piz,a)k)drl} (10)

_lsgm 1
_22.

—— = SYM En p)+1)
i=1 le\ilE[hl,k]ZI::L [I,k]£i £|)+

where pi and p; represent the mean-normalized unit vectors of pi and pi, respectively.
Equation (10) only reaches its minimum, when all the inner products between p; and pi
are —1. However, as pi represents the mean-normalized unit vector of a topic person,
there must be an inner product whose value is 1 (i.e., piepi = 1 when pi = pi). As a result,

the denominator in Eq. (6) is always greater than 0, so P(pi|wk) must be non-negative.

Axiom 2: The sum of all possible P(pi|wx) is 1.
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Proof: As the sample space of P(pilwk) is P, the sum of all possible P(pijewk) is

calculated as follows:

strength(p;j, @y )
Zlel strength(p;, oy )

M
~ iy strength(p;, @y ) 1)

le\il strength(py, wy )
=1.

Zil\ilp(pi | a)k) = Z:\il

Axiom 3: For a sequence of mutually exclusive events, the probability of at least one of

the events occurring is simply the sum of their respective probabilities.

Proof: Let each sample point pi of P(pilwk) represents an event. As p; are individual

sample points in P, piNp;j is empty and the events are mutually exclusive. Moreover, as a

topic consists of K stances, the probability that at least one person will be generated by

wokis 1, ie, P(p1U...Upwm | wk) = 1= =M1 P(pilwk). Thus, P(pilewk) satisfies Axiom 3.
Because the defined P(pi|wk) satisfies the axioms of probability, the iterative EM

steps must converge to an appropriate stance model (Wu, 1983).

3.3 Experimental results of EM method

In the subsection, we introduce the data corpus and the evaluation metric used in the
experiments; assess the effects of OBE, the weighted correlation coefficient, and the
MaxMuin initialization algorithm; compare the model-based EM method’s performance
with those of well-known clustering algorithms; and show examples of stance
identification.

3.3.1 Data corpus and evaluation metric

In text mining, evaluations are normally based on official benchmarks. However, to the

best of our knowledge, there are no official corpora for identifying the stances of topic
21
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persons because the research field is relatively new. We therefore compiled a data
corpus to evaluate our method. As shown in Table 1, the corpus comprises sixteen
topics with different stances. All the topic documents were downloaded from Google
News. We selected the topics for evaluation because they are all related to global news
events, so readers can comprehend the stance identification examples presented in
Section 3.3.4 without specific cultural or background knowledge. To compare our
method with Chen et al.’s bipolarization approach (2010; 2012), we prepared eight
topics with two stances (i.e., Topics Ai1~As). Topics A: to A4, which are related to
business topics, comprise 123, 74, 154, and 48 news documents respectively. Topics
As~Ag are related to four sports tournaments. We also collected topics for four stances.
Topics Ao~Az> are related to the NBA Conference Finals from 2008 to 2011. Each topic
involves four basketball teams that competed for the title. Topics Aiz~Ais are global

business topics.

Table 1. The statistics of the evaluation corpus

Topic Description

# of topic # of extracted # of evaluated # of evaluated
ID Date documents persons persons persons
(4 =50%) (4 =60%)

Stance Description

Smartphone manufacturers deny Apple’s reception claim
123 74 3 5

Av 2010/7/18-2010/7/22 ®  Support Apple’s reception claim

®  Deny Apple’s reception claim

Google-Verizon deny tiered-web deal report

A;  2010/8/4-2010/8/6 74 53 5 7

®  Oppose the cooperation of Google and Verizon
®  Support the cooperation of Google and Verizon

Prudential’s shareholders oppose buying AlG’s Asian Unit
154 93 2 3

As  2010/6/1-2010/6/3 ®  Support buying AIG’s Asian Unit

®  Oppose buying AIG’s Asian Unit

Google ends four years of censoring the Web for China.

As  2010/1/13-2010/1/15 48 103 9 13

®  Support Google’s decision to quit the China market
®  Support China’s censorship of Google content

As  2009/6/4-2009/6/16 The 2009 NBA Finals
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411 423 6 8

®  Lakers basketball team competing in the 2009 NBA
championship

® Magic basketball team competing in the 2009 NBA
championship

The opening game of the 2010 MLB season

33 77 5 7
®  Washington Nationals team
®  Philadelphia Phillies team

2010/4/1-2010/4/5

The 2010 NBA Finals

87 141 5 8
() Lakers basketball team
() Celtics basketball team

2010/6/4-2010/6/19

The 2010 World Cup Final

166 214 9 12
®  Dutch team competing in World Cup Championship
®  Spanish team competing in World Cup Championship

2010/7/10-2010/7/12

The 2008 NBA Conference Finals
119 77 8 12
Celtics basketball team
Pistons basketball team
Lakers basketball team
Spurs basketball team

2008/5/20-2008/5/30 :
o
o

The 2009 NBA Conference Finals

78 147 11 17
Cavaliers basketball team

Magic basketball team

Lakers basketball team

Nuggets basketball team

2009/5/19-2009/5/30

The 2010 NBA Conference Finals
166 162 12 17
Celtics basketball team
Magic basketball team
Suns basketball team
Lakers basketball team

2010/5/16-2010/5/30 :
[
[

The 2011 NBA Conference Finals
292 135 9 13
) Bulls basketball team
) Heat basketball team
) Mavs basketball team
®  Thunder basketball team

2011/5/14-2011/5/27

IMF meeting to select a new president

150 66 5 11
Support Agustin Carstens’s selection as president of the IMF
Support Christine Lagarde’s selection as president of the IMF
Oppose Christine Lagarde’s selection as president of the IMF
Support the selection of a non-European zone candidate as
president of the IMF

2011/5/27-2011/6/5

2011 OPEC meeting to set oil production quotas
118 167 22 31
Support an increase in oil production quotas
Oppose an increase in oil production quotas
Neutral on the topic (e.g., OPEC officials)
Analysts providing objective analyses

2011/6/6-2011/6/10 :
[ ]
[ ]

2011/6/6-2011/6/11 Greek Financial Crisis
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135 116 12 19
®  The countries involved in the debt crisis
® People that provided advice to help the above countries
restructure their economies
®  Support opinion of the European Central Bank (ECB)
®  Support Germany, which disagreed with the ECB’s opinions

Microsoft and i4i lawsuit over patent violation

92 32 9 15
Support Microsoft

Support Canadian software company i4i

The judges who decided the outcome of the lawsuit
Companies that tried to take advantage of Microsoft and i4i

A 2011/6/9-2011/6/16 :
[ ]
[ ]

For each of the sixteen topics, we used the Stanford Named Entity Recognizer? to
extract all the person names mentioned in the topic documents. Given an input text, the
recognizer extracts all possible named entities from the text and tags each one with a
person name, a location name, or an organization name. We used the extracted person
names for evaluation. As there is no perfect named entity recognition approach, the
recognizer identified false person name entities, such as misspelled names. To evaluate
the performance of stance identification of topic persons, we removed false entities
comprised of the names of persons and the names of organizations (or locations)
because they were ambiguous. However, we did not remove misspelled entities (typos)
because they referred to specific (unambiguous) persons. Retaining them for the
evaluations helped us test the effectiveness of our method. Because identifying different
mentions of an entity correctly is difficult (Lee et al., 2013), we did not consider
coreferences of a person name. We counted the frequency of each extracted person
name and found that many of the names rarely occurred in the topic documents. The
rank-frequency distribution of person names follows Zipf’s law (Zipf, 1949). Low
frequency names are usually persons that are irrelevant to the topic (e.g., journalists), so
they were excluded from the evaluation. Thus, for the evaluation, we selected the first

frequent person names whose accumulated frequencies reached A percent of the total

2 http://nlp.stanford.edu/software/CRF-NER.shtml
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person name frequency count. In other words, the evaluated person names accounted for
/. percent of the person names in the examined topic. In the following experiments, we
assess the system performance under 1 = 50% and A = 60%. All the evaluated person
names represent important topic persons.

We asked two experts to annotate the person stances and establish a reliable
ground truth for the evaluations. Then, to evaluate the stance identification performance,
we utilized the rand index (Rand, 1971), a conventional evaluation metric frequently
used to compare clustering algorithms. More specifically, the rand index is based on
person pairs. After a set of topic persons is partitioned into clusters, the rand index
measures the percentage of clustering decisions that are correct (e.g., placing a person
pair with the same stance in the same cluster). As large topics generally dominate small
topics in micro-averaging (Manning & Schiitze, 1999), we use macro-averaging to
average the rand index scores of the evaluated topics. Paragraph tags are not provided in

the evaluated topic documents, so a block is a topic document in our evaluation.

3.3.2 Effect of system components

In this section, we discuss the system parameter y, and consider the effects of the
weighted correlation coefficient, OBE, and the MaxMin initialization algorithm.
Parameter y is a similarity threshold that is used to eliminate dissimilar (off-topic)
blocks. In the experiment, we set y at 0.1 initially and increased the value in increments
of 0.1 to 0.9. We did not consider y = 0 or 1 because the range of the cosine similarity is
[0,1]. Thus, setting y = 0 would not remove any topic blocks; while setting y = 1 would
eliminate all topic blocks so that the block set B would be empty and the stance
identification process could not be implemented. To measure the true effect of y, we

excluded the influence of other system components. We did not utilize the MaxMin
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initialization algorithm. In addition, we set the parameter S of the weighted correlation

coefficient at 0.5; that is, we used the primitive correlation coefficient. For each setting

of y, we randomly initialized our method twenty times and averaged the results for

comparison.
-
60.00% o
\
3 \
= \
& 40.00%
= \ - = 50%
5 \
R \ — k= 60%
20.00% \
\
0.00%
0.1 02 03 04 05 06 07 08 09
g

Figure 6. The rand index scores under different settings of y

Figure 6 shows the rand index scores under different settings of y. The rand index

decreases when y is larger than 0.3. Recall that OBE removes blocks whose cosine

similarity to the representative vector of a topic is lower than y. As the topic

representative vector is the average of the blocks B, it covers the most frequent topic

persons. Thus, a large y setting excludes blocks that cover less frequent person names

and thereby reduces the correlation between persons with the same stance. As a result,

the stance identification performance deteriorates. For instance, in Topic A1, Kevin

Garnett, a franchise player with Celtics, and his teammates have an average correlation

coefficient of 0.3773 under y = 0.3. However, under y = 0.4, the average correlation

coefficient drops to 0.2887. This example demonstrates that OBE with a large y setting
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eliminates the blocks that cover the less frequent persons associated with Celtics and
reduces the correlation between Kevin Garnett and his teammates. Because our method
clusters topic persons in terms of the correlation coefficient, the lower correlation
causes the method to cluster topic persons incorrectly. Overall, setting y at 0.3 achieves
the best stance identification performance. Therefore, we utilize the setting in

subsequent evaluations.

The Rand Index with Random Initialization under A = 5024
75.00%
70.00%
»
1
E
‘_'B' 65.00% - -
5 ® Without OBE
o4 OWith OBE
60.00% - -
55.00% - —
01 02 03 04 05 06 07 08 09 1

Figure 7. The rand index with random initialization under 4 = 50%

The Rand Index with Random Initialization under A= 60%o
75.00%
70.00%
»
1
=]
=]
‘_'B' 65.00%
5 m Without OBE
o .
60.00% OWith OBE
55.00% -
01 02 03 04 05 06 07 08 09 1

Figure 8. The rand index with random initialization under 4 = 60%
The weighted correlation coefficient uses parameter S to adjust the weight of

27

doi:10.6342/NTU201600371



non-co-occurring blocks and mitigate the text sparseness problem when computing the
correlations between topic persons. To examine its effect, we set £ at 0.1 initially and
increased its value in increments of 0.1 up to 1. We did not consider £ = 0 because not
all persons have co-occurring blocks (i.e., co(i,k) is empty). The sparseness
phenomenon leads to a zero denominator in Eq. (9) such that the weighted correlation
coefficient is non-calculable. For each setting of 4, we randomly initialize our method
twenty times and average the stance identification results for comparison. We also
compare the performance with and without OBE to examine the effect of off-topic
blocks. When OBE is employed, parameter y is set at 0.3 because of its superior
performance in the previous experiment. Figures 7 and 8 show the performance under 1
= 50% and 60% respectively. The rand index scores under A = 50% are generally higher
than those under 2 = 60%. This is because a large 4 (i.e., 2 = 60%) includes infrequent
topic persons, which make the stance identification task more difficult. As shown in the
figures, using OBE generally improves the rand index scores. When collecting the
experimental data, we found that some of the topic blocks were off-topic. As mentioned
earlier, off-topic blocks would make uncorrelated persons, i.e., people with opposite
viewpoints, positively correlated, and therefore have a negative impact on the stance
identification performance. The blocks eliminated by OBE only account for 9.22% of
the topic content, but their removal improves the correlation coefficient between topic
persons. For example, in topic As, the original correlation coefficient between Pau Gasol
and Rafer Alston, who play for Lakers and Magic respectively, is positive. However,
after using OBE, they become negatively correlated with a coefficient of -0.0046. Since
our method is based on the correlation coefficient, OBE improves the performance of
stance identification. The improvement of OBE under A = 60% is slightly smaller than
that under A = 50%. This is because A = 60% includes too many infrequent persons and
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OBE only excludes a small portion of the topic content. As a result, OBE only corrects
the correlations between some persons, so the performance improvement is smaller.
Next, we examine the effect of g and the weighted correlation coefficient. Figures
7 and 8 show that, generally, a small f setting yields an inferior performance. We find
that many topic blocks, especially in the sports topics, are recaps of competing stances,
which tend to mention persons of different stances together. As a small £ value makes
such co-occurring blocks important, the corresponding rand index score is lower. It is
noteworthy that f = 1 degrades the performance when A = 50%. Under this setting, the
weighted correlation coefficient excludes all the co-occurring blocks and only uses the
non-co-occurring blocks to determine the relationship between topic persons. However,
the evaluated persons under A = 50% are so frequent that they appear in almost every
topic block. Therefore, the weighted correlation coefficient is based on a few blocks that
bias the relationship between topic persons; consequently, they have a negative impact
on the stance identification performance. To summarize, by eliminating off-topic blocks,
a large £ setting usually yields a superior stance identification performance. The reason
is that, when off-topic blocks are eliminated, the set of non-co-occurring blocks reveal
either adverse relationships between persons or the absence of any relationships.
Therefore, the stance identification performance improves as S increases. Moreover, this
setting outperforms £ = 0.5 without OBE (i.e., the primitive EM approach). Hence, the
proposed off-topic block elimination method and weighted correlation coefficient

method reduce the text sparseness problem effectively.
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Figure 10. The rand index with MaxMin under 1 = 60%

Finally, we consider the MaxMin initialization algorithm. Figures 9 and 10 show
its effect under various parameter settings. Similar to the previous result, OBE improves
the system performance and a large £ increases the rand index score. Compared with the
results in Figures 7 and 8, the rand index derived by using the MaxMin initialization
algorithm is superior. The results demonstrate the importance of model initialization. As

the performance of model-based EM methods is sensitive to model initialization
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(Figueiredo & Jain, 2002; Pernkopf & Bouchaffra, 2005), the rand index derived under
a random initialization strategy is inferior. By contrast, the MaxMin algorithm selects
persons that are representative of stances. Because the algorithm considers the
correlation between persons, it prevents the selection of persons with the same stance.
Consequently, it enhances the representativeness of the initial stance model and thereby

ensures a superior stance identification result.

3.3.3 Comparison with other clustering methods

Identifying the stances of topic persons is a special clustering problem that groups topic
persons into stance-coherent clusters. Here, we compare our model-based EM method
with the following well-known clustering methods; the K-means method (Manning &
Schutze, 1999), the HAC method (Manning et al., 2008), the PLSI method (Hofmann,
1999), and the PCA-based method (Chen et al., 2010; 2012). Under K-means and HAC,
we represent a topic person as a high-dimensional frequency vector (i.e., pi) and use the
cosine similarity to group similar persons into clusters. For HAC, we consider four
well-known inter-cluster similarity strategies, namely, single-link, complete-link,
average-link, and centroid-link strategies (Manning et al., 2008). For the PLSI method,
a latent concept is represented by a variable z and the terms of a text corpus are
clustered according to the probability P(z|w) (Hofmann, 1999). In our experiment, z is a
stance and a term w is a person name. The PCA-based method also represents a topic
person as a frequency vector. Because the method identifies topic persons’ stances in
terms of the sign of the entries in the principal eigenvector, it is only used to evaluate
two-stance topics. In addition to the above methods, we compare a baseline method,
which simply assumes that all topic persons have the same stance. The baseline
comparison allows us to evaluate the efficiency of the clustering-based stance
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identification methods. The proposed method utilizes the weighted correlation
coefficient and OBE because of their superior performance. In the final experiment, we
evaluate the effect of the £ setting on all the topics. Using the best £ setting may
overestimate our system’s performance. Therefore, to avoid a possible bias, we utilize
the leave-one-out validation approach (Manning et al., 2008) to evaluate our method
over multiple runs. In each run, a topic is selected for testing, and the remaining topics
are used to derive the value of 5. Then, the results of the evaluations of all the topics are
averaged for comparison. As the clustering performances of K-means, PLSI, and our
model-based EM method depend on cluster initialization, we initialize the methods
randomly twenty times and select the best, average, and worst results for comparison.
We also evaluate the proposed MaxMin initialization algorithm. To ensure that the
comparisons are fair, each compared method partitions the evaluated topic persons of
Topics A1~Asg into two stances. For Topics As~Ass, the topic persons are clustered into
four stances.

Table 2 shows the rand index scores of the compared methods. Because it is
impossible to determine which initialization achieves the best performance, we compare
the average performances of K-means, PLSI, and our method. As shown in the table, all
the clustering-based methods outperform the baseline method. Intuitively, it is difficult
to identify the person stances of Topics Ag~Ais because they involve four stances and
consider a lot of topic persons. For example, under 4 = 60%, there are 135 evaluated
persons in Topics Ag~A1s, but only 63 persons in the two-stance Topics Ai~As.
According to Zipf’s Law, many person names rarely occur in the topic blocks. Their
sparseness makes the stance identification of the four-stance topics more difficult. In
our experiment, however, the rand index scores of the four-stance topics are higher than
those of the two-stance topics because the number of two-stance persons is small.
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Table 2. The stance identification results of the compared methods

Topics A1~As Topics Ag~Ais
A =50% A =60% A =50% A=60%

PCA-based method 61.91% 58.79% n.a. n.a.
Our method (MaxMin) 58.89% 67.39% 83.23% 73.12%
Our method (Random, best) 77.19% 82.59% 89.72% 78.91%
Our method (Random, avg.) 57.58% 59.96% 76.70% 69.48%
Our method (Random, worst) 46.67% 37.80% 63.29% 58.33%
K-means (best) 68.57% 81.10% 75.93% 73.13%
K-means (avg.) 52.75% 52.07% 65.03% 61.24%
K-means (worst) 44.29% 37.16% 54.89% 49.79%
PLSI (best) 74.99% 72.52% 80.48% 71.38%
PLSI (avg.) 53.92% 54.89% 69.36% 64.61%
PLSI (worst) 41.11% 42.06% 61.29% 57.33%
HAC (single-link) 47.94% 50.56% 70.13% 59.45%
HAC (complete-link) 48.73% 54.97% 73.45% 64.77%
HAC (average-link) 53.49% 54.11% 73.15% 65.86%
HAC (centroid-link) 48.73% 58.69% 70.50% 61.99%
Baseline 36.98% 32.23% 19.63% 22.97%

Therefore, an incorrectly identified person stance of the two-stance topics has a
significant effect on the system performance such that the rand index score is low.
Nevertheless, our method still outperforms the compared methods on the two-stance
topics. As shown in the table, although the PCA-based method yields a superior stance
identification performance, it cannot deal with the four-stance topics. The performance
of the K-means method is inferior when popular persons are selected as the centroids of
the initial clusters. A topic person is considered popular if his/her name appears in
several topic blocks. The frequency vector of a popular person usually contains a lot of
non-zero entries, which tend to produce a high cosine similarity score because the
cosine similarity is the inner product of the normalized vectors. For instance, in Topic
As, Kobe Bryant and Dwight Howard have a high similarity score because they are
popular (franchise) players of Lakers and Magic respectively. Under K-means, selecting
such a person as the centroid of the initial cluster would merge cosine-similar but
stance-different persons, and therefore impact the stance identification performance.

The inferior performance of the HAC single-link strategy also reflects the shortcomings
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of the cosine similarity measure. The strategy determines the similarity between two
clusters by examining the cosine similarity of the most similar persons in the clusters;
hence, a high cosine similarity score between popular persons with different stances
would result in the merging of groups that have opposing stances. The PLSI algorithm
also groups popular but stance-different persons together because its objective function
tends to compute a high P(zlw) for person names that co-occur frequently in topic
blocks. By contrast, our method determines the relationships of persons in terms of the
correlation coefficient, which shows how the occurrences of person names and stances
vary jointly. Therefore, it can identify the relationships between popular persons
correctly. For instance, the correlation coefficient between Kobe Bryant and Dwight
Howard is -0.13, so our method achieves a better stance identification performance than
the compared methods.

Finally, we assess the performance of the MaxMin initialization algorithm. As
mentioned previously, EM methods are sensitive to model initialization, so an effective
initialization algorithm is essential to ensure stable stance identification results. The
MaxMin algorithm initializes our stance identification method by selecting
representative persons of different stances. To prevent the selection of persons with the
same stance, it considers the correlation coefficient between persons and selects those
with low correlations. However, because of the text sparseness problem, the correlation
coefficient is sometimes underestimated so that persons with the same stance are
selected. For example, in the IMF topic, MaxMin selects Alain Juppe, Vladimir Putin,
Angela Merkel, and Elena Salgado, but Alain Juppe and Angela Merkel have the same
stance. As a result, the stance identification performance is inferior to the best result.
Nevertheless, MaxMin produces comparable results and outperforms our average
performance. Moreover, it outperforms the compared methods on difficult topics. The
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results indicate that the MaxMin algorithm always selects a good starting point for the
model search task, and that helps our EM method identify accurate and stable stance

identification results.

3.3.4 Person stance identification examples

In this section, we consider two four-stance topics, namely, the 2008 NBA Conference
Finals (Topic Ag) and the 2009 NBA Conference Finals (Topic A1), to show that the
proposed method can identify stance dynamics. Figure 11 shows the person stance
identification results, and Tables 3 and 4 detail the expectation values of the topic
persons. The first column in each table lists the evaluated persons of the topics and the
remaining columns list the expectation E[hix] generated by our method. A person

belongs to the stance with the maximum expectation.

aunce: =

Willie White-

L N 7
Tim Dnacan Kobe Bryaut

"Phil Jackson

Figure 11. The person stance identification results of the 2008 and 2009 NBA
Conference Finals.

In Figure 11, each group corresponds to a basketball team that competed in the

NBA Conference Finals. The results show that the proposed method identifies the
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stances of the important persons in the topics accurately. In fact, for Topic Ag (the left
hand side of Figure 11), the important players in the conference finals are grouped
perfectly. For Topic A1o, our method incorrectly identifies three neutral players (marked
by ~) who were not involved in the 2009 NBA Conference Finals, but were mentioned
frequently in comparison to other players. Even so, if we ignore the neutral entities,
which are always wrong, irrespective of the stance identification method employed, our
method identifies important players perfectly. It is noteworthy that, in Topic Ae, our
method correctly identifies Chauncey Billups as a member of the Detroit Pistons, as
shown in Figure 11. However, after the 2008 NBA season, Billups was traded to the
Denver Nuggets. As our method identifies person stances in terms of word usage
patterns in topic documents, it captured the stance dynamics and identified Billups
correctly as a member of the Denver Nuggets. The examples demonstrate that our
unsupervised method is context-oriented and can identify stance dynamics without

using any external knowledge source.

Table 3. The stance identification results for Topic Ag (A = 60%, S = 0.4 with OBE)

E[hi,Pistons] E[hi,CeItics] E[hi,Spurs] E[hi,Lakers]
Chauncey Billups 0.41 0.28 0.14 0.17
Richard Hamilton 0.36 0.29 0.16 0.19
Antonio McDyess 0.47 0.14 0.15 0.24
Kevin Garnett 0.30 0.36 0.16 0.18
Paul Pierce 0.32 0.33 0.16 0.19
Ray Allen 0.30 0.39 0.14 0.17
Tony Allen 0.25 0.37 0.18 0.20
Manu Ginobili 0.19 0.17 0.37 0.27
Tim Duncan 0.17 0.16 0.38 0.29
Kobe Bryant 0.16 0.15 0.33 0.36
Lamar Odom 0.17 0.16 0.23 0.44
Pau Gasol 0.19 0.17 0.31 0.33
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Table 4. The stance identification results for Topic A1 (1 = 60%, S = 0.4 with OBE)

E[hi,Magic] E[hi,Lakers] E[hi,Cav] E[hi,Nugget]
Anthony Johnson 0.36 0.24 0.20 0.20
Dwight Howard 0.31 0.19 0.30 0.20
Rashard Lewis 0.42 0.17 0.24 0.17
Stan Van Gundy 0.30 0.20 0.29 0.21
Gilbert Arenas~ 0.30 0.20 0.28 0.22
Kobe Bryant 0.18 0.42 0.17 0.23
Pau Gasol 0.21 0.37 0.20 0.22
Phil Jackson 0.22 0.35 0.21 0.22
Willie White~ 0.25 0.27 0.25 0.23
Delonte West 0.25 0.17 0.41 0.17
Lebron James 0.31 0.17 0.34 0.18
Mike Brown 0.25 0.22 0.32 0.21
Mo Williams 0.31 0.18 0.32 0.19
Anthony Carter 0.19 0.26 0.19 0.36
Carmelo Anthony 0.19 0.27 0.18 0.36
Chauncey Billups 0.21 0.27 0.22 0.30
Joel Anthony~ 0.19 0.25 0.19 0.37

3.4 Conclusions of the EM method
We proposed an effective EM method for identifying person stances in topics without

using external knowledge sources. To solve the off-topic block and text sparseness
problems, we incorporate two techniques into our EM method. The experiment results
demonstrate that the techniques can solve the problems effectively. As the EM method
is sensitive to model initialization, we propose the MaxMin initialization algorithm
which yields stable and accurate stance identification results. The proposed stance
identification method is unsupervised, so it can be applied to different domains and can

capture the stance dynamics without using any external knowledge source.
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4. A topic person stance identification method based on friendship

network analysis
In our first approach, we didn’t consider the competing semantics of documents and

didn’t employ the features of social network. We also observed that few of topic persons
are stance-irrelevant, and that affected the performance of topic person stance
identification. Hence, we proposed a stance identification method, SCIFNET, which
groups the persons mentioned in topic documents into stance-coherent clusters, to cope
with the problems. Figure 12 shows SCIFNET’s system architecture, which is
comprised of three components: friendship network construction, stance community
expansion, and stance community refinement. Specifically, given a set of documents
reporting a topic with K stances, SCIFNET first extracts the topic persons mentioned in
the documents. Then, it constructs a friendship network of the topic persons based on
the co-occurrence of the persons in the documents and the stance orientation of the
documents. Next, the stance community expansion process considers the stance
identification of topic persons as a community detection task and iteratively expands the
K stances (i.e., communities) in the friendship network. In the last phase, the stance
community refinement algorithm improves the stance identification result in accordance
with an objective function, which measures the stance coherence of the detected
communities. Note that an issue in community detection is to determine the number of
communities in a network. Like many community detection methods , e.g., (Ding et al.,
2001), (Yang et al., 2009), and (Gao et al., 2010), we assume that the number of
communities (i.e., K) is known in advance. In the following subsections, we describe
each system component in detail. We also show that using the components increases the
value of the objective function such that the stance identification result converges to a

local optimum.
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4.1 Friendship network constructio
Let D = {dy, da, ..

n

., dn} be a set of topic documents, and let P = {p1, p2, ..., pm} be a set

of topic persons mentioned in D. The friendship network construction generates a

friendship network G = {P, E}, where the topic persons in P form the network’s nodes;

and E = {(pi, pj)} is a set of edges that indicate the friendship orientation of the topic

persons (i.e., whether the association between the persons is friendly or opposing).

Generally, it is difficult to discover friendship orientations from text. However, Harris

(1954) observed that text units with opposing meanings seldom co-occur in the same
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context. In addition, Kanayama and Nasukawa (2006) showed that text units with the
same sentiment tend to occur (not occur) jointly to make the contexts coherent. Hence,
the correlation coefficient (Keller, 2008), which measures the co-occurrence degree of
topic persons in D, is probably a good measure for discovering the friendship
orientation between topic persons. Nevertheless, we found that topic documents
sometimes cover controversial issues. In the documents, people with different stances
strongly criticize each other. Thus, only considering the co-occurrence degree of topic
persons in D may overestimate the friendship of rivals and degrade the performance of
topic person stance identification. Intuitively, topic persons who frequently co-occur in
stance-friendly (stance-opposing) documents may have a friendly (opposing)
association. To quantitate the stance orientation of a topic document, we adopt Turney

and Littman (2003)’s method and compute the stance weight of a document as follows:

SWq
[ [ count(word;, word ;) - [ ] count(wordy )
word j eFwords wordy eOwords
S ' ‘ ! (12)
word; ed [T  count(word;)- [ ] count(wordj, wordy )
word ; eFwords wordy eOwords

where swg represents the stance weight of document d; and Fwords and Owords are,
respectively, sets of words with stance-friendly and stance-opposing semantics compiled
by linguistic experts. The function count(wordi, word;) returns the number of documents
in which word; and word; co-occur in our topic corpus. Basically, the equation utilizes
pointwise mutual information (PMI) to compute the stance weight of a document. The
stance weight swq is positive if d’s content is strongly associated with Fwords, and
negative if the content is strongly associated with Owords. We define the following
stance-oriented correlation coefficient (SOCOR), which incorporates the stance weight
into the correlation coefficient:
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socor(pj, pj) =
2 Wy *(Pid — Pi friendly) *(Pj.d = Pj friendly)
deDfriendly (13)
+ Z SWy *(pi,d - pi,opposing)*(pj,d - pj‘opposing)
dEDOppOSing

\/ Z [M*(pi,d _Bi,friendly)]z +d Z [M*(pi,d _Bi,opposing)]z * |

del:’friendly EDopposing

\/ Z [M*(pj,d _Bj,friendly)]z + Z [\/‘Swd‘ *(pj,d _Bj,opposing)]z

deDfriendly dEDopposing

where Drrienaly = D is a set of topic documents whose stance weight is positive; Dopposing

< D is a set of topic documents whose stance weight is negative; and P i frienaly and

P iopposing are the average frequencies of pi occurring in Dfriendty and Dopposing
respectively. Like the correlation coefficient, the range of socor(pi,p;) is within [-1,1]. It
is zero if the occurrences of pi and p;j in D are independent of each other. However, if pi
and p;j tend to co-occur in stance-friendly (stance-opposing) documents, the socor(pi,p;)
Is positive (resp. negative). Next, we define the friendship orientation in terms of the

stance-oriented correlation coefficient.

Definition 1 - Friendship Orientation:
The friendship orientation between pi and p;j is denoted by socor(pi,p;) and

-1 <socor(pi,pj < 1.

We utilize SOCOR to construct the edge set E. In addition, to consolidate
relationships between topic persons, we define a friendship orientation threshold 6. An
edge (pi,p;) is established if socor(pi,p;) > & or socor(pi,p;) < -6.

Jeh and Wisdom (2002) and Antonellis et al. (2008) demonstrated that the
association between nodes in a network is proportional to their co-neighboring level. In
other words, the greater the overlap between the neighbors of two nodes, the higher will
be the likelihood that the nodes are associated with each other. In our research, however,
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edges indicate either friendly orientations or opposing orientations. To measure the
co-neighboring strength, we define two types of neighbors, namely, friendly neighbors

and opposing neighbors.

Definition 2 - Friendly Neighbors:
Let pi P. The friendly neighbors of pi, denoted by 7 (pi), form a set of nodes whose

friendship orientations to pi are larger than 6. Formally,

I (pi)={p; eP|socor (pi,py) > 6}.

Definition 3 - Opposing Neighbors:
Let pieP. The opposing neighbors of pi, denoted by 77(pi), form a set of nodes whose

friendship orientations to pj are smaller than -6. Formally,

I"(pi)={p;j eP|socor(pi,pj) < -6}.

In Definitions 4 and 5, we employ the Jaccard coefficient to measure the friendly

co-neighboring strength and the opposing co-neighboring strength respectively.

Definition 4 - Friendly Co-neighboring Strength:

The friendly co-neighboring strength between pi and pj is denoted by y(pi,pj):

I e)NT(p)
I eyurt(e)|

7(pi, pj) =

Definition 5 - Opposing Co-neighboring Strength:

The opposing co-neighboring strength between pi and pj is denoted by w(pi,p;j):
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_reonrep
reourep|

o(pj, Pj

Clearly, if two nodes share several friendly (opposing) neighbors, their friendly
(opposing) co-neighboring strength is strong. Finally, we combine the friendship
orientation with the co-neighboring strengths, and define the friendship strength, i.e.,

the edge weight, as follows.

Definition 6 - Friendship Strength:
The friendship strength, denoted by o(pi,p;), represents the weight of edge (pi,p;)-
d(pi,pj)= (socor(pi,p;)+1) PPy TEP) 2457 (i socor (pi,py) > 6.

S(pipj)=-(Isocor (pi,pj)|+ 1) (0P 217 if socor(pi,py) < -6.

For friendly orientations (i.e., socor(pi,p;) > 6), the friendly and opposing
co-neighboring strengths function as an exponent to amplify the friendly relationships
between nodes. We utilize a parameter 5" > 1 to ensure that the exponent is not less than
1; and we add 1 to a friendly orientation so that the base is greater than 1. As the
enemies of foes may be friends, the friendship strength of pi and pj is strong and positive
if they have a friendly orientation and share a lot of friendly and opposing neighbors. If
pi and pj have an opposing orientation (i.e., socor(pi,p;) < -6), their friendship strength is
negative. However, pi and p; may not fight against each other if they have many friends
and adversaries in common. The negative friendship strength is thus diminished if the

friendly and opposing neighbors of pi and pj overlap a great deal.
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4.2 The objective function of SCIFNET
After constructing the friendship network of a topic, we identify stance-coherent

communities in the network. In general, community detection methods partition the
nodes of a network into clusters (i.e., communities) in accordance with the principle that
maximizes the association between the nodes in each cluster, while minimizing the
association between the clusters (Shi & Malik, 2000). We define the following objective

function to identify a coherent stance identification result.

K
C= argmax Y 2.5(pi,pj) |-
<C1,C2,...CK >cluster:m| pj,pjecm.i<j,(pj,pj)eE
(14)
K
> 2.9(pi. pj) |,

cluster:m,n,m<n| pjecpy,pjecn,(pi,pj)eE

where K is the number of clusters. <ci, Co, ..., Ck> is a set of stance clusters in which cm
c P and cm Nca = null for m#n. They provide a stance identification result. To maximize
the objective function, a stance identification result needs to maximize the first term of
Eq. (14) and minimize the second term simultaneously. In other words, the topic person
stance identification method seeks a set of stance clusters that maximize the friendship
strength within clusters (the first term of the objective function) and minimize the

friendship strength between clusters (the objective function’s second term).

4.3 Stance community expansion

Figure 13 shows the proposed stance community expansion algorithm, and Figure 14
provides an example of stance community expansion. In the algorithm, the symbol
Punlabeled represents a set of unlabeled nodes (i.e., topic persons). Initially, Puniabeled = P;
that is, all nodes are unlabeled. The algorithm randomly selects K nodes as the seeds of

stance clusters and expands the clusters iteratively by merging unlabeled nodes. In each
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iteration, a set of unlabeled nodes U that connect directly to a stance cluster are
identified (i.e., U = {picPuniabeted | (Pi,pj) €E, pjeck, 1<k<K}). Each node p; in U is then
examined to determine an appropriate cluster label for it. Let Z; denote the set of stance
clusters that the unlabeled node pi is connected to directly; that is, Zi = {c« | (pi,p;) €E.,
pjeck, 1<k<K}. For instance, Z4 shown in Figure 14 comprises clusters c1 and c>. We

compute the merging score for each of the stance clusters cx in Z; as follows:

Msik= 2.9(pi, Pj), (15)
Pjeck.(pi.pj)eE

The Stance Community Expansion Algorithm:
Punlabeled = P
randomly select K nodes from Puniabeted to form the seeds of {cs, cz, ..., ck}
havePositiveMergingScore = true
while ( Puniabeled #¢ & havePositiveMergingScore) do

havePositiveMergingScore = false

U = { picPuniabeted | (Pi.pj) €E, pjec, 1<k<K}

for each piin U do

Zi = {cu| (pi,p;) €E, pjeck, 1<k<K}

SCOr€max = Max ms; y
Ck €Zj

clustery,x =argmax ms; y
Ck €Zj

if scoremax > 0 then
Celusterygy = Celustermay J{Pit
Puntabeled = Punlabeled \ {pi}
havePositiveMergingScore = true
end if
end for
end while

return C = {cy, Cz, ..., Ck}

Figure 13. The stance community expansion algorithm
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where msix is the score of merging pi with c«. Basically, the merging score is the sum of
the edge weights associated with p; and stance cluster ck. Intuitively, merging pi with a
cluster that has a positive merging score should produce a stance-coherent cluster. When
more than one cluster has a positive merging score, the algorithm merges pi with the
stance cluster that has the maximum merging score. Below, we show that the step
provides the most benefit for the objective function. Note that the merging score is
negative if most of the nodes in ck have an opposing friendship to pi. Because merging
pi with a stance-opposing cluster is inappropriate, the algorithm revokes the merge
operation if the maximum merging score is negative. The algorithm iteratively expands
stance clusters until all the unlabeled nodes in the friendship network are merged or no
unlabeled node has a positive merging score with any stance cluster. Then, it returns a
stance identification result which will be polished by the stance community refinement

algorithm.

___________

— Friendly edge ) \
Opposing edge \ >
—> Expanding direction “\62'S segd' .

.
~——— J

Figure 14. An example of stance community expansion
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The following cases show how the merge step of the algorithm benefits the
objective function. In the first case, |Zi| = 1 and the merging score of the connected
stance cluster is positive®. Here, pi is merged with the connected stance cluster. Because
there is no other connected stance cluster, the merge operation will not change the
second term of the objective function. Moreover, the operation increases the first term
of the objective function by the positive merging score, so it benefits the objective
function. In the second case, |Zi| > 1 and the maximum merging score is positive*. Next,
we show that merging pi with the stance cluster that has the maximum merging score
provides the most benefit for the objective function.

Proof:

Let |Zi| = k, and let k > 1. We have a sequence of merging scores <ms;,1, msi2, ..., MSjk>
for the stance clusters in Zi. Let msj1> msi>> ...>msjx and let msj1 > 0. The stance
community expansion algorithm merges pi with ci1. The inequality ms;1>msi, holds for

any stance cluster ¢, in Zj if n # 1. In other words,

2.8(pipj) = 2 8(pi, pj). (16)

Pjet Pj€ln

Because Zi has been determined, the summation of <ms; 1, msi2, ..., msix> (i.e., Zi=1 tok

msi,) is a fixed value. The inequality msi1>ms;n also implies that

st“ < st“ (17)

1#1 l#n

3 We exclude the case where |Zi| = 1 and the merging score is negative. This is because the algorithm will not merge p; with any
stance cluster.

4 We exclude the case where the maximum merging score is negative because the algorithm will not merge p; with any stance
cluster.
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That is,

> Xdpipps X 2d(pipj)

I=2tok pjec I=1tok,l#n pjec

or

-2 Xépi.pp)2- Y X8(pi.pj)

|=2tok pjec I=1tok,l=n pjec

By combining Equations (16) and (19), we have

20pip)- X 2o(pipj)z

pject I=2tok pjec

2P p)- X 26(pi,pj).

PjEcy I=ltok,I#n pje

(18)

(19)

(20)

The above inequality indicates that if the unlabeled node pj is associated with more than

one stance cluster, the stance community expansion algorithm will merge pi with the

cluster that benefits the objective function the most.

O
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4.4 Stance community refinement

- ~—
-~

# ~—
e/ T
I c,’s seed ™~
"t\.‘

*****

Opposing edge T meeeeooonsie”
Figure 15. An example of stance community refinement
The stance community expansion algorithm iteratively expands stance clusters from the
seed nodes. In some cases, a node is merged with a stance cluster simply because it is
close to the cluster’s seed. However, it may be better to merge the node with some other
cluster. For instance, node ps in Figure 15 is merged with cluster c, even though it is
strongly associated with cluster ci. To minimize the effect of this “early merging”
problem, we developed the following stance community refinement algorithm. The
algorithm refines the clusters iteratively. In each iteration, it identifies a set of boundary

nodes Ppoundary = P. Each node in Pooundary belongs to a stance cluster and also connects

to some other stance clusters. In other words, Pooundary = {pi| (pi,p;) €E, pieCm, pj€cn,
m#n}. If there is no boundary node, the stance community refinement stops; otherwise,
the algorithm re-clusters each boundary node to the stance cluster that produces the
maximum merging score. The algorithm continues to identify and cluster boundary

nodes until the clustering result is stable; that is, the value of the objective function

converges to a local optimum.
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input: C = {cy, C2, ..., Ck}

Cod ={}
while (C #Coid) do
Cod=C

Pboundary = {pi| (i,pj) €E , pieCm, pjeCn, M#n}

if Pooundary = ¢ then
break
end if

for each pi in Ppoundary dO

Coriginal = the cluster that pi belongs to

Zi = {cx (pi,pj) €E, pjeck, 1<k<K}

SCOremax = Max ms; g
Ck €Zj

clustermax = arg max ms; y
Ck €Zj

If Celustermax # Coriginal then
Celustergy, = Celustermg J{Pit
Coriginal = Coriginal \ {pi}
Pooundary = Pboundary \ {pi}

end if

end for
end while

return C

Figure 16. The stance community refinement algorithm

The core task of the stance community refinement algorithm is boundary node

re-clustering. To demonstrate the convergence of the algorithm, we prove that the value

of the objective function increases monotonically in each boundary node re-clustering

operation.

Proof:

Let pi be a boundary node. As a boundary node belongs to a stance cluster and also
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connects to some other stance clusters, |Zi| must be greater than 1. That is, |Zi| = k > 1.

Let <msi 1, msi2, ..., msix> be the merging scores of the stance clusters in Zi, and let msij.

>msi2 > ... > msik. In addition, let c, € Z; be the stance cluster that pi currently belongs

to. The inequality ms;1 > ms;n holds. In other words,

2.8(piPj)= 2.5(pi,pj)-

pjecl pjecn

Because Zj has been determined, the summation of <ms; 1, ms;2,

msi,) is a fixed value. The inequality msj1 > ms;jn also implies that

2 msj | < 3 ms;

1£1 I£n

That is,

> X< X Xo(pipj)

I=2tok pjec I=1tok,I#n pjec

or

- 2 2oppp=- > 26(pi.pj)

I=2tok pjec [=1tok,l=n pjec

By combining Equations. (21) and (24), we have
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20(pipj)- X 26(pi.pj)=

pject I=2tok pjec

2o(pipi)- X X6(pipj)

PjECh I=1tok,l#n pjec

(25)

Similar to the proof of stance community expansion, the above inequality indicates that
the stance community refinement always re-clusters pi into the cluster that benefits the

objective function the most. The inequality also implies that

2o(pipj)— 2 2o(pi.pj)-

pject I=2tok pjec

[ Xopipp)- X Xa(pi,pjI=0

Pjecn I=1tok,l=n pjec

(26)

The left-hand side of the inequality is equivalent to the variation in the objective
function when pi is re-clustered. Note that the variation is always non-negative. In other
words, re-clustering the boundary nodes in Ppoundary increases the value of the objective
function monotonically. Because the set of possible stance identification results is finite,
the stance community refinement algorithm will eventually find a local optimum.

O

4.5 Stance-irrelevant topic person detection
A person mentioned in topic documents may be irrelevant to the topic stances. For

instance, in the topic about the 2012 French Presidential Election, U.S. President Barack
Obama, one of the most influential people in the world, was frequently mentioned in the
topic documents because journalists liked to analyze his attitude toward the candidates.

However, President Obama wasn’t involved with the campaign and showed no
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preference to any camp. SCIFNET can detect stance-irrelevant topic persons, which are

defined as follows.

Definition 7 - Stance-irrelevant Topic Persons:

Stance-irrelevant topic persons form a set Pirrelevant = {pi €P| pi gck, 1<k<K}.

In other words, a topic person is stance-irrelevant if he/she does not belong to any
stance cluster. SCIFNET classifies two types of nodes as stance-irrelevant because they
cannot be merged with a stance cluster. The first is the set of outliers which have no
connections to other nodes in a network (Xu et al., 2007). The nodes are
stance-irrelevant because they do not show connections with any stance cluster. The
second type comprises nodes that have connections with stance clusters; however, most
of the connections are with clusters that have opposing associations with the nodes.
Because the merging scores of the connected clusters are negative, the nodes cannot
merge with any stance cluster.

Technically, we can increase the value of the objective function by merging a node
that belongs to the second type with a cluster that does not have any connections with
the node. For instance, merging node pio in Figure 17 with c2 increases the value of
objective function by 1.5. Even if the node connects to every stance cluster, the value of
the objective function can still be increased by merging the node with the cluster that
has the minimum negative merging score. For example, merging node pis in Figure 17
with c1 increases the objective function value by 2.1. The above strategies increase the
value of the objective function because they reduce the friendship strength between
stance clusters, i.e., the second term of the objective function. However, although the

two strategies are mathematically correct, merging a node with a cluster that does not

53

doi:10.6342/NTU201600371



have any connections or with the cluster that has the minimum negative merging score
is irrational. Hence, in this study, we do not merge the second type of nodes. In a future

work, we will incorporate other information to handle the second type of nodes and

refine the detection of stance-irrelevant topic persons.
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Figure 17. An example of the associations of stance-irrelevant persons

4.6 Experimental results of the SCIFNET

In this section, we introduce the data corpus used in the experiments for the SCIFNET;
demonstrate the effectiveness of each system component; and compare the SCIFNET’s
performance with those of other well-known community detection methods and

clustering algorithms. Then, we present a stance identification result and discuss the

stance-irrelevant persons detected by the SCIFNET.

4.6.1 Dataset
As mentioned earlier, topic person stance identification is a relatively new research area,

and there is no official corpus for the subject; hence, we compiled a data corpus for
evaluations. The corpus comprises thirty topics and 4,996 topic documents, all
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downloaded from the Google News. The collected topics cover three domains, namely
sport, business issues, and political elections; and each topic involves about four
competing stances, as shown in Table 5.

To extract important topic persons mentioned in the topic documents, we used the
well-known Stanford Name Entity Recognizer, which tags the person names in an input
text. The recognizer extracted 6,648 unique person names for all the topics. We found
that a large number of the person names rarely appeared in the topic documents; and the
frequency distribution followed Zipf’s law (Zipf, 1949). In other words, there were very
few frequent person names. Moreover, as there is no perfect named entity recognizer,
several of the infrequent person names were incorrect or ambiguous (e.g., a string
intermixed with the name of an organization and the name of a person). To assess our
method’s performance accurately, for each of the evaluated topics, we manually
removed the false person name entities and only evaluated the first frequent person
names whose accumulated frequency reached A = 50, 60, and 70 percent of the total
frequency of all the extracted person names. The average number of evaluated person
names under each setting of 4 is shown in Table 5. All the names represent important

topic persons®.

Table 5. The data corpus for the SCIFNET

# of # of evaluated person names for
- # of extracted A cumulative frequenc
ID Topic Title (Date) documents person g y

2=50% A=60% 2=70%

names
T The 2011 NFL Conference Finals 104 217 22 30 45
! (2012/01/16-2012/01/24)
T The 2008 NBA Conference Finals 119 93 8 12 15
2 (2008/05/20-2008/05/31)
T3 The 2009 NBA Conference Finals 87 99 9 12 16

5 http://weal.im.ntu.edu.tw/SCIFNET.html
55

doi:10.6342/NTU201600371



(2009/05/19-2009/05/30)

T The 2010 NBA Conference Finals 166 162 12 17 20
* (2010/05/16-2010/05/30)
T The 2011 NBA Conference Finals 292 135 9 13 19
®  (2011/05/14-2011/05/27)
T The 2012 NBA Conference Finals 233 139 10 13 17
®  (2012/05/26-2012/06/10)
T The 2011 MLB Conference Finals 137 173 24 32 42
" (2011/10/7-2011/10/17)
T The 2012 UEFA Champions 188 144 17 20 27
8 League (2012/4/24-2012/4/26)
T The 2014 NHL Conference Finals 106 319 17 25 39
®  (2014/5/16-2014/6/2)
T The 2014 FIFA World Cup 380 792 32 49 69
% semi-finals (2014/7/8-2014/7/10)
IMF meeting to select a new 150 66 5 11 14
T president
(2011/05/27-2011/06/05)
2011 OPEC meeting to set oil 118 167 22 31 43
T12 production quotas
(2011/06/06-2011/06/10)
T 2012 Greek Bailout 69 87 7 11 23
B (2012/11/04-2012/11/09)
Microsoft and i4i lawsuit over 92 32 8 12 12
T4 patent violation
(2011/06/09-2011/06/16)
T Banco Espirito Santo Bailout 178 239 15 20 27
> (2014/8/3 - 2014/8/5)
T Fox withdraws bid for Time 311 372 31 37 44
1° Warner (2014/8/4 — 2014/8/7)
T Strike of the Market Basket 170 247 12 21 37
7 (201417126 - 2014/8/1)
T Amazon/Hachette Fight (2014/8/6 261 265 17 29 44
8 _2014/8/12)
T NCAA Antitrust Lawsuit 122 256 15 20 27
¥ (2014/8/8 — 2014/8/12)
Fyffes faces rival bid in Chiquita 142 152 11 14 18
T merger deal (2014/8/11 -
2014/8/12)
T 2012 Russian Presidential 94 112 12 17 22
21 Election (2012/02/20-2012/03/06)
T 2012 French Presidential Election 230 201 17 20 25
2 (2012/04/17-2012/04/25)
T2 2012 Mexican Presidential 105 115 10 16 23
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Election (2012/06/29-2012/07/09)

T 2012 Korean Presidential Election 74 73 12 14 16
' (2012/08/16-2012/08/28)

T 2014 Afghanistan Presidential 401 593 12 20 27
% Election (2014/6/25 — 2014/7/13)

T 2014 Indonesian Presidential 173 300 6 14 26
% Election (2014/7/18 -2014/7/23)

T 2014 Turkish Presidential 93 151 13 19 26
2" Election (2014/8/7 — 2014/8/11)

T 2014 Gaza Strip Crisis 118 431 28 35 46
8 (2014/07/20-2014/07/23)

T 2014 Iraq Crisis 124 297 32 43 61
% (2014/8/1-2014/8/6)

T China maritime territorial Dispute 159 219 14 20 27
30

(2014/8/10 — 2014/8/13)

We asked experts to group the evaluated topic persons into stance-coherent clusters and
establish a reliable ground truth for the performance evaluation. The kappa statistic
which assesses the agreement between the experts is 74.73% and is good enough to
conduct reliable evaluations. For the performance evaluation, we used the rand index
(Rand, 1971), a popular clustering evaluation metric, because the stance identification
method groups topic persons into stance-coherent clusters. There are 1,108,234 person
pairs in the dataset. The rand index measures the percentage of all person pairs that are
clustered correctly (i.e., if two persons with the same stance are placed in the same
cluster or two persons with different stances are placed in different clusters). The higher
the score of the rand index, the better the stance identification performance. Because the
stance community expansion algorithm depends on seed initialization, we randomly
initialize our method, referred to as the SCIFNET, twenty times. The rand index values
of all the evaluated topics over the initializations are averaged to obtain the overall
stance identification performance. For stance-irrelevant persons detected by the method,

we measure their correctness in terms of the F1 score (Manning et al., 2008), which is
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the harmonic mean of the detection precision and the detection recall. The score is

widely used to evaluate the overall effectiveness of a detection system.

4.6.2  System component analysis

4.6.2.1 Friendship orientation threshold

Table 6. The lists of Fwords and Owords

Domain Stance-friendly word - Fwords Stance-opposing word - Owords
Business issues support criticize
member rival
push damage
agreement rape
help fight
share campaign
approve abuse
benefit strike
partner reject
consensus defend
Political elections cooperate campaign
support opposite
help rival
member fraud
good accusation
team contest
work lost
partner beat
advocate debate
friend defeat
Sports teammate win
like lose
lead beat
best defend
good against
need finish
great end
help guard
together defense
offend hit

First, we consider the parameter 6, which is the threshold of friendship orientation used
to establish the edges in a friendship network. In this experiment, & is set between 0.1
and 0.9, and increased in increments of 0.1. Table 6 shows the lists of Fwords and
Owords compiled by two linguistic experts. The stance word lists are used by the

stance-oriented correlation coefficient (i.e., Eq. (13)) to compute the stance weight of a
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topic document. The parameter f*, used by the friendship strength calculation (i.e.,
Definition 6), is set at 1. We discuss " and examine the effects of Fwords and Owords
later. Figures 18, 19, and 20 show the rand index scores under different settings of ¢ and
J. For each setting of 6, we examine stance community expansion and stance
community refinement techniques (denoted as SE+SR) in terms of the rand index. We
also compare the performance based on stance community expansion only (denoted as
SE), i.e., without stance community refinement.

As shown in the figures, the rand index score decreases as 4 increases. A large 4
implies that the person stance identification is difficult because the setting would
include the infrequent topic persons in the stance identification process. As the
construction of a friendship network is based on the occurrence of topic persons in the
topic documents, including infrequent persons would reduce the quality of the network
and therefore affect the stance identification performance. Basically, the rand index
score increases as the value of @ increases because a large @ filters out insignificant
friendships between persons to improve the quality of the friendship network. When 6 is
greater than 0.4, the rand index score drops gradually. Connections cannot be
established between nodes when 6 is large. As a result, the friendship network is too
sparse to represent informative associations between persons and the stance
identification performance is inferior. It is noteworthy that SE+SR performs better than
SE. The result demonstrates that stance community refinement resolves the “early
merging” problem in stance community expansion and therefore improves the stance

identification performance.
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Figure 18. The effect of parameter 6 under 1 = 50%
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The effect of parameter &(A=70%)
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Figure 20. The effect of parameter & under 1 = 70%

Figures 21, 22, and 23 show the F1 scores of stance-irrelevant topic person
detection under different parameter settings. They also show the corresponding
stance-irrelevant person ratio, which is the fraction of topic persons considered
stance-irrelevant by our method. Note that the number of stance-irrelevant topic persons
detected by SE+SR is the same as that detected by SE. This is because stance
community refinement only re-clusters merged boundary nodes, so using it does not
affect the stance-irrelevant topic person detection result. For ease of presentation, we
only show SE+SR’s F1 score and the stance-irrelevant topic person ratio. The F1 scores
in the figures are inferior (around 0.2) because the number of stance-irrelevant topic
persons in the evaluated topics is small. Hence, a misjudgment of the stance-irrelevant
topic persons would reduce the F1 score significantly. The poor F1 scores also indicate
that detecting stance-irrelevant topic persons is very difficult. Nevertheless, the scores
are still superior to those of many of the community detection methods evaluated in the
following experiments. As shown in the figures, a small & value (e.g., & = 0.1) always
produces a poor F1 score. The reason is that the friendship network constructed by a

small 0 contains many weak friendship edges that cause our method to merge a
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stance-irrelevant person with a stance cluster. Increasing the value of @ would improve
the stance-irrelevant topic person detection performance, but setting it too high (i.e.,
higher than 0.5) would yield a sparse friendship network. Thus, many important topic
persons are incorrectly classified as isolated nodes, which increase the stance-irrelevant
topic person ratio. The corresponding F1 score is inferior because most of the detected

stance-irrelevant persons are false alarms.

F1-score/Stance-Irrelevant Person Ratio (A=50%)

038
0.7
06
0.5
04
O SE+SR(F1)
03
@ SE+SR{Ratio)
02
01 [.
0
01 02 03 04 0.5 06 0.7 038 09

Threshold &
Figure 21. The F1-score/ratio of the detected stance-irrelevant persons under 2 = 50%

F1-score/Stance-Irrelevant Person Ratio (A=60%)
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Figure 22. The F1-score/ratio of the detected stance-irrelevant persons under 2 = 60%
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F1-score/Stance-Irrelevant Person Ratio (A=70%)

08

0.7
06
0.5
04
0 SE+SR(F1)
03
M SE+SR({Ratio)
02
0

Threshold &

Figure 23. The F1-score/ratio of the detected stance-irrelevant persons under 2 = 70%

In summary, a large @ increases the ratio of stance-irrelevant topic persons and
decreases the rand index score of topic person stance identification. Setting 0 at 0.2
generally produces good rand index and F1 scores while maintaining a low

stance-irrelevant person ratio. Therefore, we set § at 0.2 in the following experiments.

4.6.2.2 Friendship Orientation Threshold using different perspective
In this section, we show the experiments under different threshold for a specific 4 =
70% to discuss the difference between different topic domains: sports, business, and

politics.
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Figure 25. The effect of parameter € on Business topics under A
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Figure 26. The effect of parameter ¢ on Politics topics under 4
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Obviously, under 1 = 70%, the performance of the Sports topics are superior to the other
topics. This is because the Sports news reports the news in terms of the relationships of
the teams. For example, when the news mentioned two teams’ members, it always
contains the description of the competition between the teams, such as how to beat the
other team or how to win the game. If the news only report one team, it may discuss the
members’ situations within the team. When the member mentions the other members,
they always praise for their members’ performance despite of winning or losing in the
last game. Therefore, the performance of the topic person stances in the Sports news is
superior to the other topics.
F1-score/Qutlier Ratio (Sport, 70%)
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Figure 27. The F1-score/ratio of the detected stance-irrelevant persons on Sports topics
under A = 70%
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Figure 28. The F1-score/ratio of the detected stance-irrelevant persons on Business

topics under 4 = 70%
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F1-score/Qutlier Ratio (Politics, 70%)
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Figure 29. The F1-score/ratio of the detected stance-irrelevant persons on Politics topics
under A = 70%
The trends of the stance-irrelevant detection on different domains under 4 = 70% are

similar to Figure 23. Interestingly, the performance of the politics drops dramatically.
This is because the political news contains lots of people who advocate their politician,
but their friendship strength to the advocated politician may be weak. Hence, when the
threshold increases, their connection will be eliminated and the performance drops

accordingly.

4.6.2.3 Edge weight evaluation

Next, we discuss the friendship strength (i.e., Definition 6), which combines the
friendship orientation and the co-neighboring Jaccard coefficient to compute the weight
of a network edge. We evaluate the friendship strength by comparing it with its two
constituents. In addition, we assess parameter p”, which ensures that the friendship
strength’s exponent factor is not less than 1. As shown in Table 7, the rand index scores
under different settings of g~ are very similar. The results imply that the proposed
friendship strength is insensitive to the setting of A*. Nevertheless, setting " at 1
usually yields a superior performance, so we use the setting in the following
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Table 7. Comparison of the edge weighting strategies

A Edge weighting strategy Rand Index
50% The friendship orientation 0.709868***
The co-neighboring Jaccard coefficient 0.669420***
The friendship strength (5=1) 0.719063
The friendship strength (5=2) 0.717936
The friendship strength (5=3) 0.715695*
The friendship strength (5"=4) 0.713277***
The friendship strength (5"=5) 0.713057***
60% The friendship orientation 0.677357***
The co-neighboring Jaccard coefficient 0.643340***
The friendship strength (5=1) 0.695307
The friendship strength (5=2) 0.681714***
The friendship strength (5=3) 0.683939***
The friendship strength (5"=4) 0.681764***
The friendship strength (5"=5) 0.682766***
70% The friendship orientation 0.654541***
The co-neighboring Jaccard coefficient 0.627006***
The friendship strength (5"=1) 0.687692
The friendship strength (5°=2) 0.663422***
The friendship strength (5°=3) 0.664411***
The friendship strength (5°=4) 0.664494***
The friendship strength (5°=5) 0.664260***

The results marked with *, ** and *** show, respectively, the improvements in the friendship strength (5"=1)
over the compared strategies with 90%, 95% and 99% confidence levels based on the Z-statistic for two

proportions(Keller, 2008).

experiments. Surprisingly, the rand index based on the co-neighboring Jaccard

coefficient is inferior. This is because the approach tends to underestimate the
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association of topic persons. For instance, if two persons do not have a common
neighbor, the weight of the edge between them is zero even if they co-occur frequently
in the topic documents. It is noteworthy that applying the two constituents together (i.e.,
the proposed friendship strength) achieves the best performance.As the constituents
measure the association between nodes from different perspectives, applying them
together identifies the friendship between topic persons accurately and therefore
improves the system’s performance. For example, in the sports topic “the 2011 NBA
Conference Finals,” if we simply employ the friendship orientation, the edge weight
between Jason Terry and Shawn Marion, who are teammates of Dallas Maverick, would
only be 0.280442. By combining the co-neighboring Jaccard coefficient with the
friendship orientation, the edge weight increases to 1.448904. The improvement
corresponds with the results reported by Jeh and Wisdom (2002) and Antonellis et al.
(2008) who demonstrated that the association between nodes is proportional to their

co-neighboring level.

4.6.2.4 Stance-oriented correlation coefficient evaluation

Finally, we evaluate the stance-oriented correlation coefficient (i.e., SOCOR defined in
Eqg. (13)). The stance-oriented correlation coefficient enhances the traditional correlation
coefficient (denoted as COR) by considering a document’s stance weight, which is
computed by using Turney and Littman’s PMI method with the stance words listed in
Table 6. Here, we compare our stance-oriented correlation coefficient with the
traditional correlation coefficient. Turney and Littman also compiled a semantic
orientation word list and used it to determine the semantic orientation of a text unit. To
demonstrate the effect of our stance word list, we also compare the system’s

performance using the semantic orientation word list. In addition, the SentiWordNet is
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also a famous dictionary for the sentiment analysis (Esuli et al., 2006; Ohana & Tierney,

2009; Baccianella et al., 2010). We also compare the stance word list with it.

Table 8. Comparison of the correlation coefficient approaches

A The correlation coefficient approach Rand index

COR 0.703436***

. SOCOR (the stance word list) 0.719063
°0% SOCOR (the semantic orientation word list) 0.631377***
SOCOR (SentiWordNet) 0.554219***
COR 0.678924***

. SOCOR (the stance word list) 0.695307
o0% SOCOR (the semantic orientation word list) 0.632086***
SOCOR (SentiWordNet) 0.519380***
COR 0.669442***

. SOCOR (the stance word list) 0.687692
0% SOCOR (the semantic orientation word list) 0.618314***
SOCOR (SentiWordNet) 0.503846***

The results marked with *, **, and *** show, respectively, the improvements achieved by SOCOR (the
stance word list) over the compared approaches with 90%, 95% and 99% confidence levels based on the
Z-statistic for two proportions.

SOCOR outperforms COR, as shown in Table 8. The results demonstrate that the
stances of topic documents are informative for identifying the friendship orientation of
topic persons. Notably, SOCOR with the semantic orientation word list and SOCOR
with the SentiWordNet are inferior. This is because the lists are used to identify text
units that convey positive or negative meanings, and the meanings may not reveal
whether the associations between persons are friendly or opposing. For example, in
topic Ts, the document describes the relationships between Lakers’ team members and
contains the friendly sentence, i.e., “We found our balance,” Gasol said. “We did a
good job overall as a group working hard and getting it done. So we‘ll keep it that way.”
The document orientation value is positive when using the list we proposed, but the

negative value is obtained by the SentiWWordNet.
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4.6.2.5 The effect of the adoption all the extracted topic persons

As mentioned above, we evaluated the performance of our method under different A.

However, in this section, we evaluate the A’s effect when we take the whole extracted

topic person names into consideration. The experiments are shown as below.
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Figure 31. The F1-score/ratio of the detected stance-irrelevant persons includes all the

extracted person names on Sports topics under A = 70%

We found that the low-frequency topic persons make the stance identification of topic

persons more difficult because it contains more noisy information. In addition, the
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low-frequency topic persons are absent in many documents. This makes the
low-frequency topic person and the high-frequency topic persons have high correlation,
because the stance-oriented correlation coefficient takes the non-co-occurrence into
consideration. As a result, when the threshold increase, the low and high-frequency topic

persons will be removed at the same time which makes the performance drop.

4.6.2.6 The effect of the adoption of the other named entities

In this section, we consider more named entities, not only person names, but also
organizations and places, to demonstrate the effect of adopting other named entities. We
only conduct this experiment on the Sports domain because the Sports domain has the
best performance, which can easily reflect the effect of adopting the other named

entities. The experiments are shown as below.
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Figure 32. The effect of parameter & includes other named entities on Sports topics under
A=70%
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Figure 33. The F1-score/ratio of the detected stance-irrelevant persons includes other

named entities on Sports topics under A = 70%
In Figure 32 and 33, we found that the frequencies of the organization names and place
names are very high, and make the evaluated person names become fewer, which affects
the performance of the topic person stance identification. The higher frequencies of
other named entities also make the topic person connection weaker. This is because
when the threshold increases, the threshold will filter out the topic persons’ connections
instead of removing the connection of the organizations or places. It means that the
adoption of the other named entities is not helpful for the identification of the topic

person stance.

4.6.3 Comparison with other methods
4.6.3.1 Stance identification evaluation
In this sub-section, we compare SCIFNET with five well-known community detection
approaches: FastModularity (Newman, 2004), SCAN (Xu et al., 2007), CODA (Gao et
al., 2010), FEC (Yang et al., 2007), and the signed Modularity (SM) method (Anchuri &

Magdon-Ismai, 2012). To ensure that the comparisons are fair, all the community

72

doi:10.6342/NTU201600371



detection methods run on the friendship networks generated by our method and partition
each network into K communities. Note that the number of communities detected by
SM sometimes is less than K. This is because the method detects communities
according to the signs of the entries in the principal eigenvector. It stops community
detection if the entry signs are all the same. Also note that FEC and SM are designed for
signed networks. FastModularity, SCAN, and CODA assume the analyzed networks are
unsigned and examine the link structures to detect communities. Our friendship
networks contain negative edges. To reduce the influence of negative edges on the
methods, we also run the methods on the friendship networks without negative edges.
We use the suffix “-neg” to indicate the result without negative edges. For instance,
SCAN-neg stands for the result of SCAN on the friendship networks without negative
edges. In SCAN, the clustering parameters ¢ and u are set at 0.5 and 2 respectively, as
suggested by (Xu et al., 2007); the link importance parameter of CODA is set at 0.2, as
suggested by (Gao et al., 2010); and the parameter | of FEC is set at 10, as suggested by
(Yang et al., 2007).

We also compare two popular clustering algorithms, namely, K-means (Manning et
al., 2008) and HAC (Mitchell, 1997). Both algorithms represent a topic person as an
N-dimensional frequency vector in which an entry indicates the frequency that a topic
person occurs in a topic document. To measure the association of topic persons, we
utilize the cosine similarity (Manning et al., 2008) which is frequently used to determine
the similarity of frequency vectors. For HAC, we consider four well-known cluster
similarity strategies, namely, single-link, complete-link, average-link, and centroid-link
strategies. In addition to the above methods, we compare another baseline method that
clusters topic persons randomly. As the clustering results of CODA and K-means
depend on their initializations, we randomize both methods twenty times and select the
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Table 9. The rand index performance of the compared methods

Method 1= 50% 1= 60% 1= 70%
SCIFNET (Best) 0.788345 0.750465 0.735940
SCIFNET (Avg.) 0.719063 0.695307 0.687692
SCIFNET (Worst) 0.618197*** 0.611962%** 0.586699***
Eigen-based Method 0.586826*** 0.582201%** 0.569598***
Model-based EM(Best) 0.784388 0.749994 0.735426
Model-based EM(Avg.) 0.709152%** 0.690678 0.683138**
Model-based EM(Worst) 0.610651*** 0.615454%** 0.604345%**
FastModularity 0.624519%** 0.644155%** 0.622145%**
FastModularity-neg 0.593376%** 0.620032%** 0.597107***
SCAN 0.622753*** 0.652274%** 0.679756**
SCAN-neg 0.631180%** 0.660077*** 0.686941
CODA (Best) 0.720176 0.690943 0.673888***
CODA (Avg.) 0.658576%+* 0.647904*** 0.638469***
CODA (Worst) 0.599230*** 0.605666*** 0.610629***
CODA-neg (Best) 0.724024 0.708113 0.683023**
CODA-neg (Avg.) 0.658659*** 0.660517*** 0.653193***
CODA-neg (Worst) 0.605827*** 0.619545%** 0.624368***
FEC 0.681454%** 0.679715%** 0.638000%**
SM 0.703408** 0.695051 0.686458*
HAC (Single-Link) 0.596756%** 0.532265%** 0.454518%**
HAC (Complete-Link) 0.691589*** 0.674059%** 0.613611%**
HAC (Average-Link) 0.697911%** 0.671055%** 0.677368**
HAC (Centroid-Link) 0.653381%** 0.614823*** 0.574120%**
K-means (Best) 0.776800 0.749463 0.734419
K-means (Avg.) 0.688634*** 0.674775%** 0.680654**
K-means (Worst) 0.540682%** 0.552726%** 0.576607***
Baseline (Avg.) 0.399890*** 0.346559%** 0.309360***

The results marked with *, ** and *** show, respectively, the improvements achieved by SCIFNET
(Avg.) over the compared methods with 90%, 95% and 99% confidence levels based on the Z-statistic for

two proportions.

best, worst, and average results for comparison.

We also compare the SCIFNET with our previous work, model-based EM method.

Furthermore, for testing the effectiveness of the eigen-based method, we implement a

simple method which employs the friendship strength in Definition 6 to construct the

friendship matrix, and uses its eigenvector associated with the largest eigenvalue to

partition the topic persons into two groups. The procedure will stop until the number of

groups reaches the predefined cluster number.

Table 9 shows the comparison results. All the compared methods perform better

than the baseline, and our method achieves the best stance identification performance.

We observe that HAC and K-means tend to cluster popular topic persons together. This
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is because the cosine similarity is the inner product of two normalized frequency vectors
(Manning et al., 2008), and it tends to yield a high similarity score if the calculated
vectors contain many non-zero entries. As popular topic persons occur in many topic
documents, the corresponding normalized frequency vectors contain a lot of non-zero
entries. The clustering methods therefore overestimate the association of popular topic
persons and group popular, but stance-different, persons together, which degrades the
methods’ performance. The inferior performance of HAC’s single-link strategy is
caused by the above defect because the strategy calculates the similarity of two clusters
by examining the most similar person pair in the clusters. As a result, the strategy
merges clusters containing popular persons even if the clusters represent different
stances. By contrast, our method measures the association of topic persons in terms of
the stance-oriented correlation coefficient and the co-neighboring strength. Unlike the
cosine similarity, the stance-oriented correlation coefficient considers how the
occurrences of two topic persons vary jointly in a set of topic documents. Hence, it
measures the association of popular topic persons correctly. For instance, in the political
topic “the 2012 Korean presidential election,* the friendship strength of Park Geun Hye
and Park Jie-won, who represented different parties in the election, is -2.11474, but their
cosine similarity is 0.984483. It is noteworthy that FastModularity, SCAN, and CODA
perform better when negative edges are removed from the friendship networks. As the
methods are designed for unsigned networks, negative edges would distract their
detection results. The FastModularity algorithm merges nodes into clusters in terms of
the modularity measure, which tends to merge clusters that are connected by a lot of
edges. However, the measure ignores the edge weights of nodes. Many of the connected
edges have small weights that impact the merged cluster’s coherency and degrade the
algorithm’s performance. Our method merges clusters in terms of the merging score (i.e.,
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Eqg. (15)). As the score is based on the edge weights (i.e., friendship strengths), the
nodes in a cluster are highly associated. Consequently, the stance identification result is
better than that of the FastModularity algorithm. SCAN employs a Jaccard-like metric
to measure the co-neighboring strength between nodes and merges a node with a cluster
if their co-neighboring strength is large. Similar to FastModularity, SCAN ignores edge
weights, which degrades its performance. In addition to the co-neighboring strength, our
friendship strength considers the co-occurrence of nodes in topic documents. SCIFNET
therefore outperforms SCAN significantly. While CODA integrates edge weights into
its clustering objective function, the weights are based on the cosine similarity of the
frequency vectors. Moreover, the objective function simply maximizes the sum of the
edge weights in each cluster and ignores the association between the clusters. As a result,
CODA groups a lot of popular, but stance-different topic persons, together. In addition
to maximizing the association of nodes within clusters, our objective function
minimizes the association between clusters. Therefore, SCIFNET achieves a superior
stance identification performance. We found that the SM method sometimes cannot
produce K stances (communities) for an evaluated topic because the signs of the entries
in the principal eigenvectors are all positive. The method thereby groups persons with
different stances together. Besides, the method is based on the modularity which ignores
the edge weights. Our method therefore outperforms the SM method. For the
comparison with our model-based EM method and the eigen-based method, we found
that taking the document orientation into consideration is very effectiveness for
identifying the stance of the topic person. The eigen-based method may partition the
persons together with the different stances, so as the SCIFNET. However, the SCIFNET
can refine the partition results with the stance community refinement to adjust the
performance of topic person stance identification.
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4.6.3.2 Stance-irrelevant topic person detection evaluation

One function of SCAN and CODA is to detect outliers (i.e., nodes that do not belong to
any community). Here, we treat the outliers as stance-irrelevant topic persons and
compare their stance-irrelevant topic person detection performance. Table 10 shows the
comparison results. Note that CODA uses a clustering objective function to rank the
nodes in a network and the last % nodes are denoted as outliers. To ensure a fair
comparison, we adjusted % so that the number of stance-irrelevant topic persons
detected by CODA is the same as that detected by our method.

As shown in Table 10, the F1 scores of the compared methods are all inferior
because we select frequent topic persons for evaluation. All of them are important and
influential in the evaluated topics, so very few of them are stance-irrelevant.
Consequently, a misjudgment of the stance-irrelevant topic persons would reduce the F1
score dramatically. The inferior performance of the compared methods shows that the
detection of stance-irrelevant topic persons is difficult and requires further investigation.
Contrary to expectations, SCAN’s F1 score is higher than our average F1 score. This is
because of SCAN’s high detection recall rate. As SCAN clusters nodes in terms of their
co-neighboring strength, many weakly-connected nodes are treated as outliers.
Consequently, its detection recall is high, which benefits its F1 performance.
Nevertheless, our best F1 score is still the best stance-irrelevant topic person detection

performance.
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Table 10. The F1 performance of stance-irrelevant topic person detection

Method A =50% A =60% A =70%
SCIFNET (Best) 0.358335 0.373005 0.363269
SCIFNET (Avg.) 0.250637 0.292517 0.293951
SCIENET (Worst) 0.037736 0.102941 0.178218
SCAN-neg 0.259259 0.287356 0.298182
CODA-neg (Best) 0.288889 0.325301 0.316667
CODA-neg (Avg.) 0.248889 0.247590* 0.247083***
CODA-neg (Worst) 0.177778* 0.168675** 0.183333***

The results marked with *, ** and *** show, respectively, the improvements achieved by SCIFNET
(Avg.) over the compared methods with 90%, 95% and 99% confidence levels based on the Z-statistic for

two proportions.

4.6.4 An example of topic person stance identification
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Figure 34. The stance identification result of the 2009 NBA Conference Final (A = 70%)

The above experiments quantitatively evaluate the performance of SCIFNET. In this
section, we consider a sports topic, namely the 2009 NBA Conference Finals, to assess
our stance identification result. The topic covers four basketball teams that competed for
the title and we consider each team as a topic stance. Figure 34 shows the constructed
friendship network. Stance-irrelevant topic persons are highlighted in gray; and
teammates are highlighted in the same color. The blue edges and the orange edges
depict friendly associations and opposing associations respectively. Their thickness

indicates the friendship strength (i.e., edge weight). As shown in the figure, the
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friendship network accurately describes the associations of the topic persons. For
instance, the orange edges always connect persons with different stances. While some
stance-different persons are connected by blue edges, their friendship strength is very
weak. It is noteworthy that many orange edges connect Los Angeles Lakers players and
Orlando Magic players. This is because the two teams reached the finals. A large
number of the topic documents report the teams’ matchup and most of them contain
stance-opposing words. As our method utilizes the stance weight of topic documents to
measure the friendship strength of topic persons, the matchup-related documents help to
capture the opposing orientations of the players.

The colored zones in the figure represent our stance identification results. In this
example, the rand index score is 0.762, which show that many topic persons are
grouped into stance clusters correctly. Moreover, one topic person (i.e., Willie White) is
accurately classified as stance-irrelevant. Notably, our method prevents the teams’
franchise players (i.e., Kobe Bryant, Carmelo Anthony, LeBron James, and Dwight
Howard), who are also popular topic persons, from being merged. The outcome
corresponds with the comparison result presented in the previous section, i.e., the
proposed stance-oriented correlation coefficient is effective for measuring the friendship
orientation of popular topic persons. We observed that incorrectly-clustered persons
often appeared in a few topic documents. For instance, Cleveland player Zydrunas
llgauskas, who only appeared in 12 topic documents, was clustered as a member of
Orlando Magic. We analyzed the phenomenon and found that the stance-oriented
correlation coefficient tends to overestimate the friendship of infrequent topic persons.
This is because the coefficient is based on the occurrence pattern of topic persons. As
infrequent persons are jointly absent from many topic documents, their friendships are
overestimated. It is remarkable that Jerry West, an ex-Lakers player, is clustered as a
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member of Cavaliers. Jerry West was named “Mr. Clutch” because he made a lot of
game-winning shots during his playing career. In Game 2 of the NBA conference finals,
Cavaliers player LeBron James made an incredible game-winning shot. Many
documents reported the event and tried to place him on a par with Jerry West. Their
names thus co-occur frequently in the topic documents so they are clustered together.
Interestingly, Venus Williams, a famous tennis player, is included in the experiment.
During the matchup of Orlando Magic and Cleveland Cavaliers, Venus Williams was
playing in the 2009 French Open. We observed that several topic documents collected
from Google News were sports recaps that covered the NBA conference finals as well
as the results of the tennis tournament. Consequently, Venus Williams was incorrectly
classified as a member of Orlando Magic. The result suggests the analyzed topic
documents need to be pure and on-topic. Diverse or noisy documents must be filtered

out to enhance the result of topic person stance identification.

4.7 Conclusions of the SCIFNET

We presented a stance identification method called SCIFNET that constructs a
friendship network of topic persons from topic documents automatically. We developed
the stance-oriented correlation coefficient to measure the friendship orientation of topic
persons. The friendship orientation is then combined with the co-neighboring strength
of the topic persons to measure their friendship strengths. Stance community expansion
and stance community refinement techniques based on the designed objective function
are used to identify stance-coherent clusters of topic persons and identify
stance-irrelevant topic persons. The result of experiments on real-world topics
demonstrate the effectiveness of SCIFNET and show that it outperforms many

well-known community detection and clustering methods.
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5 Conclusions

The Internet has become a crucial medium for disseminating and acquiring the latest
information about topics. However, users are often overwhelmed by the enormous
number of topic documents. Basically, times, places, and persons are the key elements
of topics. Knowing the associations of topic persons can help readers construct the
background knowledge of a topic and comprehend numerous topic documents quickly.
In this study, we define the problem of stance identification of topic persons and
propose two unsupervised approaches to deal with the problem, namely, model-based
EM method and stance identification method based on friendship network. In this study,
the number of topic stances is pre-defined. Nevertheless, in our future work, we will
incorporate the number of stances into an objective function to determine the
appropriate number of stances and stance-group members automatically. We will also
consider the context features of topic persons to improve the quality of person stance
identification in topics. In the experiment results of the second approach also suggest
some interesting areas for future research. For instance, the proposed stance-oriented
correlation coefficient is effective in identifying the friendship orientation of popular
topic persons; however, it is affected by the frequency sparseness problem of infrequent
topic persons. Because infrequent topic persons are jointly absent from a lot of topic
documents, the stance-oriented correlation coefficient may overestimate their friendship
strength. Reducing the weight of documents when infrequent persons are jointly absent

would resolve the overestimation problem.
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