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摘要

Windham在 1995年的論文 Robustifying Model Fitting提出權重分布

方法，解決在存有異常數據情況下可有效的估計均值，這個權重分布

使用了一個參數，這個參數會影響到均值的估計表現。Windham同時

提出此參數的選取方法，但我們發現在一些數值模擬例子中，這個參

數選取方法表現並不佳。我們提出另一個選取方法，在數值模擬上有

較佳的表現。除了一般的均值估計，我們也成功地把此方法應用在群

聚分析。

關鍵字： 穩健估計、影響函數、伽瑪散度、群聚分析
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Abstract

In 1995, Windham came out with an idea of weighted distribution in his

thesis, Robustifying Model Fitting, and he used the idea to find a mean esti-

mator when there are outliers in the original data. There is a tuning parameter

in this estimator, and selecting the parameter will affect the mean estimate in

the same data. In the same thesis, he also suggested a criterion of selecting

the tuning parameter, but we found out that this criterion wasn’t doing well

in some simulations. Considering the problem, we propose another criterion

which can derive a better mean estimator. Besides, we can also apply this

method to clustering problem.

Keywords: robust estimate, influence function, gamma-divergence, cluster-

ing
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Chapter 1

Introduction

1.1 What is Robust?

Maximum likelihood estimate (MLE) or method of moments are most common way to

estimate parameter. Under some regularity conditions, maximum likelihood estimator is

consistent. That is, the probability of the estimator converging to the true parameter is 1,

as the number of samples goes to infinity. However, finite sample or outliers may hinder

the consistent property of the estimate. We can think this through the fundamental spirit of

maximizing the likelihood. The likelihood function is defined as the product of the density

of the observed data (assume i.i.d.) including outliers. Considering this, it is unreasonable

to maximize the likelihood for those outlier terms. And if there are more outliers or the

outliers are further far away from the true data, the influence on the estimator become

larger. For example, considering a normal distribution model, the maximum likelihood

estimator for mean is the sample mean. This estimator can become arbitrary large if we

add distant data points in the sample (Figure 1.1). Thus, we say that sample mean is not

robust. Another common mean estimator, median, needs over half of the data points to

have effect on the estimator, hence is robust. We may want to know how many portions

of data can influence the estimator, or how much a data point influence the estimator, thus

following are some measurements often used for quantify robustness.

1



doi:10.6342/NTU201900783

Figure 1.1: median, mean, robustified mean

Measurement of Robustness

• Influence function (Hampel, 1968) is defined as

IF (x;T, F ) = lim
ε→0

T{(1− ε)F + εδx}− T (F )

ε
,

where F is the distribution function, T (F ) is the parameter estimator, and δx(u) is

a heaviside step function, which is 0 when u < x, and is 1 otherwise.

This definition means that we perturbate the distribution at a point x, and have in-

terest in the variation rate of the estimator.

• Gross-error sensitivity is defined as

γ∗(T, F ) = sup
x

|IF (x;T, F )|,

γ∗(T, F ) is the supreme of the absolute value of influence function, which measures

the worst influence a data point can make on the estomator.

2
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• Breakdown point is defined as

ε∗ = inf{ε : sup
x

|T (F )− T (Fε)| = ∞},

where Fε = (1− ε)F + εδx.

Let’s give an example. Suppose F is the distribution, then sample mean can be expressed

as T (F ) =
∫
udF . Hence the influence function of T (F ) is

IF (x;T, F ) = lim
ε→0

T{(1− ε)F + εδx}− T (F )

ε

= lim
ε→0

∫
ud((1− ε)F + εδx)−

∫
udF

ε

= lim
ε→0

ε
∫
udδx − ε

∫
udF

ε
= x− T (F )

The gross-error sensitivity is

γ∗(T, F ) = sup
x

∥IF (x;T, F )∥ = sup
x

∥x− T (F )∥ = ∞,

which is the worst case in the view of robustness.

And the breakdown point of sample mean is

ε∗ = inf{ε : sup
x

|T (F )− T (Fε)| = ∞} = inf{ε : sup
x

|ε(x− T (F ))| = ∞} = 0,

which is also the worst case.

Now, we figure out that sample mean is not robust, so next section is some ideas to get

robust.

1.2 How to get Robust?

One way to get robust is to improve maximum likelihood estimator, since it is maximum

likelihood type, we called it M-estimator.

3



doi:10.6342/NTU201900783

1.2.1 M-estimator

• MLE: min
∑

− log f(xi; θ), where f is the density function.

Generalized MLE: min
∑

p(xi; θ), where p can be any function.

• If p(x; θ) is differentiable with respect to θ, then the M-estimator is to solve

EF [ψ(x; θ)] = 0,

where ψ(x; θ) = ∂p(x;θ)
∂θ is the score function.

• The influence function of the M-estimator

Let T (F ) be the M-estimator with EF [ψ(x;T (F ))] = 0, for all distributions F .

Hence,

EFε [ψ(x;T (Fε))] = 0

To derive influence function, take derivative with respect to ε,
∂
∂εEFε [ψ(x;T (Fε))] = 0

⇒ ∂
∂ε

∫
ψ(u;T (Fε))d((1− ε)F (u) + εδx) = 0

If the integration and differentiation can be interchanged, then

⇒
∫

∂
∂ε{ψ(u;T (Fε))d((1− ε)F (u) + εδx)} = 0

⇒
∫ (

∂
∂ε{ψ(u;T (Fε))}d((1− ε)F (u) + εδx) + ψ(u;T (Fε))d(

∂
∂ε{(1− ε)F (u) + εδx})

)
= 0

⇒
∫ (

∂
∂θ [ψ(u; θ)]θ=T (Fε)dFε(u) · ∂

∂ε [T (Fε)] + ψ(u;T (Fε))d(δx − F (u))
)
= 0

⇒
∫ (

∂
∂θ [ψ(u; θ)]θ=T (F )dF (u) · ∂

∂ε [T (Fε)]ε=0 + ψ(u;T (F ))d(δx − F (u))
)
= 0

Note that ∂
∂ε [T (Fε)]ε=0 = IF (x;T, F ) and

∫
ψ(u;T (F ))d(δx − F (u)) = ψ(x;T (F )), we have

IF (x;T, F ) = ψ(x;T (F ))

−
∫ ∂

∂θ [ψ(u,θ)]θ=T (F )dF (u)

Figure 1.2 shows various score functions of location estimators θ, and θ = 0.

Huber estimator (1964) is anM-estimatorwith score functionψk(x; θ) = max(−k,min(k, x−

θ)), the black line is for k = 1. And Windham estimator (1995) is also an M-estimator

with ψc(x; θ) =
√
c+ 1 exp(− c

2(x − θ)2)(x − θ), the red curve is for c = 0.5 and blue

4
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curve is for c = 1.

For different function p(x; θ) or ψ(x; θ), the estimator derived has different robustness.

This property can be implicated by Figure 1.2, traditional score function ofMLEψ(x; θ) =

x − θ, the dashed line, counts every point x and going to arbitrary large when x goes to

infinity, while other robustified estimators don’t.

Figure 1.2: Score function of estimator, assuming the location parameter is 0.

1.2.2 Weighted data

Another way to get robust is to weight the data such that the point more likely to happen

has higher weight, and less likely to happen has lower weight. So, thinking a weight with

such property, one can immediately came up with density function, and Windham gave an

extra exponent c to the power of the density function. For example, data {x1, x2, ..., xn}

are from normal distribution F with mean 0 and unknown variance θ, then its weight

function is

w(xi; θ) = Kφc(xi; θ),

where φ is the normal density function with mean 0 in the model, c is a fixed exponent

term, K is a constant so that the sum of weight is 1.

Note that weighting density is to change the frequency of data points, not the value of data.

5
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Hence, the weighted sample variance is

v =
n∑

i

w(xi; θ)x
2
i

And the weighted population variance is

v∗ =

∫
x2w∗(x; θ)φ(x; θ)dx,

where

w∗(x; θ) = K∗φc(x; θ), (1.1)

K∗ = [
∫
φc(x; θ)dF ]−1 = EF [φc(x; θ)]−1 is a constant. In this model dF = φ(x; θ)dx,

hence
∫
w∗(x; θ)dF =

∫
w∗(x; θ)φ(x; θ)dx = 1. Notice that w∗(x; θ)φ(x; θ), called the

weighted density function, and is same as the normal density with mean 0 and variance

v∗ = θ/(c + 1). If the model is correct, v∗ and v should be close. Thus, using these

relations, we can derive the robust estimate of parameter θ.

Also, there is a exponent term c, which can adjust weight and hence called tuning param-

eter. Windham (1995)[3] studied in how to select this parameter and called this method

Robust Model Fitting. In this thesis, we propose another method of selection and do re-

search with it.

1.3 Why need to do this question?

Past robust model, such as Huber estimate (1964)[2], Windham (1995)[3] estimate, and

Akifumi Notsu, Shinto Eguchi (2016)[1] Gamma-clust robust estimate, there are tuning

parameters. Tuning parameters will affect the robustness of the model (Figure 1.2). In

Windham’s model, parameter c determines the weight of each point. Selection of c is im-

portant when doing clustering analysis, since larger the c becomes, more robust the model

will be, and number of clusts will closer to the number of data points; on the contrary,

smaller the c becomes, less robust the model will be, and number of clusts will go to 1.

In general, there is a reasonable interval to choose the parameter, and usually is selected

6
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subjectively. By using influence function and Fisher information, we give a objective

selection criterion, and more details can be seen in chapter 3.

7
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Chapter 2

Literature Review

2.1 Normal Robust Model

We use a simple example to elaborate Windham’s iterative algorithm estimates. Assume

there are 400 samples {x1, x2, ..., x400}, and among of them, there are 340 samples are

from N(µ, σ2), µ = 0, σ2 = 1 and the rest are outliers around µ∗ = 7. We want to

estimate µ and variance σ2.

• First step : Find initials.

Use sample mean and sample variance (MLE in normal distribution) as initials.

µ̂ = x̄ = 0.99, σ̂2 = 1
400

∑
(xi − x̄)2 = 7.19

• Second step : Weight data.

wi = w(xi, µ̂, σ̂2) = Kφc(xi; µ̂, σ̂2), c is chosen to be 0.37, φ is normal density

function, and K is a constant such that
∑400

i=1wi is 1.

Similarly, we use MLE on the weighted data, and get,

m̂ =
∑

wixi = 0.45, ŝ2 =
∑

wi(xi − m̂)2 = 3.93

• Third step : Find the non-weighted parameters such that we can get m̂ and ŝ2 in

second step after weighting.

That is, if the model is correct, which is satisfied normal distribution with den-

sity φ(x;µ, σ2) assumption, then the weighted density is K∗φc+1(x;µ, σ2), which

9
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Iteration µ̂ σ̂2

1 0.993392 7.191821
2 0.4594806 5.380773
3 0.2499072 3.751013
4 0.09685292 2.415905
5 -0.01083447 1.445184
6 -0.05552865 1.044782
7 -0.06715192 0.9457484
8 -0.07040669 0.9195676
9 -0.07137085 0.912215

Table 2.1: Estimates for µ̂ and σ̂2.

is φ(x;µ, σ2/(c + 1)). Thus, we can revise the new parameters to µ̂+ = m̂ =

0.45, σ̂2
+ = 1.37ŝ2 = 5.38.

• Fourth step : Repeat step 1 to 3, until the estimates converge. In other words, replace

µ̂ and σ̂2 by new estimates µ̂+ and σ̂2
+ until they converge (Table 2.1).

2.2 General Description

We now use mathematical way to describe the example above. In the beginning, we ob-

serve that there are n one dimension data, {x1, x2, ..., xn} from the distribution F , and its

empirical distribution is F̂ . T (F̂ ) is a parameter estimator, and T (F̂ ) = (x̄, 1
n

∑
(xi− x̄)2)

is the maximum likelihood case. And note that T (F ) satisfiesEF [ψ(x;T (F ))] = 0, where

ψ is the score function of T (F ). Moreover, Windham defined weighted distribution as

dFc,t(x) = w∗(x; t)dF (x), where w∗(x; t) = K∗gc(x; t), g is the density in the model,

K∗ = {EF [gc(x; t)]}−1, and here we assume g is normal. If we plug F̂ into F , then

dF̂c,t(x) = ŵ∗(x; t)dF̂ (x), where ŵ∗(x; t) = K̂∗gc(x; t), and K̂∗ = {EF̂ [g
c(x; t)]}−1.

10
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Hence, the second step is,

T (F̂c,t) = (m̂, ŝ2) = (

∫
xdF̂c,t,

∫
(x− m̂)2dF̂c,t)

= (

∫
ŵ∗(x; t)xdF̂ ,

∫
ŵ∗(x− m̂)2dF̂ )

= (
1

n

∑ gc(xi; t)
1
n

∑
gc(xj; t)

xi,
1

n

∑ gc(xi; t)
1
n

∑
gc(xj; t)

(xi − m̂)2)

= (
∑

wixi,
∑

wi(xi − m̂)2),

where wi = w(xi; t) =
gc(xi;t)∑
gc(xj ;t)

.

Next, we want to know the difference of the estimates between the weighted model and

non-weighted one. Hence, assume that the normal density of F is g(x;µ, σ2), We have,

∫
w∗(x;µ, σ2)xdF =

∫
gc+1(x;µ, σ2)xdx∫
gc+1(x;µ, σ2)dx

= µ

∫
w∗(x;µ, σ2)(x− m̂)2dF =

∫
w∗(x;µ, σ2)(x− µ)2dF

=

∫
gc+1(x;µ, σ2)(x− µ)2dx∫

gc+1(x;µ, σ2)dx

=
σ2

(c+ 1)

From the formula above, we know that mean is unchanged and the variance is multiplied

by 1
(c+1) in the weighted model. Therefore, a function τ is defined to transform the esti-

mator between weighted and non-weighted distribution,

(m̂, ŝ2) = τ(µ̂+, σ̂
2
+) = (µ̂+, σ̂

2
+/(1 + c))

(µ̂+, σ̂
2
+) = τ−1(m̂, ŝ2) = (m̂, (1 + c)ŝ2)

For N ≥ 0, t(0) = T (F̂ ),

t(N+1) = τ−1{T (F̂c,t(N))}

11
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is an iterative procedure. And the Windham robustified estimate (WRE) Tc(F̂ ) is hence

defined as Tc(F̂ ) = θ̂, where θ̂ is the estimate from the last iteration.

2.3 Selection Criterion

Tc is a solution ofEF [w∗(x; θ)ψ(x; τ(θ))] = 0, hence is anM-estimator, the corresponding

score function is

ψc(x; θ) = w∗(x; θ)ψ(x, τ(θ)) (2.1)

Let h(t) = τ−1{T (Fc,t)}, if the process converges, we will have h(θ) = θ. Hence,

EFc,t [ψ[x; τ{h(t)}]] = 0

Take derivative with respect to t, and derive the convergence rate h′(t).

∂

∂t
EFc,t [ψ[x; τ{h(t)}]] = 0

⇒ ∂

∂t
EF [w

∗(x; t)ψ[x; τ{h(t)}]] = 0

⇒ EF [

(
∂

∂t
w∗(x; t)

)
ψ[x; τ{h(t)}] + w∗(x; t)

(
∂

∂t
ψ[x; τ{h(t)}]

)
] = 0

⇒ EF [cw
∗(x; t)(

∂

∂t
log g(x; t))ψ(x; τ(h(t)))] + EF [w

∗(x; t)
∂ψ(x; τ(h(t)))

∂τ(h(t))

∂τ(h(t))

∂h(t)

∂h(t)

∂t
] = 0

where ∂
∂tw

∗(x; t) = cw∗(x; t)( ∂∂t log g(x; t))

When it is about to converge, i.e. h(t) = t,

h′(t) = −c{EFc,t [
∂ψ(x; τ(t))

∂τ(t)
]
∂τ(t)

∂t
}−1EFc,t [ψ(x; τ(t))

∂

∂t
(log g(x; t))]

= −
cEF [

∂
∂t(log g(x; t))ψc(x; t)]

EF [w∗(x; t)∂ψ(x;τ(t))∂τ(t)
∂τ(t)
∂t ]

=
−cEF [

∂
∂t(log g(x; t))ψc(x; t)]

EF [ψ′
c(x; t)]− EF [cw∗(x; t) ∂∂t(log g(x; t))ψ(x; τ(t))]

=
−cEF [

∂
∂t(log g(x; t))ψc(x; t)]EF [ψ′

c(x; t)]
−1

I − cEF [
∂
∂t(log g(x; t))ψc(x; t)]EF [ψ′

c(x; t)]
−1

= cB(t){I + cB(t)}−1,

12



doi:10.6342/NTU201900783

Since

ψ′
c(x; t) =

∂

∂t
(ψc(x; t)) = cw∗(x; t)(

∂

∂t
log g)ψ(x; τ(t))+w∗(x; t)

∂ψ(x; τ(t))

∂τ(t)
τ ′, (2.2)

where B(t) = −EF [
∂
∂t(log g(x; t))ψc(x; t)]EF [ψ′

c(x; t)]
−1, which is related to influence

function. In fact,

B{Tc(F )} = EF [−EF [ψ
′
c(x; t)|t=Tc(F )]

−1ψc(x;Tc(F )) · ∂
∂t

(log g(x; t))|t=Tc(F )]

= EF [IF (x;Tc, F )s(x;Tc(F ))],

where IF (x;Tc, F ) = −EF [ψ′
c(x; t)|t=Tc(F )]−1ψc(x;Tc(F )) is the influence function and

s(x;Tc(F )) = ∂
∂t(log g(x; t))|t=Tc(F ) is the score function.

According to Cauchy–Schwarz inequality,

{EF [s
2(x;Tc(F ))]EF [IF

2(x;Tc, F )]}−1 ≤ B−2{Tc(F )}

AndWindham noted that the left hand side is just the asymptotic relative efficiency, which

is the reciprocal of the Fisher information times the asymptotic variance. Hence, he used

B−2 as a criterion for choosing c, which is

ρ(c) = B−2{Tc(F )}

By h′(t) = cB(t){I + cB(t)}−1,

ρ(c) = (c/h′(t)− c)2

Thus, the tuning parameter c is chosen by

ĉ = argmax
c
ρ(c)

13



doi:10.6342/NTU201900783

In simulation, the convergence rate h′(t) can be estimated by |t(N)−t(N−1)|
|t(N−1)−t(N−2)| , and this is the

method Windham used.

2.4 γ-estimate and Weighted Robustified estimate

2.4.1 Some Notes about γ-clust

• γ-divergence

Like K-L divergence, is a measure of the difference between two probability distri-

butions.

• γ-cross entropy

Suppose {x1, x2, ..., xn} are from the distribution with density f . And there is a

density gθ we assumed that it is the model density with θ unknown. The γ-cross

entropy dγ(f, gθ) is defined as

dγ(f, gθ) = −1

γ
log{

∫
g(x; θ)γf(x)dx}+ 1

1 + γ
log

∫
g(x; θ)1+γdx

dγ(f, gθ) can be empirically estimated by

dγ(f̂ , gθ) = −1

γ
log{ 1

n

n∑

i=1

g(xi; θ)
γ}+ 1

1 + γ
log

∫
g(x; θ)1+γdx,

where f̂ is the empirical pdf.

The small value of γ-cross entropy means two distributions are close, so the robust

estimator θ̂γ can be defined by minimizing dγ(f̂ , gθ), i.e.

θ̂γ = argmin
θ

dγ(f̂ , gθ)

We substitute gθ to g(x;µ,Σ), where g is a p-variate normal density function.

dγ(f̂ , g(x;µ,Σ)) = −1

γ
log{ 1

n

n∑
g(xi;µ,Σ)

γ}+ 1

1 + γ
log

∫
g(x;µ,Σ)1+γdx

14
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⇒ e−dγ(f̂ ,g(x;µ,Σ)) = { 1
n

n∑
g(xi;µ,Σ)

γ}1/γ{
∫

g(x;µ,Σ)1+γdx}−
1

1+γ

Note that

∫
g(x;µ,Σ)1+γdx =

∫
{(2π)−

p
2 (detΣ)−

1
2 exp (−1

2
(x− µ)TΣ−1(x− µ))}1+γdx

= (2π)−
pγ
2 (1 + γ)−

1
2 (detΣ)−

γ
2

⇒ e−dγ(f̂ ,g(x;µ,Σ))γ =
1

n

∑
g(xi;µ,Σ)

γ{
∫

g(x;µ,Σ)1+γdx}−
γ

1+γ

=
1

n

∑
g(xi;µ,Σ)

γ{(2π)−
pγ
2 (1 + γ)−

1
2 (detΣ)−

γ
2 }−

γ
1+γ

∝
∑

g(xi;µ,Σ)
γ(detΣ)

γ2

2(1+γ)

Thus, we derive a function of γ which is likelihood function in γ-divergence sense.

• γ-utility function

Lγ(µ,Σ) = (detΣ)
γ2

2(1+γ)

n∑

i=1

g(xi;µ,Σ)
γ

Hence, the robust estimator is to maximize Lγ(µ,Σ)

2.4.2 Weighted Distribution

To maximize γ-utility function, we take derivatives with respect to µ and set it be 0. Here,

g(x;µ, σ2) is univariate normal density.

∂

∂µ
Lγ(µ, σ

2) =
∂

∂µ

∑
gγ(xi;µ, σ

2)(σ2)
γ2

2(1+γ) = 0

15
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⇒ ∂
∑

gγ(xi;µ, σ2)

∂µ
= 0

⇒ γ
∑

gγ−1(xi;µ, σ
2)
∂g(xi;µ, σ2)

∂µ
= 0

⇒
∑

gγ(xi;µ, σ
2)(xi − µ) = 0

⇒ µ̂ =

∑
gγ(xi;µ, σ2)xi∑
gγ(xi;µ, σ2)

Similarly, take derivatives w.r.t. σ2,

∂

∂σ2
Lγ(µ, σ

2) =
∂

∂σ2

∑
gγ(xi;µ, σ

2)(σ2)
γ2

2(1+γ) = 0

⇒ γ2

2(1 + γ)
(σ2)

γ2

2(1+γ)−1
∑

gγ(xi;µ, σ
2) + (σ2)

γ2

2(1+γ)

∑
γgγ−1(xi;µ, σ

2)
∂g(xi;µ, σ2)

∂σ2
= 0

⇒ γ

2(1 + γ)

∑
gγ(xi;µ, σ

2) + σ2
∑

gγ−1(xi;µ, σ
2)
∂g(xi;µ, σ2)

∂σ2
= 0

and since

∂g(x;µ, σ2)

∂σ2
=

∂

∂σ2
(2πσ2)−

1
2 e−

(x−µ)2

2σ2

= (2π)−
1
2 (−1

2
)(σ2)−

3
2 e−

(x−µ)2

2σ2 + (2π)−
1
2 (σ2)−

1
2
(x− µ)2

2(σ2)2
e−

(x−µ)2

2σ2

= −1

2
(σ2)−1g(x;µ, σ2) + g(x;µ, σ2)

(x− µ)2

2(σ2)2

We have,

γ

2(1 + γ)

∑
gγ(xi;µ, σ

2) +
∑

gγ(xi;µ, σ
2)(−1

2
+

(xi − µ)2

2σ2
) = 0

⇒ 1

1 + γ

∑
gγ(xi;µ, σ

2) =
∑

gγ(xi;µ, σ
2)
(xi − µ)2

σ2

⇒ σ̂2 = (1 + γ)

∑
gγ(xi;µ, σ2)(xi − µ)2∑

gγ(xi;µ, σ2)

We figure out that the estimator we derived from the aspect of γ-divergence is exactly a

Windham robustified estimate.

16
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Chapter 3

Our Selection Criterion

In this chapter, we propose another criterion to choose c. From chapter two, we knew that

the criterion B−2 is related to convergence rate of the estimates and hence can be easily

calculated. However, if we look into it carefully, the true criterion is {EF (s2)EF (IF 2)}−1

rather than its upper boundB−2. Therefore, our selection criterion of the tuning parameter

c is,

ĉ = argmax
c

{EF (s
2(x;Tc))EF (IF

2(x;Tc, F ))}−1

The following are some reasons that we prefer using {EF (s2EF (IF 2))}−1 (denoted sIF2)

as criterion:

• The true criterion is {EF (s2)EF (IF 2)}−1 rather than its upper bound B−2.

• In the same model, the selection of c is stable, since we calculated the criterion

directly.

• The MSE of the estimator is smaller.

• If c is large, then ρ(c) = (c/h′(t) − c)2 becomes large. That is, ρ tends to choose

larger c.

• Although the convergence rate is easy to compute, it’s unstable.

In each section we discuss and calculate the criterion sIF2 under various model distri-

bution gθ(x). The numerical performance is provided in chapter 4.

17
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3.1 gθ is univariate normal, θ = µ

The distribution density function gθ(x) = g(x;µ) in this model is univariate normal with

unknown mean µ and variance 1.

From eq. (1.1)w∗(x;µ) = K∗gc(x; τ(µ)) and from eq. (2.1)ψc(x;µ) = w∗(x;µ)ψ(x; τ(µ)),

where τ(µ) = µ and ψ(x;µ) = x− µ

First, the score function is

s(x;µ) =
∂

∂µ
{log g(x;µ)}

=
∂

∂µ
{log 1√

2π
− (x− µ)2

2
} = x− µ

The Fisher information is

EF̂ (s
2(x;µ)) =

1

n

∑
(xi − µ)2

Second, since Tc(F ) is an M-estimator, its influence function can be written as

IF (x;Tc, F ) = −EF [ψ
′
c(x;µ)|µ=Tc(F )]

−1ψc(x;Tc(F ))

= −EF [cw
∗(x;Tc(F ))(x− Tc(F ))2 − w∗(x;Tc(F ))]−1w∗(x;Tc(F ))(x− Tc(F ))

=
w∗(x;Tc(F ))(x− Tc(F ))

1− cEF [w∗(x;Tc(F ))(x− Tc(F ))2]

⇒ IF 2(x;Tc, F ) =
w∗2(x;Tc(F ))(x− Tc(F ))2

(1− cEF [w∗(x;Tc(F ))(x− Tc(F ))2])2

From eq. (2.2), ψ′
c(x;µ) = cw∗(x;µ)(x− µ)2 − w∗(x;µ)

Therefore, the asymptotic variance is

EF (IF
2(x;Tc, F )) =

EF [w∗2(x;Tc(F ))(x− Tc(F ))2]

(1− cEF [w∗(x;Tc(F ))(x− Tc(F ))2])2

EF̂ (IF
2(x;Tc, F̂ )) =

n
∑

w2(xi;Tc(F̂ ))(xi − Tc(F̂ ))2

(1− c
∑

w(xi;Tc(F̂ ))(xi − Tc(F̂ ))2)2

18
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And the asymptotic relative efficiency is

{EF̂ (s
2(x;Tc(F̂ )))EF̂ (IF

2(x;Tc, F̂ ))}−1

= {1−
∑

w(xi;Tc(F̂ ))(xi−Tc(F̂ ))}2/{
∑

(xi−Tc(F̂ ))2
∑

w2(x;Tc(F̂ ))(xi−Tc(F̂ ))2}

Hence, we derived the criterion sIF2 in the model of distribution gθ(x) is univariate normal

with unknown mean µ and variance 1.

3.2 gθ is bivariate normal, θ = µ

The distribution density function gθ(x) = g(x, µ) in this model is bivariate normal with

unknown mean µ and variance I2, where I2 is a 2 by 2 identity matrix.

The Fisher information matrix is

EF̂ (s
2(x;µ)) = EF̂ [(x− µ)(x− µ)T ] = 1

n

∑n
i=1(xi − µ)(xi − µ)T

Robust Model Fitting part :

EF [ψ′
c(x;µ)] = EF [cw∗(x;µ)(x− µ)(x− µ)T + w∗(x;µ)(−I2)] (from eq. (2.2))

= cEF [w∗(x;µ)(x− µ)(x− µ)T ]− I2

EF̂ [ψ
′
c(x;µ)] = c

∑
w(xi, µ)(xi − µ)(xi − µ)T − I2

And the influence function is

IF (x;Tc, F ) = −EF [ψ′
c(x;µ)|µ=Tc(F )]−1ψc(x;Tc(F ))

Hence,

IF 2(x;Tc, F ) = −EF [ψ′
c(x;µ)|µ=Tc(F )]−1ψc(x;µ)(−EF [ψ′

c(x;µ)|µ=Tc(F )]−1ψc(x;Tc(F )))T

= EF [ψ′
c(x;µ)|µ=Tc(F )]−1ψc(x;Tc(F )ψc(x;Tc(F ))TEF [ψ′

c(x;µ)|µ=Tc(F )]−1

Note that

EF [ψc(x;Tc(F )ψc(x;Tc(F ))T ] = EF [w∗(x− Tc(F ))(w∗(x− Tc(F )))T ]

EF̂ [ψc(x;Tc(F̂ )ψc(x;Tc(F̂ ))T ] =
∑

w2
i (xi − Tc(F̂ ))(xi − Tc(F̂ ))T ,

where wi is the weight for the i-th data. We have

EF̂ [IF
2(x;Tc, F̂ )]

= (c
∑

wi(xi − Tc(F̂ ))(xi − Tc(F̂ ))T − I2)−1(
∑

w2
i (xi − Tc(F̂ ))(xi − Tc(F̂ ))T )
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(c
∑

wi(xi − Tc(F̂ ))(xi − Tc(F̂ ))T − I2)−1

Finally, we derive the formula of {EF̂ [s
2]EF̂ [IF

2]}−1 and we choose the reciprocal of

the product of the largest eigenvalue of EF̂ [s
2(x;Tc(F̂ ))] and EF̂ [IF

2(x;Tc, F̂ )] as our

criterion.

3.3 gθ is univariate normal, θ = (µ, σ2)T

The distribution density function gθ(x) = g(x, (µ, σ2)T ) in this model is univariate nor-

mal with unknown mean µ and variance σ2.

The Fisher information matrix is

EF [s2(x; θ)]ij = EF [s(x; θ)(s(x; θ)T )]ij = EF [(
∂
∂θi

log g(x; θ))( ∂
∂θj

log g(x; θ))]

Here, θ = (µ, σ2)T

Hence,

EF (s(x; θ)(s(x; θ))
T ) = EF

⎡

⎢⎣
(x−µ)2

σ4
(x−µ)
σ2 (− 1

2σ2 +
(x−µ)2

2σ4 )

(x−µ)
σ2 (− 1

2σ2 +
(x−µ)2

2σ4 ) (− 1
2σ2 +

(x−µ)2

2σ4 )2

⎤

⎥⎦

ψ(x; θ) =

⎡

⎢⎣
x− µ

(x− µ)2 − σ2

⎤

⎥⎦

Robust Model Fitting part :

w∗(x; θ) = 1√
c+1

exp(− c
2σ2 (x− µ)2)

ψc(x; θ) = w∗(x; θ)ψ(x; τc(θ)) = w∗(x; θ)

⎡

⎢⎣
x− µ

(x− µ)2 − σ2

c+1

⎤

⎥⎦

EF [ψ′
c(x; θ)]

= EF

⎡

⎢⎣
∂
∂µw

∗(x; θ)(x− µ) ∂
∂σ2w∗(x; θ)(x− µ)

∂
∂µw

∗(x; θ)[(x− µ)2 − σ2

c+1 ]
∂
∂σ2w∗(x; θ)[(x− µ)2 − σ2

c+1 ]

⎤

⎥⎦

= EF

⎡

⎢⎣
A B

C D

⎤

⎥⎦
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We know
∂

∂µ
w∗(x; θ) = cw∗(x; θ)

x− µ

σ2

and
∂

∂σ2
w∗(x; θ) = cw∗(x; θ)

(x− µ)2

2σ4

Thus,

A = ∂
∂µw

∗(x; θ)(x− µ) = cw∗(x; θ) (x−µ)2

σ2 − w∗(x; θ)

B = ∂
∂σ2w∗(x; θ)(x− µ) = cw∗(x; θ) (x−µ)3

2σ4

C = ∂
∂µw

∗(x; θ)[(x− µ)2 − σ2

c+1 ] = cw∗(x; θ)( (x−µ)3

σ2 − x−µ
c+1 )− 2w∗(x; θ)(x− µ)

D = ∂
∂σ2w∗(x; θ)[(x− µ)2 − σ2

c+1 ] = cw∗(x; θ)( (x−µ)4

2σ4 − (x−µ)2

2σ2(c+1))−
w∗(x;θ)
c+1

Hence, from the formula before

IF 2(x;Tc, F ) = −EF [ψ′
c(x; θ)|θ=Tc(F )]−1ψc(x;Tc(F ))(−EF [ψ′

c(x; θ)|θ=Tc(F )]−1ψc(x;Tc(F )))T

= EF [ψ′
c(x; θ)|θ=Tc(F )]−1ψc(x;Tc(F ))ψc(x;Tc(F ))TEF [ψ′

c(x; θ)|θ=Tc(F )]−1

Thus, we derive the formula of {EF [s2]EF [IF 2]}−1 and choose the reciprocal of the prod-

uct of the largest eigenvalue of EF [s2(x;Tc(F ))] and EF [IF 2(x;Tc, F )] as our criterion.

3.4 gθ is qGaussian, θ = µ

3.4.1 Some Notes about qGaussian

• β-power model pdf (qGaussian):

fβ(x;µ,Σ) = cβ(det2πΣ)
− 1

2{1− β

2 + (p+ 2)β
(x− µ)TΣ−1(x− µ)}1/β+

,where β > −2/(p+ 2), x ∈ Rp

As β → 0, fβ converges to normal density.

f0(x;µ,Σ) := limβ→0 fβ(x;µ,Σ)

= limβ→0 cβ∥2πΣ∥−
1
2{1− 1

2/β+(p+2)(x− µ)TΣ−1(x− µ)}1/β+

= c0∥2πΣ∥−
1
2 exp(−1

2(x− µ)TΣ−1(x− µ)), which is N (µ,Σ)

And when −2/(p+ 2) < β < 0, fβ is t-distribution.
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• γ-cross entropy

In section 2.4.1, we have given the form of empirical γ-cross entropy dγ(f̂ , gθ)

dγ(f̂ , gθ) = −1

γ
log{ 1

n

n∑

i=1

g(xi; θ)
γ}+ 1

1 + γ
log

∫
g(x; θ)1+γdx

,where f̂ is the empirical pdf.

Hence, we substitute gθ to fβ ,

dγ(f̂ , fβ(x;µ,Σ))

= −1

γ
log{ 1

n

n∑
fβ(xi;µ,Σ)

γ}+ 1

1 + γ
log

∫
fβ(x;µ,Σ)

1+γdx

⇒ e−dγ(f̂ ,fβ) = { 1
n

n∑
fγβ (x;µ,Σ)}

1/γ{
∫

fβ(x;µ,Σ)
1+γdx}−

1
1+γ

note that

∫
fβ(x;µ,Σ)

1+γdx

=

∫
c1+γβ (det2πΣ)−

1+γ
2 {1− β

2 + p+ 2β
(x− µ)TΣ−1(x− µ)}

1+γ
β

+ dx

=

∫
c1+γβ

cβ/(1+γ)
(det2πΣ)−γ/2kp/2cβ/(1+γ)(det2πkΣ)

−1/2

{1− β/(1 + γ)

2 + (p+ 2)β/(1 + γ)
(x− µ)T (kΣ)−1(x− µ)}

1+γ
β

+ dx

=
c1+γβ

cβ/(1+γ)
(det2πΣ)−γ/2kp/2

∫
fβ/(1+γ)(x;µ, kΣ)dx

=
c1+γβ

cβ/(1+γ)
(det2πΣ)−γ/2kp/2,
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where k =
β/(1+γ)

2+(p+2)β/(1+γ)
β

2+(p+2)β

= 2/β+(p+2)
2(1+γ)/β+(p+2)

⇒ e−dγ(f̂ ,fβ)γ = { 1
n

n∑
fγβ (x;µ,Σ)}{

∫
fβ(x;µ,Σ)

1+γdx}−
γ

1+γ

=
1

n

n∑
fγβ {

c1+γβ

cβ/(1+γ)
(detΣ)−γ/2(

k

2πγ
)p/2}−

γ
1+γ

∝
∑

fγβ (xi;µ,Σ)(detΣ)
γ2

2(1+γ)

= Lβ,γ(µ,Σ)

Hence, the robust estimator is to maximize Lβ,γ(µ,Σ)

• γ-utility function (similar to likelihood function)

Lβ,γ(µ,Σ) = (detΣ)
γ2

2(1+γ)

n∑

i=1

fβ(xi;µ,Σ)
γ

3.4.2 Weighted Distribution

To maximize this, take derivatives with respect to µ, and consider x ∈ Rp, where p = 1.

∂

∂µ

(
(σ2)

γ2

2(1+γ)

∑
fγβ (xi;µ, σ

2)(xi;µ, σ
2)

)

= (σ2)
γ2

2(1+γ)γ
∑

fγ−1
β (xi;µ, σ

2)
∂

∂µ
fβ(xi;µ, σ

2)

= (σ2)
γ2

2(1+γ)γ
∑

fγ−1
β (xi;µ, σ

2)(cβ
1√
2πσ2

1

β
{1− β

2 + 3β

(xi − µ)2

σ2
}

1
β−1

+

β

2 + 3β

2

σ2
(xi − µ))

= (σ2)
γ2

2(1+γ)γ
∑

fγ−1
β (xi;µ, σ

2)(cβ
1√
2πσ2

{1− β

2 + 3β

(xi − µ)2

σ2
}

1
β
+)

1−βcββ(
1√
2πσ2

)β
2

2 + 3β

xi − µ

σ2

= (σ2)
γ2

2(1+γ)γ
∑

fγ−ββ (xi;µ, σ
2)(xi − µ)

2cββ
(2 + 3β)σ2

(
1√
2πσ2

)β

Let the result equal to 0, we have

µ̂ =

∑
fγ−ββ (xi;µ, σ2)xi

∑
fγ−ββ (xi;µ, σ2)
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Hence, we can define a weighted distribution

dFβ,γ,t(x) = w∗
β,γ(x; t)dF (x) with w∗

β,γ(x; t) = fγ−ββ (x; t)/EF [f
γ−β
β (x; t)]

Then we calculate the weighted variance

∫
fγ−ββ (x;µ, σ2)(x− µ)2dF

=

∫
(cβ

1√
2πσ2

{1− β

2 + (2 + p)β

(x− µ)2

(σ)2
}1/β+ )γ−β+1dx

=

∫
(cβ

1√
2πσ2

)γ−β+1{1− β

2 + (2 + p)β

(x− µ)2

(σ)2
}(γ−β+1)/β
+ dx

=

∫
Constant{1− β

2 + (2 + p)β

(x− µ)2

(σ)2
}(γ−β+1)/β
+ dx

(
β

2 + (2 + p)β
=

1

2/β + (2 + p)
→ 1

2(γ − β + 1)/β + (2 + p)
=

β

2γ + 2 + pβ
)

=
2 + (2 + p)β

2γ + 2 + pβ
σ2

⇒ σ̂ =
2γ + 2 + pβ

2 + (2 + p)β

∑
fγ−ββ (x;µ, σ2)(x− µ)2
∑

fγ−ββ (x;µ, σ2)
}

This result is same as in Local Fixed-Point Algortithm (Akifumi Notsu, Shinto Eguchi,

2016)[1].

3.4.3 Applied to gamma-clust

We applied the result to gamma-clust, and assume that the distribution density function

gθ(x) = fβ(x;µ) in this model is univariate qGaussian with unknownmeanµ and variance

1.
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First, the score function is,

s(x;µ) =
∂

∂µ
{log fβ(x;µ)}

=
∂

∂µ
{log cβ√

2π
+

1

β
log{1− β

2 + 3β
(x− µ)2}+}

=
1

β

2β
2+3β (x− µ)

{1− β
2+3β (x− µ)2)}+

=
2

2 + 3β

(x− µ)

{1− β
2+3β (x− µ)2}+

Hence the Fisher information is,

EF̂ (s
2(x;µ)) =

1

n
(

2

2 + 3β
)2
∑

i

(xi − µ)2

{1− β
2+3β (xi − µ)2}2+

And the influence function is,

IF (x;Tc, F ) = −EF [ψ
′
c(x;µ)|µ=Tc(F )]

−1ψc(x;Tc(F ))

= −EF [((w
∗(x;µ))′ψ(x;µ) + w∗(x;µ)ψ′(x;µ))|µ=Tc(F )]

−1w∗(x;Tc(F ))ψ(x;Tc(F ))

= −EF [(cw
∗(x;µ)(

∂

∂µ
log fβ)(x− µ)− w∗(x;µ))|µ=Tc(F )]

−1w∗(x;Tc(F ))(x− Tc(F ))

=
w∗(x;Tc(F ))(x− Tc(F ))

1− 2c
2+3βEF [w∗(x;Tc(F )) (x−Tc(F ))2

{1− β
2+3β (x−Tc(F ))2}+

]

Similar to Section 3.1, the empirical asymptotic relative efficiency is,

{EF̂ (s
2(x;Tc(F̂ )))EF̂ (IF

2(x;Tc, F̂ ))}−1

= {( 2

2 + 3β
)2
∑ (xi − Tc(F̂ ))2

{1− β
2+3β (xi − Tc(F̂ ))2}2+

(

∑
w2(xi;Tc(F̂ ))(xi − Tc(F̂ ))2

(1− 2c
2+3β

1
n

∑
w(xi;Tc(F̂ )) (xi−Tc(F̂ ))2

{1− β
2+3β (xi−Tc(F̂ ))2}+

)2
)}−1

Thus, we derived the criterion sIF2 in the model of distribution gθ(x) is univariate qGaus-

sian with unknown mean µ and variance 1.
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Chapter 4

Numerical Examples

4.1 One Dimension Case

4.1.1 One component with outliers

In this subsection, we compare two criteria by presenting two examples.

For first example, assume there are 280 samples from N (0, 1) which is the main distri-

bution we are going to estimate and 120 samples from N (7, 1) which is seemed to be

outliers, and we already know that the variance of the main distribution is 1. The follow-

ing is the result: The y-axis of Figure 4.1(a) means the value of {EF̂ (s
2)EF̂ (IF

2)}−1, and

(a) sIF2 criterion (b) rho criterion

Figure 4.1:
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c m rho sIF2 r inverse of IF2
0.10 0.355485 0.054209 0.020318 0.300456 118.5937
0.20 0.044493 0.484657 0.035632 0.223171 224.6873
0.27 0.015466 0.723932 0.036972 0.240890 234.9016
0.28 0.013881 0.745662 0.036986 0.244859 235.0853
0.29 0.012623 0.764607 0.036973 0.249052 235.0815
0.30 0.011633 0.781335 0.036938 0.253393 234.9166
0.40 0.009357 0.867237 0.035837 0.300468 228.0527
0.50 0.011366 0.888907 0.034169 0.346544 217.3251
1.00 0.015714 0.870179 0.025893 0.517375 164.4990
2.00 -0.002410 0.877856 0.016394 0.680981 104.6453
3.00 -0.023187 0.973124 0.012213 0.752545 78.3862
4.00 -0.032000 1.064666 0.009778 0.794940 62.9035

Table 4.1: result of first example. r is the convergence rate in the 20th iteration.

the y-axis of Figure 4.1(b) means Windham’s criterion ρ. And the x-axis of both figures

(m) is the mean estimate each for a different c, from 0.1 to 4 with distance 0.01 and all

estimates iterate for 20 times. Hence, the chosen c is 4.00 for the criterion ρ and 0.28 for

the criterion sIF2 (Table 4.1).

Next, we do this process for 100 different data with same distribution assumption,

and compare their bias, which is the absolute value of the difference between 0 and the

robustified mean estimates. In Figure 4.2(a), the y-axis is the chosen c, circle points stand

for estimates from criterion sIF2 and triangle points for estimates from criterion ρ. We can

see that the chosen parameter c by criterion sIF2 is much more stable for the parameter

chosen by ρ. In Figure 4.2(b), it is clear that bias of sIF2 is smaller than of ρ, since there

are fewer points in the up-left triangle of the figure than those in the down-right triangle

part. We also compute their mean, variance, and mean squared error (Table 4.2).

mean variance MSE
rho 0.064793 0.003796 0.007956
sIF2 0.056344 0.001902 0.005057

Table 4.2: Comparing data in first example

For second example, we assume there are 280 samples from N (−1, 1) which is the

main distribution we are going to estimate and 120 samples fromN (4, 1)which is seemed

to be outliers, and we already know that the variance of the main distribution is 1. The
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(a) (b)

Figure 4.2:

following is the result:

The y-axis of Figure 4.3(a) means the value of {EF̂ (s
2)EF̂ (IF

2)}−1, and The y-axis of

Figure 4.3(b) meansWindham’s criterion ρ. And the x-axis of both figures (m) is the mean

estimate each for a different c, from 0.1 to 4 with distance 0.01 and all estimates iterate

for 20 times. Hence, the chosen c is 1.12 for the criterion ρ and 0.5 for the criterion sIF2

(Table 4.3).

(a) sIF2 criterion (b) rho criterion

Figure 4.3:

Next, we do this process for 100 different data with same distribution assumption,
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c m rho sIF2 r inverse of IF2
0.10 -0.171572 0.028217 0.021389 0.373163 58.6819
0.30 -0.855458 0.285477 0.051150 0.359583 168.9291
0.40 -0.934677 0.494710 0.056845 0.362530 192.7951
0.50 -0.971573 0.660704 0.058169 0.380855 199.7947
0.60 -0.990432 0.771304 0.057426 0.405888 198.5343
0.80 -1.005879 0.877478 0.053476 0.460634 185.8748
1.10 -1.009079 0.910806 0.046233 0.535446 160.8778
1.12 -1.008926 0.910903 0.045764 0.539912 159.2387
1.14 -1.008745 0.910869 0.045300 0.544310 157.6129
1.20 -1.008050 0.910123 0.043934 0.557102 152.8232
1.40 -1.004542 0.903702 0.039711 0.595584 137.9662
1.60 -0.999934 0.895686 0.036020 0.628336 124.9419

Table 4.3: result of second example. r is the convergence rate in the 20th iteration.

and compare their bias, which is the absolute value of the difference between −1 and the

robustified mean estimates. In Figure 4.4(a), the y-axis is the chosen c, circle points stand

for estimates from criterion sIF2 and triangle points for estimates from criterion ρ. We can

see that the chosen parameter c by criterion sIF2 is much more stable by criterion ρ. In

Figure 4.4(b), it is clear that bias of sIF2 is more smaller than of ρ, since there are fewer

points in the up-left triangle of the figure than those in the down-right triangle part. We

also compute their mean, variance, and mean squared error (Table 4.4).

(a) (b)

Figure 4.4:
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mean variance MSE
rho 0.079325 0.004226 0.010477
sIF2 0.063453 0.002000 0.006006

Table 4.4: Comparing data in second example

From the simulations of those two types of mixture distribution data, we find out that

Windham’s robustified estimates can find the mean for the main distribution if two dis-

tributions are not too close, and even can be used to do clustering. And then we use the

criterion sIF2 we suggested to choose the tuning parameter c. So, next subsection is the

process of one dimension clustering.

4.1.2 Five components

Suppose there are 1000 samples, in which 200 fromN (−14, 1), 200 fromN (−10, 1), 200

from N (−4, 1), 200 from N (0, 1), 200 from N (5, 1). We only know that the variance of

each component is 1.

First, we randomly choose 100 points from data, and let them be the initial points. After

20 times iteration, there are 100mean estimates for one fixed c. Those estimates converge

to several points. We let c be from 0.2 to 2with width 0.05, and find out the most common

number of converge points is 5. Then for those c with correct number of converge points,

we use sIF2 criterion to choose c. The result is shown in Figure 4.5 and Table 4.5.

4.2 Two Dimension-One Component with Outliers

We extend data from one dimension to two dimension case.

Now, suppose there are 560 samples fromN ((0, 0)T , I2) and 240 samples fromN ((3, 3)T , I2),

and we want to estimate the mean of the main distribution. We let c be from 0.3 to 3 with

step 0.01. Figure 4.6 shows the result. The estimated mean is (0.010235, 0.074160) and

the chosen c is 0.55.
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Figure 4.5: Red curve is the estimated density.

c m1 m2 m3 m4 m5 sIF21 sIF22 sIF23 sIF24 sIF25
0.60 -13.838 -10.092 -3.791 -0.313 4.829 .434 1.160 .859 .814 .904
0.65 -13.878 -10.057 -3.849 -0.272 4.835 .472 1.299 1.029 .930 .899
0.70 -13.908 -10.030 -3.893 -0.239 4.839 .497 1.409 1.171 1.025 .886
0.95 -13.982 -9.962 -4.012 -0.143 4.838 .511 1.652 1.523 1.247 .773
1.00 -13.989 -9.955 -4.025 -0.131 4.836 .501 1.663 1.547 1.256 .747
1.05 -13.994 -9.949 -4.036 -0.121 4.833 .490 1.667 1.563 1.259 .721
1.10 -13.999 -9.945 -4.046 -0.111 4.831 .478 1.665 1.570 1.255 .695
1.20 -14.006 -9.939 -4.063 -0.096 4.825 .451 1.648 1.570 1.234 .645
1.40 -14.012 -9.933 -4.086 -0.072 4.811 .395 1.584 1.525 1.156 .553
1.80 -14.009 -9.934 -4.111 -0.037 4.783 .300 1.417 1.374 .947 .402
2.00 -14.002 -9.937 -4.118 -0.025 4.769 .263 1.336 1.293 .841 .341

Table 4.5: Result of 1-dim clustering. mi and sIF2i are estimated mean and criterion of group i

4.3 Variance Unknown

We now back to one dimension data but variance is unknown.

Now, suppose there are 340 samples fromN (0, 1) and 60 samples fromN (4, 0.5), and we

want to estimate the mean and variance of the main distribution. We let c be from 0.3 to

3 with step 0.01. Figure 4.7 shows the result. The estimated mean is 0.027701, estimated

variance is 0.988843 and the chosen c is 0.86.
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(a) (b)

Figure 4.6: Result of 2-dim data. (a) mean of the first dimension and sIF2. (b) scatter plot
and the estimated mean (red triangle).

4.4 qGaussian Model

We give example of using qGaussian model to estimate mean.

µ̂ =
∑

fγ−ββ xi/
∑

fγ−ββ

From the formula above, it is similar to normal distribution case with exponent c = γ−β.

Note that qGaussian density is a function of β, so if β is fixed, we can use the asymptotic

efficiency criterion in 3.4.3 to choose γ.

Suppose there are 400 samples, in which 280 samples fromN (0, 1) and 120 samples from

N (5, 1), and we already know the variance of the qGaussian model is 1. Table 4.6 shows

the result:

β 0 0.2 0.3 0.4 0.5 0.6
mean 0.0363 -0.0083 -0.0293 -0.0710 0.0210 0.0107

chosen γ 0.52 1.08 1.62 2.96 0.94 1.21
chosen γ − β 0.52 0.88 1.32 2.56 0.44 0.61

Table 4.6: Result of qGaussain model. The sample mean of the main distribution is 0.0331.

Note that for different β, the γ we chosen c = γ − β will be very different. And the
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(a) (b)

Figure 4.7: Variance unknown simulation. (a) estimated mean and sIF2. (b) estimated
variance and sIF2.

tail of qGaussian density will decay to 0, which is different from normal density, may be

an advantage on robustness or clustering.

As soon as we derive the qGaussain robustified estimate µ̂, there are points with 0 weight.

For those of non-zero weight, we calculate the sample mean µ̂trim , and compare to the

qGaussain robustified estimate µ̂ we derived from the start. We run the estimated proce-

dure for 100 times with β = 0.5, γ from 0.55 to 3.5with step 0.01, and calculate the mean,

variance, and mean squared error of these two robustified estimators.

mean variance MSE
µ̂ 0.15259 0.012274 0.035434

µ̂trim 0.21052 0.007867 0.052107
distance is 3.5

µ̂ 0.05403 0.006732 0.009584
µ̂trim 0.08278 0.005074 0.011876

distance is 4
µ̂ 0.02413 0.005352 0.005880

µ̂trim 0.02483 0.004776 0.005344
distance is 5

µ̂ -0.00173 0.006118 0.006060
µ̂trim -0.00099 0.005405 0.005351

distance is 6

Table 4.7: Comparing µ̂ and µ̂trim with different distance of two populations.

We find out that µ̂trim is better, but if we change the data to 280 samples fromN (0, 1)

and 120 samples from N (4, 1), the result will be on the contrary. We simulate different
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cases with different distance of two populations in Table 4.7.
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